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Abstract The present paper is devoted to a preliminary study towards the establishment of an ergodic theory

for stochastic differential equations (SDEs) with less regular coefficients and degenerate noises. These equations

are often derived as mesoscopic limits of complex or huge microscopic systems. By studying the associated

Fokker-Planck equation (FPE), we prove the convergence of the time average of globally defined weak solutions

of such an SDE to the set of stationary measures of the FPE under Lyapunov conditions. In the case where the

set of stationary measures consists of a single element, the unique stationary measure is shown to be physical.

Similar convergence results for the solutions of the FPE are established as well. Some of our convergence

results, while being special cases of those contained in Ji et al. (2019) for SDEs with periodic coefficients, have

weaken the required Lyapunov conditions and are of much simplified proofs. Applications to stochastic damping

Hamiltonian systems and stochastic slow-fast systems are given.
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1 Introduction

The present paper aims at investigating ergodic properties of mesoscopic stochastic systems described by

stochastic differential equations. Such a system arises in many scientific areas as the mesoscopic limit of

a large or complex (deterministic) microscopic system involving both structured variables and noises due

to uncertainties, lack of mechanisms, high degrees of freedom, dynamical complexities and so on [42].

The traditional statistical theory of large or complex microscopic systems was established within the

framework of ergodic theory of measure-preserving dynamical systems. A fundamental result in this

theory is the celebrated Birkhoff ergodic theorem. Let {P t} be a flow or semi-flow on a probability
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space (X,B, µ) that preserves the probability measure µ. Birkhoff ergodic theorem states that for each

observable φ ∈ L1(X,B, µ), the limit of the time average, namely,

φ̄(x) := lim
t→∞

1

t

∫ t

0

φ(P t(x))dt

exists for µ-a.e. x ∈ X and in L1(X,B, µ), and satisfies
∫
X
φ̄dµ =

∫
X
φdµ. Moreover, if µ is ergodic,

then φ̄ is a µ-a.e. constant, and consequently,

lim
t→∞

1

t

∫ t

0

φ(P t(x))dt =

∫
X

φdµ, µ-a.e. x ∈ X. (1.1)

The Birkhoff ergodic theorem is a fundamental result in ergodic theory whose development can be

traced back to the pioneering works in thermodynamics made by Boltzmann, Maxwell and Gibbs in the

late 19th through the early 20th century. A thermodynamic system at the microscopic level is an isolated

but huge particle system consisting of a massive number (usually in the order of Avogadro number 1023)

of ordinary differential equations (ODEs). Realizing the limitations of microscopic approaches in studying

such a huge mechanical system, Boltzmann proposed in 1870s a macroscopic (statistical) approach and

put forward the so-called ergodic hypothesis, which implies in particular that all microstates on a given

energy surface should be equally probable, and the measurement of a macroscopic quantity (entropy,

temperature, pressure, etc.) as an observable is not sharp in time but the long time average of individual

measurements should be equal to its total phase average. This fundamental hypothesis was not able

to be rigorously justified until the early 1930s when Birkhoff and von Neumann respectively proved the

pointwise ergodic theorem [4] and the mean ergodic theorem [48]. Although both ergodic theorems were

originally established for (continuous) measure-preserving flows on a compact manifold, they were later

shown to be valid under more general settings including measure preserving maps and semi-flows, random

dynamical systems and stochastic processes.

While the Birkhoff ergodic theorem has demonstrated its significance and power in many areas of

dynamical systems and probability theory, it is not sufficient to give an affirmative answer to Boltzmann’s

ergodic hypothesis as the ergodic measure involved usually does not satisfy the properties demanded

in Boltzmann’s original proposal. An attempt towards the resolution of the ergodic hypothesis is to

look for the so-called physical measures. A physical measure µ is such that for any continuous and

compactly supported observable φ : X → R, the limit (1.1) holds on a set of points with positive

Lebesgue measure. This is clearly not the case when (1.1) only holds for µ-a.e. x ∈ X with µ being

Lebesgue singular. The study of physical measures in systems with dissipation motivates the notion of

Sinai-Ruelle-Bowen (SRB) measures defined to be physical measures that are Lebesgue singular and are

regular on unstable manifolds of an attractor. Initially introduced for Axiom A attractors and further

generalized to systems with certain hyperbolicity or partial hyperbolicity, SRB measures have been at the

heart of many fundamental studies in the theory of smooth dynamical systems (see [1,3,11,32,33,44,45,50],

and the review article [52] and the references therein). However, there is not much understanding, beyond

that for SRB measures, of physical measures for systems which are either less regular or lack of hyperbolic

structures. Overall, Boltzmann’s ergodic hypothesis remains a challenging open problem even after all

the fascinating developments of modern theory of dynamical systems and statistical mechanics, especially

given the energetic Kolmogorov-Arnold-Moser (KAM) theorem that asserts the general non-ergodicity of

energy surfaces in a nearly integrable Hamiltonian system.

A seemingly promising modern treatment of thermodynamic systems uses the so-called mesoscopic

approach that situates between microscopic and macroscopic ones, and typically deals with the interaction

of a fairly small amount of large particles with a huge amount of small particles. The mesoscopic limit of

such a thermodynamic system turns out to be a stochastic differential equation (SDE) for the positions

of large particles in the form

dx = V (x)dt+G(x)dWt, x ∈ U ⊆ Rd, (1.2)
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where U is a connected open set, V : U → Rd is the drift field, G : U → Rd×m (m > d) is the

noise coefficient matrix, and W = (Wt)t∈R is a standard m-dimensional Wiener process representing

the fluctuation resulting from the interaction with the small particles [29]. Such a mesoscopic approach

has also been used for stochastic modelings or reductions in many other contexts including complex

systems with high degree of freedoms, uncertainties or mechanisms lacking [42], slow-fast systems with

fast mixing or chaotic dynamics [14, 15, 24, 36], turbulent fluid flows [31, 41, 46] and the data-driven

modeling [17,26,37,39]. In all these applications, especially those arising in fluid mechanics, bio-sciences

and data sciences, it is well understood that a trajectory-based microscopic approach can only provide

little information on the behaviors of the system, and thus, a macroscopic approach by considering

distribution of solutions is necessary to adopt.

In this paper, we use the macroscopic approach to study some of the basic ergodic properties of the

mesoscopic system (1.2). In particular, we establish some convergence results for globally defined weak

solutions of (1.2) with less regular coefficients and degenerate noises. We emphasize that, as either

a mesoscopic limit, a stochastic reduction, or an approximation to a complex microscopic system, the

SDE (1.2) does not necessarily admit locally Lipschitz coefficients and non-degenerate noises. As a

result, in general, neither can (1.2) be converted into a random dynamical system nor can it generate

a measurable flow or semi-flow in the path space. Thus, besides the significance in applications, our

present work also contains theoretical novelties to study the ergodic properties of systems without flow

or semi-flow structures.

The study of ergodic properties of the SDE (1.2) dates back to the seminal work of Khasminskii [27,28]

in the 1960s. Assuming locally Lipschitz coefficients and non-degenerate noises and the existence of

an unbounded Lyapunov function associated with (1.2) (see Definition 1.3), Khasminskii established

the existence of a unique invariant measure of the diffusion process, which must be a Markov process,

generated by the solutions of (1.2) and proved the convergence of the solutions of (1.2) to the invariant

measure.

When it comes to less regular coefficients, transition probabilities associated with (1.2) can hardly be

defined. This invalidates the methods based on Markov processes giving semi-flow properties. Neverthe-

less, the SDE (1.2) is naturally connected to the following Fokker-Planck equation (FPE):

∂tu = L∗u := ∂ij(a
iju)− ∂i(V

iu), x ∈ U , t > 0, (1.3)

where A = (aij) := GG⊤

2 is the diffusion matrix, V = (V i), ∂i = ∂xi , ∂
2
ij = ∂2xixj

, and the usual summation

convection is used. Not only does the FPE (1.3) govern the distributions of the solutions of (1.2), but

also it has been directly used to model the evolution of the probability distributions of many complex

stochastic processes [43]. This suggests an alternative approach that focuses on the FPE (1.3). To study

the ergodic properties of (1.3), it is natural to look for stationary solutions of the following stationary

problem associated to (1.3):

L∗u = 0 in U . (1.4)

Denote L = aij∂2ij + V i∂i as the formal L2-adjoint of the Fokker-Planck operator L∗. It is also the

diffusion operator associated with (1.2).

Definition 1.1 (Stationary measure). A Borel measure µ on U is called a measure solution of (1.4) if

aij , V i ∈ L1
loc(U , dµ), ∀ i, j ∈ {1, . . . , d}

and ∫
U
Lϕdµ = 0, ∀ϕ ∈ C2

0 (U).

If, in addition, µ(U) = 1, then µ is called a stationary measure of (1.3).

When (1.2) generates a diffusion process, its invariant measures are necessarily stationary measures

of (1.3). But stationary measures of (1.3) could exist even when (1.2) fails to generate a diffusion process.

This has been clearly demonstrated by the recent studies on the FPE (1.3) with less regular coefficients.
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Indeed, the existence of stationary measures of (1.3) with positive definite A ∈W 1,p
loc (U) and V ∈ Lp

loc(U)
for some p > d has been established in [19] assuming the existence of a Lyapunov function (see [7–10,47]

for related works). The uniqueness follows from [8] if the Lyapunov function is, in addition, unbounded.

As for the ergodic properties, it holds that the solutions of (1.3) strongly converge to the unique stationary

measure under an unbounded Lyapunov function [22].

In comparison with the developments of ergodic theory of (1.3) with less regular coefficients in the

non-degenerate case, there is not much progress in the degenerate case. One of the main purposes of the

present paper is to push forward the theory in the degenerate case. To proceed, we make the following

assumption on the coefficients of (1.3):

(H) aij ∈ C(U) and V i ∈ C(U) for each i, j ∈ {1, . . . , d}.
We use Lyapunov conditions to quantify the dissipativity of (1.3).

Definition 1.2 (Compact function). A non-negative function U ∈ C(U) is called a compact function

if there is ρM ∈ (0,∞], called the essential upper bound, such that

U < ρM on U and U(x) → ρM as x→ ∂U .

We refer the reader to [19, Subsection 2.1] for the meaning of the limit x → ∂U that appears in the

above definition. For a non-negative function U ∈ C(U), we denote for each ρ > 0, the ρ-sublevel set

Ωρ = {x ∈ U : U(x) < ρ}.

Definition 1.3 (Lyapunov function). A compact function U ∈ C2(U) with the essential upper bound

ρM is called

(1) a Lyapunov function with respect to L if there are constants γ > 0, called a Lyapunov constant

and ρm > 0, called an essential lower bound such that LU 6 −γ in U\Ωρm ;

(2) a strong Lyapunov function with respect to L if supU\Ωρ
LU → −∞ as ρ→ ρ−M .

If ρM = ∞, the (strong) Lyapunov function is said to be unbounded.

Our main result on the existence of stationary measures of (1.3) is stated in the following theorem.

Theorem 1.4. Assume (H). If L admits a Lyapunov function, then there exists a stationary measure

of (1.3). If, in addition, the Lyapunov function is strong, then the set of stationary measures of (1.3) is

compact under the weak∗-topology.

The existence result in Theorem 1.4 generalizes [6, Corollary 2.4.4(i)], where the problem on the whole

space Rd is considered. The compactness of the set of stationary measures (which is convex) under the

strong Lyapunov function ensures the existence of extreme points, which, in consideration of the classical

ergodic theory, are expected to enjoy special properties that we explore below.

Let P(U) be the set of Borel probability measures on U . Consider the following initial condition:

µ0 = ν ∈ P(U). (1.5)

Definition 1.5 (Global probability solution). A Borel measure µ on U × (0,∞) is called a global

probability solution of the Cauchy problem (1.3) and (1.5) if there exists a family of Borel measures

(µt)t∈(0,∞) on U such that dµ = dµtdt, which satisfy the following properties:

(1) µt ∈ P(U) for a.e. t > 0;

(2) for every Borel set B ⊂ U , the mapping t 7→ µt(B) is measurable;

(3) aij , V i ∈ L1
loc(U × (0,∞), dµtdt) for each i, j = 1, . . . , d; and

(4) for any ϕ ∈ C2
0 (U), there exists a subset Jϕ ⊂ (0,∞) with |(0,∞) \ Jϕ| = 0 such that∫

U
ϕdµt =

∫
U
ϕdν + lim

Jϕ∋r→0

∫ t

r

∫
U
Lϕdµτdτ, ∀ t ∈ Jϕ. (1.6)

The existence of global probability solutions of the Cauchy problems (1.3) and (1.5) has been investi-

gated in [38] under Lyapunov conditions. More precisely, Manita and Shaposhnikov [38] proved that if
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there is an unbounded compact function U ∈ C2(U) satisfying LU 6 C1U+C2 on U for some C1, C2 > 0,

then the Cauchy problems (1.3) and (1.5) admit a global probability solution. The uniqueness under the

same conditions remains unknown. Assuming the uniqueness, we prove in the next result that “ergodic

stationary measures” must be extreme points of the convex set of stationary measures.

Let M be the convex set of stationary measures of (1.3). If (H) holds and L admits a strong Lyapunov

function, then Theorem 1.4 ensures that M is non-empty and compact. In this case, we denote by Mex

the set of extreme points of M.

Theorem 1.6. Assume (H) and that L admits an unbounded strong Lyapunov function. Suppose, in

addition, that the Cauchy problems (1.3) and (1.5) admit a unique global probability solution for any

ν ∈ P(U). For given µ∗ ∈ P(U), consider the following statement:

(1) For any f ∈ C0(U), it holds that

lim
t→∞

1

t

∫ t

0

∫
U
fdµx

sds =

∫
U
fdµ∗, µ∗-a.s. x ∈ U ,

where (µx
t )t∈(0,∞) is the unique global probability solution of the Cauchy problems (1.3) and (1.5) with

the initial condition ν = δx.

(2) If µ0 ∈ P(U) is such that µ0 ≪ µ∗, then

lim
t→∞

1

t

∫ t

0

∫
U
fdµsds =

∫
U
fdµ∗, ∀ f ∈ C0(U),

where (µt)t∈(0,∞) is the unique global probability solution of the Cauchy problems (1.3) and (1.5) with the

initial condition ν = µ0.

(3) It holds that µ∗ ∈ Mex.

Then, (1) implies (2), which implies (3).

In Theorem 1.6, we establish a partial link between “ergodic stationary measures” and elements inMex.

We recall from the standard ergodic theory [49] that there is one-to-one correspondence between ergodic

invariant measures and extreme points of the set of invariant measures for dynamical systems on a

compact metric space. However, we suspect that the three statements in Theorem 1.6 are not equivalent

for the stochastic case we are considering.

To understand the ergodic properties of (1.2) or (1.3), it is crucial to investigate the limits of the

time average of their solutions. The corresponding result for global probability solutions of the Cauchy

problems (1.3) and (1.5) is stated in the next theorem.

Theorem 1.7. Assume (H) and that L admits a strong Lyapunov function U . Let µ = (µt)t∈(0,∞) be

a global probability solution of the Cauchy problems (1.3) and (1.5) with
∫
U Udν < ∞. Then for each

sequence {tn}n∈N ⊂ (0,∞) with limn→∞ tn = ∞, there exist a subsequence, still denoted by {tn}n∈N, and

a stationary measure µ̃ of (1.3) such that

lim
n→∞

1

tn

∫ tn

0

∫
U
ϕdµτdτ =

∫
U
ϕdµ̃, ∀ϕ ∈ Cb(U).

In particular, if (1.3) admits a unique stationary measure µ̃, then

lim
t→∞

1

t

∫ t

0

∫
U
ϕdµτdτ =

∫
U
ϕdµ̃, ∀ϕ ∈ Cb(U).

Theorem 1.7 allows us to derive convergence results for the time average of globally defined weak

solutions of (1.2), whose existence has been studied under various conditions (see, e.g., [16,18,25,30]). In

the case where (1.3) admits a unique stationary measure, our next result says that the unique stationary

measure is in fact physical.

Theorem 1.8. Assume V and G are continuous on U and that L admits a strong Lyapunov function U .

Let (Xt)t>0 be a globally defined weak solution of (1.2) with the initial condition X0 ∼ ν, where ν ∈ P(U)
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satisfies
∫
U Udν < ∞. Then for each sequence {tn}n∈N ⊂ (0,∞) with limn→∞ tn = ∞, there exist a

subsequence, still denoted by {tn}n∈N, and a stationary measure µ̃ of (1.3) such that

lim
n→∞

1

tn

∫ tn

0

Eϕ(Xτ )dτ =

∫
U
ϕdµ̃, ∀ϕ ∈ Cb(U).

In particular, if (1.3) admits a unique stationary measure µ̃, then for each x ∈ U , it holds that

lim
t→∞

1

t

∫ t

0

Eϕ(Xx
τ )dτ =

∫
U
ϕdµ̃, ∀ϕ ∈ Cb(U),

where (Xx
t )t>0 is a globally defined weak solution of (1.2) with the initial condition Xx

0 ∼ δx.

Under the conditions of Theorems 1.7 and 1.8, the diffusion matrix (aij) is allowed to be degenerate

in U , in which case the FPE (1.3) can admit multiple stationary measures. This is why the main part

in the statement of Theorem 1.7 (resp. Theorem 1.8) only asserts the average attractiveness of global

probability solutions of the Cauchy problems (1.3) and (1.5) (resp. globally defined weak solutions

of (1.2)) by the set of stationary measures of (1.3). It is worthwhile to point out that noises are more or

less essential for (1.3) to admit a unique stationary measure. In fact, if (1.3) is completely degenerate,

namely, A = 0d×d, the FPE (1.3) becomes the Liouville equation associated with the ODE ẋ = V (x),

which in general admits multiple stationary measures.

The proofs of Theorems 1.7 and 1.8 do not require the standard semi-flow property that plays essential

roles in the proof of classical convergence results of SDEs or Markov processes. Indeed, under the

assumption (H), the uniqueness of the solutions of the Cauchy problems (1.3) and (1.5) is unknown as

mentioned earlier. Even if we assume the uniqueness, they are only known to generate a semi-flow under

the weak∗-topology. Such weak convergence results, that hold in the absence of the semi-flow property,

can potentially serve as theoretical foundations for studying ergodic behaviors of complex systems, such

as thermodynamic systems, whose mesoscopic limits are often too rough to admit the standard semi-flow

property.

Theorems 1.7 and 1.8 are respectively autonomous versions of [21, Theorems B and 6.4], where (1.2)

and (1.3) with time-periodic coefficients are considered. Nevertheless, they have at least two advantages

over the corresponding ones in [21]. One is that the strong Lyapunov function assumed in Theorems 1.7

and 1.8 does not need to be unbounded, while the unboundedness is required in [21]. The other is that

simplified proofs in the present paper are much easier for the reader to catch the main ideas.

This work can be viewed as an attempt towards the development of ergodic theory for general meso-

scopic or stochastic systems. There are many rich subjects in modern ergodic theory that are left

open in the stochastic context. For example, when the SDE (1.2) generates a linear random dynamical

system [2], the multiplicative ergodic theorem (MET) states that Lyapunov exponents can be used to clas-

sify the dynamics of trajectories1). There rises the natural and interesting question: whether Lyapunov

exponents for general SDEs of the form (1.2) (in particular with less regular coefficients and degenerate

noises) can be defined to better characterize the dynamics in the sense of distribution.

The rest of this paper is organized as follows. In Section 2, we study the existence of stationary

measures of (1.3) and prove Theorems 1.4 and 1.6. In Section 3, we investigate the convergence of

the time average of the solutions of (1.2) and (1.3), and prove Theorems 1.7 and 1.8. Applications to

stochastic damping Hamiltonian systems and stochastic slow-fast systems are discussed in Section 4.

2 Stationary measures

In this section, we study the existence of stationary measures and prove Theorems 1.4 and 1.6. We need

the following lemma.

1) Besides the well-known work of Oseledet [40] on MET in 1968, we mention that Liao [34] actually implicitly derived

the MET in his exploration of ergodic properties for smooth dynamical systems on compact manifolds. In his paper [34] in

1963, Liao derived a set of qualitative functions on a family of frame bundles which turn out to be Lyapunov exponents [35].
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Lemma 2.1. Assume (H) and L admits a Lyapunov function U with the essential lower bound ρm
and the essential upper bound ρM . Then for any ρ0 ∈ (ρm, ρM ), there exists a C∗ > 0, depending only

on ρm and ρ0, such that for any ρ1 ∈ (ρ0, ρM ) and any measure solution µ of (1.4), it holds that

µ(U \ Ωρ1) 6
C

− supU\Ωρ1
LU

µ(Ωρ1), (2.1)

where C := C∗ sup(Ωρ0\Ωρm ) a
ij∂iU∂jU > 0.

Proof. As µ is a measure solution of (1.4), it holds that∫
U
Lϕdµ = 0, ∀ϕ ∈ C2

0 (U). (2.2)

We distinguish between two cases: ρM <∞ and ρM = ∞.

Case ρM < ∞. Given ρ0 ∈ (ρm, ρM ), take ρ1 ∈ (ρ0, ρM ). Let {ζρ}ρ∈(ρ1,ρM ) be a family of non-

decreasing and smooth functions on [0, ρM ) such that

ζρ(t) =


0, t ∈ [0, ρm],

t, t ∈ [ρ0, ρ],
ρ+ ρM

4
, t ∈

(
ρ+ ρM

2
, ρM

)
,

and ζ ′′ρ 6 0 on

[
ρ,
ρ+ ρM

2

]
.

In addition, let {ζρ}ρ∈(ρ1,ρM ) coincide on [0, ρ0].

Obviously, ζρ(U) − ρ+ρM

4 ∈ C2
0 (U) for each ρ ∈ (ρ0, ρM ). Setting ϕ = ζρ(U) − ρ+ρM

4 in (2.2), we find

from

L
(
ζρ(U)− ρ+ ρM

4

)
= ζ ′ρ(U)LU + ζ ′′ρ (U)aij∂iU∂jU

that ∫
U
[ζ ′ρ(U)LU + ζ ′′ρ (U)aij∂iU∂jU ]dµ = 0. (2.3)

As ζ ′ρ = 0 on [0, ρm], ζ ′ρ = 1 on [ρ0, ρ] and ζ
′
ρ > 0 otherwise, we find from LU 6 0 in U \ Ωρm that

ζ ′ρ(U)LU 6

 sup
U\Ωρ1

LU, in Ωρ \ Ωρ1
,

0, otherwise.
(2.4)

Since (aij) is semi-positive definite, ζ ′′ρ ̸≡ 0 on [ρm, ρ0], ζ
′′
ρ 6 0 on [ρ, ρ+ρM

2 ] and ζ ′′ρ = 0 otherwise, we

deduce

ζ ′′ρ (U)aij∂iU∂jU 6

C∗

(
max
Ωρ0

aij∂iU∂jU
)
, in Ωρ0 \ Ωρm ,

0, otherwise,
(2.5)

where C∗ := maxt∈[ρm,ρ0] ζ
′′
ρ (t) < ∞ is independent of ρ ∈ (ρ1, ρM ) due to the construction of

{ζρ}ρ∈(ρ1,ρM ). Applying (2.4) and (2.5) to (2.3), we find(
− sup

U\Ωρ1

LU
)
µ(Ωρ \ Ωρ1) 6 −

∫
U
ζ ′ρ(U)LUdµ

=

∫
U
ζ ′′ρ (U)aij∂iU∂jUdµ

6 C∗

(
sup

(Ωρ0\Ωρm)

aij∂iU∂jU
)
µ(Ωρ0 \ Ωρm)

6 Cµ(Ωρ1
),

where C := C∗ sup(Ωρ0\Ωρm ) a
ij∂iU∂jU > 0. By letting ρ→ ∞ in the above inequality, (2.1) follows.
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Case ρM = ∞. Given ρ0 ∈ (ρm,∞), take ρ1 ∈ (ρ0,∞). Let {ζρ}ρ∈(ρ1,∞) be a family of non-decreasing

and smooth functions on [0,∞) such that

ζρ(t) =


0, t ∈ [0, ρm],

t, t ∈ [ρ0, ρ],

ρ+ 1, t ∈ (ρ+ 2,∞),

and ζ ′′ρ 6 0 on [ρ, ρ+ 2].

In addition, let {ζρ}ρ∈(ρ1,∞) coincide on [0, ρ0].

Using the function ϕ = ζρ(U)− (ρ+1), we can follow the arguments in the case ρM <∞ to derive the

result. We leave the details to the reader.

In the rest of this section, we prove Theorems 1.4 and 1.6. We recall the definition for convergence of

a family of Borel measures on U under the weak∗-topology.

Definition 2.2. A family of Borel measures {µn, n ∈ N} on U is said to converge to some Borel

measure µ on U under the weak∗-topology if

lim
n→∞

∫
U
ϕdµn =

∫
U
ϕdµ, ∀ϕ ∈ C0(U).

Proof of Theorem 1.4. Let U be a Lyapunov function with respect to L with the essential lower bound

ρm > 0, the essential upper bound ρM > 0 and the Lyapunov constant γ > 0. To highlight the dependence

of L on A and V , we write LA,V for L. The proof is broken into four steps.

Step 1. We construct a candidate measure µ.

By a partition of unity (see, e.g., [23]), there exist a locally finite open cover (Vβ)β∈B of U and functions

(fβ)β∈B ⊂ C∞
c (U) such that

(1) supp(fβ) ⊂ Vβ for all β ∈ B;
(2) 0 6 fβ(x) 6 1 for all x ∈ U and β ∈ B;
(3)

∑
β∈B fβ(x) = 1 for all x ∈ U .

Let η ∈ C∞
0 (Rd) be non-negative and satisfy

∫
Rd ηdx = 1. For each n ∈ N, we define the function

ηn : Rd → R by setting ηn(x) :=
1
nd η(nx), x ∈ Rd. Clearly, for each β ∈ B, there is a kβ ∈ N such that∫

U
|aij(y)− aij(x)|ηn(x− y)dy 6 γ

4
, ∀x ∈ Vβ and n > kβ .

As aij ∈ C(U) for each i, j = 1, . . . , d, it holds that∫
U
[aij(y)− aij(x)]ηkβ+n(x− y)dy → 0 as n→ ∞, ∀x ∈ Vβ .

Hence, for each i, j = 1, . . . , d, the function

ãijn (x) :=
∑
β∈B

fβ(x)

∫
U
aij(y)ηkβ+n(x− y)dy, x ∈ U ,

belongs to C∞(U) and satisfies

|ãijn − aij | 6 γ

4
in U and lim

n→∞
ãijn = aij locally uniformly in U .

Moreover, the matrix (ãijn ) is semi-positive definite thanks to that of A = (aij).

For each n ∈ N, define

ϵn(x) :=
1

n

∑
β∈B

fβ(x)
γ

4(1 + maxVβ
|D2U |)

, x ∈ U ,
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where D2U denotes the Hessian of U . Clearly, ϵn ∈ C∞(U) for each n ∈ N. Moreover,

sup
n∈N

sup
x∈U

[
ϵn(x)

d∑
i=1

∂2iiU(x)

]
6 γ

4
and lim

n→∞
ϵn = 0 locally uniformly in U .

For each n ∈ N, we define An = (aijn ) := (ãijn ) + ϵnI, where I denotes the d × d identity matrix.

Obviously, for each i, j ∈ {1, . . . , d}, aijn ∈ C∞(U) for all n ∈ N and limn→∞ ãijn = aij locally uniformly

in U . For each n ∈ N, as the matrix (ãijn ) is semi-positive definite and ϵn > 0 everywhere, An is locally

uniformly positive definite. Furthermore, it is not hard to verify that LAn,V U 6 −γ
2 in U \ Ωρm , i.e., U

is a Lyapunov function with respect to LAn,V for each n ∈ N with a uniform essential lower bound ρm
and a uniform Lyapunov constant γ

2 .

Applying [19, Theorem A], we find that for each n ∈ N, there exists a stationary measure µn of (1.3)

with A replaced by An. Note that supn µn(K) < ∞ for any compact set K ⊂ U . We apply [13,

Corollary A2.6.V] to conclude the existence of a subsequence, still denoted by {µn}n∈N, such that µn

converges to some σ-finite Borel measure µ on U under the weak∗-topology as n → ∞. The measure µ

is the candidate.

Step 2. We show that µ is a measure solution of (1.4).

Since µn is a stationary measure of (1.3) with A replaced by An, it holds that∫
U
LAn,V ϕdµn = 0, ∀ϕ ∈ C2

0 (U).

Fix ϕ ∈ C2
0 (U). The limit

max
supp(ϕ)

|LAn,V ϕ− LA,V ϕ| → 0 as n→ ∞

implies that∣∣∣∣ ∫
U
(LAn,V ϕ− LA,V ϕ)dµn

∣∣∣∣ 6 |LAn,V ϕ− LA,V ϕ|∞ × sup
n
µn(supp(ϕ)) → 0 as n→ ∞.

Since LA,V ϕ ∈ C0(U) and µn converges to µ under the weak∗-topology as n→ ∞, we find∫
U
LA,V ϕdµ = lim

n→∞

∫
U
LA,V ϕdµn.

Thus, ∫
U
LA,V ϕdµ = lim

n→∞

∫
U
LAn,V ϕdµn = 0.

Since ϕ ∈ C2
0 (U) is arbitrary, we conclude that µ is a measure solution of (1.4).

Step 3. We show µ(U) > 0. Thus, µ̃ = µ
µ(U) is a stationary measure of (1.3).

Fix ρ0 ∈ (ρm, ρM ). As LAn,V U 6 −γ
2 in U \ Ωρm , we find from Lemma 2.1 that

µn(U \ Ωρ0) 6
Cn

γ
µn(Ωρ0),

where Cn := C∗ sup(Ωρ0\Ωρm ) a
ij
n ∂iU∂jU > 0. As An converges locally uniformly in U to A as n→ ∞, it

holds that

max
Ωρ0

aijn ∂iU∂jU → max
Ωρ0

aij∂iU∂jU as n→ ∞.

Thus, there is C > 0, independent of n, such that

µn(U \ Ωρ0) 6 Cµn(Ωρ0), ∀n ∈ N.

Since µn(U) = 1 for each n ∈ N, the above estimate implies that

µn(Ωρ0) > µn(Ωρ0) >
1

1 + C
, ∀n ∈ N.
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As µn converges to µ on U under the weak∗-topology, we see from the Portmanteau theorem that

µ(Ωρ) > lim sup
n→∞

µn(Ωρ0) >
1

1 + C
> 0.

In particular, µ(U) > 0.

Step 4. We prove that the set of stationary measures of (1.3) is compact when U is a strong Lyapunov

function.

By Lemma 2.1, for any ρ1 > ρ0 and any stationary measure µ of (1.3), it holds that

µ(U \ Ωρ1) 6
C

− supU\Ωρ1
LU

for some C > 0, independent of ρ1 and µ. As

sup
U\Ωρ

LA,V U → −∞ as ρ→ ρ−M ,

for any ϵ > 0, there exists a ρ∗ ∈ (ρ0, ρM ) such that

µ(U \ Ωρ1) 6 ϵ, ∀ ρ1 ∈ (ρ∗, ρM )

holds for any stationary measure µ of (1.3). It follows the tightness of the set of stationary measures

of (1.3).

It remains to show the closedness of the set of stationary measures of (1.3). Let {µn}n∈N be a sequence

of stationary measures of (1.3) that converges to some Borel probability measure µ under the weak∗-

topology as n→ ∞. Note that if ϕ ∈ C2
0 (U), then LA,V ϕ ∈ C0(U). It follows that∫

U
LA,V ϕdµ = lim

n→∞

∫
U
LA,V ϕdµn = 0, ∀ϕ ∈ C2

0 (U).

Thus, µ is a stationary measures of (1.3). This completes the proof.

The rest of this section is devoted to the proof of Theorem 1.6. We need the following result addressing

certain measurability related to the solutions of the Cauchy problems (1.3) and (1.5).

Lemma 2.3. Assume (H) and that L admits an unbounded strong Lyapunov function. Suppose, in

addition, that the Cauchy problems (1.3) and (1.5) admit a unique global probability solution for any

ν ∈ P(U). Then, for each f ∈ C0(U), the function (x, t) 7→
∫
U fdµ

x
t is measurable on U × (0,∞), where

(µx
t )t∈(0,∞) is the unique global probability solution of the Cauchy problems (1.3) and (1.5) with the initial

condition ν = δx.

Proof. For each x ∈ U , let µx := (µx
t )t∈(0,∞) be as in the statement. By [21, Lemma 4.2] (see also

Lemma 3.2 and Remark 3.3), we may assume, without loss of generality, that for each x ∈ U and

ϕ ∈ C2
0 (U), the function t 7→

∫
U ϕdµ

x
t is continuous on (0,∞).

Since C2
0 (U) is dense in C0(U), the lemma follows if we can show that the function (x, t) 7→

∫
U ϕdµ

x
t

is continuous on U × (0,∞) for each ϕ ∈ C2
0 (U). To show this continuity, let us fix arbitrary φ ∈ C2

0 (U),
(x∗, t∗) ∈ U × (0,∞) and {(xn, tn)}n∈N ⊂ U × (0,∞) satisfying limn→∞(xn, tn) = (x∗, t∗). We need to

show

lim
n→∞

∫
U
φdµxn

tn =

∫
U
φdµx∗

t∗ .

For the validity of the above limit, let {(xnj , tnj )}j∈N be an arbitrary subsequence of {(xn, tn)}n∈N. It

suffices to show the existence of a further subsequence, still denoted by {(xnj , tnj )}j∈N, such that

lim
j→∞

∫
U
φdµ

xnj

tnj
=

∫
U
φdµx∗

t∗ . (2.6)

It remains to prove (2.6). Since supn µ
xn(K) < ∞ for any compact set K ⊂ U × (0,∞), we apply

[13, Corollary A2.6.V] to conclude that the sequence of the measures {µxn}n∈N is pre-compact under the
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weak∗-topology. As a result, {µxnj }j∈N contains a further subsequence, stilled denoted by {µxnj }j∈N,

that converges under the weak∗-topology to some σ-finite Borel measure µ on U × (0,∞).

We claim that there exists a family of Borel probability measures {µt : t > 0} on U such that

dµ = dµtdt (2.7)

and

lim
j→∞

∫
U
ϕdµ

xnj

tnj
=

∫
U
ϕdµt∗ , ∀ϕ ∈ C2

0 (U). (2.8)

Fix ϕ ∈ C2
0 (U). For each j ∈ N, we define the function F j

ϕ : [0,∞) → R by setting

F j
ϕ(t) :=

∫
U
ϕdµ

xnj

t for t > 0.

Clearly, F j
ϕ is continuous and satisfies F j

ϕ(0) = ϕ(xnj ) and |F j
ϕ(t)| 6 |ϕ|∞ for all t > 0. It follows from

the definition of µxnj = (µ
xnj

t )t∈(0,∞) that

F j
ϕ(t) = F j

ϕ(0) + lim
r→0

∫ t

r

∫
U
Lϕdµ

xnj
s ds, ∀ t > 0, (2.9)

which, together with the assumption (H), gives rise to

|F j
ϕ(t)− F j

ϕ(r)| 6 (t− r)× max
supp(ϕ)

(|aij∂2ijϕ|+ |V i∂iϕ|), ∀ t > r > 0. (2.10)

Thus, the family {F j
ϕ : j ∈ N} is uniformly bounded and equicontinuous, and hence, pre-compact under

the topology of locally uniform convergence according to the Arzelà-Ascoli theorem and the standard

diagonal argument.

Let {F jk
ϕ }k∈N be a subsequence of {F j

ϕ}j∈N that locally uniformly converges to some function Fϕ ∈
C([0,∞)). In particular, Fϕ(0) = limk→∞ F jk

ϕ (0) = ϕ(x0). For each η ∈ C0((0,∞)), we see from the

dominated convergence theorem that

lim
k→∞

∫ ∞

0

η(t)

∫
U
ϕdµ

xnjk
t dt = lim

k→∞

∫ ∞

0

ηF jk
ϕ dt =

∫ ∞

0

ηFϕdt.

Moreover, as µ
xnjk converges to µ under the weak∗-topology as k → ∞, it holds that

lim
k→∞

∫ ∞

0

η(t)

∫
U
ϕdµ

xnjk
t dt =

∫∫
U×(0,∞)

ηϕdµ, ∀ η ∈ C0((0,∞)).

Hence, ∫ ∞

0

ηFϕdt =

∫∫
U×(0,∞)

ηϕdµ, ∀ η ∈ C0((0,∞)). (2.11)

Note that Fϕ is the unique function in C([0,∞)) that satisfies (2.11). This together with the pre-

compactness of {F j
ϕ}j∈N yields

lim
j→∞

F j
ϕ = Fϕ locally uniformly on [0,∞). (2.12)

Arguing as in the proof of [20, Lemma 4.2], we find a family of σ-finite Borel measures {µt : t > 0}
on U such that

Fϕ(t) =

∫
U
ϕdµt, ∀ϕ ∈ C2

c (U) and t > 0.

It follows from (2.11) that∫ ∞

0

η(t)

∫
U
ϕdµtdt =

∫∫
U×(0,∞)

ηϕdµ, ∀ϕ ∈ C2
0 (U) and η ∈ C0((0,∞)).
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Standard approximation arguments lead to∫ ∞

0

∫
U
Φ(·, t)dµtdt =

∫∫
U×(0,∞)

Φdµ, ∀Φ ∈ C0(U × (0,∞)),

i.e., dµ = dµtdt. This proves (2.7).

Note that (2.12) gives rise to

lim
j→∞

∫
U
ϕdµ

xnj

t =

∫
U
ϕdµt, ∀ϕ ∈ C2

0 (U) and t > 0. (2.13)

Since ∣∣∣∣ ∫
U
ϕdµ

xnj

tnj
−

∫
U
ϕdµt∗

∣∣∣∣ 6 ∣∣∣∣ ∫
U
ϕdµ

xnj

tnj
−

∫
U
ϕdµ

xnj

t∗

∣∣∣∣+ ∣∣∣∣ ∫
U
ϕdµ

xnj

t∗ −
∫
U
ϕdµt∗

∣∣∣∣,
we conclude (2.8) from (2.10) and (2.13).

We further claim that

µt = µx∗
t , ∀ t > 0. (2.14)

Clearly, (2.13) and the Portmanteau theorem imply that

µt(U) 6 lim inf
j→∞

µ
xnj

t (U) = 1, ∀ t > 0. (2.15)

Let us fix ψ ∈ C0(U) and let {ϕn}n∈N ⊂ C2
0 (U) converge uniformly to ψ. Note that∣∣∣∣ ∫

U
ψdµ

xnj

t −
∫
U
ψdµt

∣∣∣∣
6

∣∣∣∣ ∫
U
ψdµ

xnj

t −
∫
U
ϕndµ

xnj

t

∣∣∣∣+ ∣∣∣∣ ∫
U
ϕndµ

xnj

t −
∫
U
ϕndµt

∣∣∣∣+ ∣∣∣∣ ∫
U
ϕndµt −

∫
U
ψdµt

∣∣∣∣
6 [µ

xnj

t (U) + µt(U)]×max
U

|ϕn − ψ|+
∣∣∣∣ ∫

U
ϕndµ

xnj

t −
∫
U
ϕndµt

∣∣∣∣
6 2max

U
|ϕn − ψ|+

∣∣∣∣ ∫
U
ϕndµ

xnj

t −
∫
U
ϕndµt

∣∣∣∣, ∀ t > 0 and n ∈ N,

where we used µ
xnj

t (U) = 1 for all t > 0 and (2.15) in the last inequality. It then follows from (2.13) that

lim
j→∞

∫
U
ψdµ

xnj

t =

∫
U
ψdµt, ∀ t > 0. (2.16)

Fix r, t ∈ (0,∞) with r < t. It follows from (2.9) that∣∣∣∣F j
ϕ(t)− F j

ϕ(0)−
∫ t

r

∫
U
Lϕdµ

xnj
s ds

∣∣∣∣ = ∣∣∣∣ limr′→0

∫ r

r′

∫
U
Lϕdµ

xnj
s ds

∣∣∣∣
6 r × max

supp(ϕ)
|Lϕ|, ∀ϕ ∈ C2

0 (U). (2.17)

Since Lϕ ∈ C0(U) for each ϕ ∈ C2
0 (U), we find from (2.16) that

lim
j→∞

∫ t

r

∫
U
Lϕdµ

xnj
s ds =

∫ t

r

∫
U
Lϕdµsds.

Letting j → ∞ in (2.17), we conclude from (2.12) that∣∣∣∣Fϕ(t)− Fϕ(0)−
∫ t

r

∫
U
Lϕdµsds

∣∣∣∣ 6 r × max
supp(ϕ)

|Lϕ|, ∀ϕ ∈ C2
0 (U),

which implies ∫
U
ϕdµt = ϕ(x0) + lim

r→0

∫ t

r

∫
U
Lϕdµsds, ∀ϕ ∈ C2

0 (U).



Qi W W et al. Sci China Math September 2020 Vol. 63 No. 9 1865

Moreover, in the presence of the unbounded strong Lyapunov function, [38, Theorem 2.7] ensures that

µt(U) = 1 for all t > 0. According to Definition 1.5, µ = (µt)t>0 is the unique global probability solution

of the Cauchy problems (1.3) and (1.5) with the initial value ν = δx∗ , i.e., µt = µx∗
t for all t > 0. This

proves (2.14).

Combining (2.8) and (2.14), we conclude in particular (2.6). This completes the proof.

Proof of Theorem 1.6. (1) ⇒ (2). Let µ0 be as in the statement. Then,

µ0(B) =

∫
U
δx(B)dµ0(x), B ∈ B(U).

It follows from the global well-posedness of the Cauchy problems (1.3) and (1.5) and an approximation

argument that ∫
U
fdµt =

∫
U

[ ∫
U
fdµx

t

]
dµ0(x), ∀ t > 0.

Fix f ∈ C0(U). By Lemma 2.3, the function (x, t) 7→
∫
U fdµ

x
t is measurable on U × (0,∞). We apply

Fubini’s theorem to find that

1

t

∫ t

0

∫
U
fdµsds =

1

t

∫ t

0

∫
U

[ ∫
U
fdµx

s

]
dµ0(x)ds

=
1

t

∫
U

∫ t

0

[ ∫
U
fdµx

s

]
dsdµ0(x)

=

∫
U

[
1

t

∫ t

0

∫
U
fdµx

sds

]
dµ0(x), ∀ t > 0.

Passing to the limit t→ ∞, we conclude from (1) and the fact µ0 ≪ µ∗ that

lim
t→∞

1

t

∫ t

0

∫
U
fdµsds =

∫
U
fdµ∗, ∀ f ∈ C0(U).

(2) ⇒ (3). It is easy to see that µ∗ ∈ M. Suppose for contradiction that µ∗ /∈ Mex, i.e., there are

µ1, µ2 ∈ M with µ1 ̸= µ2 such that µ∗ = pµ1 + (1− p)µ2 for some p ∈ (0, 1). Obviously, µ1, µ2 ≪ µ∗. It

follows from (2) that

lim
t→∞

1

t

∫ t

0

∫
U
fdµ1

sds = lim
t→∞

1

t

∫ t

0

∫
U
fdµ2

sds, ∀ f ∈ C0(U),

where (µ1
t )t∈(0,∞) and (µ2

t )t∈(0,∞) are the unique global probability solutions of the Cauchy problems (1.3)

and (1.5) with the initial conditions ν = µ1
0 and ν = µ2

0, respectively.

As µ1, µ2 ∈ M and the Cauchy problems (1.3) and (1.5) are globally well-posed, it holds that µi
t = µi

for all t > 0 and i = 1, 2. As a result,

1

t

∫ t

0

∫
U
fdµi

sds =

∫
U
fdµi, t > 0, i = 1, 2,

which implies that ∫
U
fdµ1 =

∫
U
fdµ2, ∀ f ∈ C0(U),

i.e., µ1 = µ2. This gives rise to a contradiction. Hence, µ∗ ∈ Mex.

3 Convergence to stationary measures

In this section, we study the weak ergodic theory of (1.2) and (1.3). Theorems 1.7 and 1.8 are respectively

proven in Subsections 3.1 and 3.2.
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3.1 Convergence in FPEs

We first recall from [21] the definition of continuous modifications of a global probability solution of the

Cauchy problems (1.3) and (1.5).

Definition 3.1. Let µ = (µt)t∈(0,∞) be a global probability solution of the Cauchy problems (1.3)

and (1.5). A Borel measure µ̃ on U × (0,∞) is called a continuous modification of µ if there exists a

family of Borel measures (µt)t∈(0,∞) on U satisfying the following properties:

(1) µ̃t = µt for a.e. t ∈ (0,∞);

(2) the function t→
∫
U ϕdµ̃t is continuous on (0,∞) for each ϕ ∈ C2

0 (U); and
(3) it holds that the limit limt→0

∫
U ϕdµ̃t =

∫
U ϕdν for each ϕ ∈ C2

0 (U),
such that dµ̃ = dµdt. In this case, we write µ̃ = (µ̃t)t∈(0,∞).

It is easy to see from the definition that there exists at most one continuous modification of a global

probability solution of the Cauchy problems (1.3) and (1.5). The existence was proved in [21, Lemma 4.2]

under the assumption (H). Hence, the following result holds.

Lemma 3.2. Assume (H). Any global probability solution of the Cauchy problems (1.3) and (1.5)

admits a unique continuous modification.

Remark 3.3. The main advantage of using continuous modifications is as follows. If µ̃ = (µ̃t)t∈(0,∞)

is a continuous modification of µ, a global probability solution of the Cauchy problems (1.3) and (1.5),

then Definition 1.5 implies that for each ϕ ∈ C2
0 (U) it holds that∫

U
ϕdµ̃t =

∫
U
ϕdν + lim

r→0

∫ t

r

∫
U
Lϕdµ̃tdt, ∀ t > 0.

This allows us to get rid of the sets {Jϕ, ϕ ∈ C2
0 (U)} appearing in Definition 1.5.

Next, we deduce an estimate for global probability solutions of the Cauchy problems (1.3) and (1.5).

Lemma 3.4. Assume (H) and L admits a strong Lyapunov function U with essential upper bound

ρM > 0. Let {ρn}n∈N increase to ρM and µ = (µt)t>0 be a global probability solution of the Cauchy

problems (1.3) and (1.5). Then there exists a C > 0, independent of ν and µ, such that

Cn

∫ t

0

µ̃τ (U \ Ωρn)dτ 6
∫
U
Udν + Ct, ∀ t > 0 and n ∈ N, (3.1)

where dµ̃ = dµ̃tdt is the continuous modification of µ, and Cn := − supU\Ωρn
LU > 0.

Proof. We focus on the case ρM <∞; the adaptation to the case ρM = ∞ is straightforward and hence

left to the reader (see the proof of Lemma 2.1 for similar treatments).

By Lemma 3.2, µ admits a unique continuous modification, still denoted by µ = (µt)t>0. Then, for

each ϕ ∈ C2
0 (U) it holds that∫

U
ϕdµt =

∫
U
ϕdν + lim

r→0

∫ t

r

∫
U
Lϕdµτdτ, ∀ t > 0. (3.2)

Since U is a strong Lyapunov function with respect to L, there is a ρm > 0 such that LU 6 0 on

U \ Ωρm . Fix a ρ0 > ρm and let {ζρ}ρ∈(ρ0,ρM ) be a family of smooth non-decreasing functions on [0,∞)

satisfying

ζρ(t) =


0, t ∈ [0, ρm],

t, t ∈ [ρ0, ρ],

ρ+ ρM
4

, t ∈
[
ρ+ ρM

2
, ρM

)
,

ζρ(t) 6 t, t ∈ [ρm, ρ0] and ζ ′′ρ 6 0 on

[
ρ,
ρ+ ρM

2

]
.

In addition, let the functions {ζρ}ρ∈(ρ0,ρM ) coincide on [0, ρ0]. Clearly, for each ρ ∈ (ρ0, ρM ), it holds

that ζρ(t) 6 t for all t > 0.
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Obviously, ζρ(U)− ρ+ρM

4 ∈ C2
0 (U). Setting ϕ = ζρ(U)− ρ+ρM

4 in (3.2), we find∫
U

(
ζρ(U)− ρ+ ρM

4

)
dµt =

∫
U

(
ζρ(U)− ρ+ ρM

4

)
dν + lim

r→0

∫ t

r

∫
U
L
(
ζρ(U)− ρ+ ρM

4

)
dµτdτ

=

∫
U

(
ζρ(U)− ρ+ ρM

4

)
dν + lim

r→0

∫ t

r

∫
U
Lζρ(U)dµτdτ.

Since µt(U) = 1 for a.e. t ∈ (0,∞) (a direct consequence of the definition of the continuous modification)

and L(ζρ(U)) = ζ ′ρ(U)LU + ζ ′′ρ (U)aij∂iU∂jU , we find∫
U
ζρ(U)dµt =

∫
U
ζρ(U)dν + lim

r→0

∫ t

r

∫
U
ζ ′ρ(U)LUdµτdτ + lim

r→0

∫ t

r

∫
U
ζ ′′ρ (U)aij∂iU∂jUdµτdτ (3.3)

holds for a.e. t ∈ (0,∞).

The limiting limn→∞ ρn = ρM and the fact ρ0 ∈ (ρm, ρM ) yield an n0 ∈ N such that ρn > ρ0 for all

n > n0. Since ζ ′ρ = 0 on [0, ρm], ζ ′ρ = 1 on [ρ0, ρ] and ζ
′
ρ > 0 otherwise, we see from LU 6 0 in U \ Ωρm

that

ζ ′ρ(U)LU 6

 sup
U\Ωρn

LU, in Ωρ \ Ωρn ,

0, otherwise.

Thus,

lim
r→0

∫ t

r

∫
U
ζ ′ρ(U)LUdµτdτ 6 sup

U\Ωρn

LU × lim
r→0

∫ t

r

µτ (Ωρ \ Un)dτ

= −Cn

∫ t

0

µτ (Ωρ \ Ωρn)dτ, ρ > n0,

(3.4)

where Cn := − sup(U\Ωρn ) LU > 0 and the monotone convergence theorem is used in the above equality.

Since ζ ′′ρ ̸= 0 on [ρm, ρ0], ζ
′′ 6 0 on [ρ, ρ+ρM

2 ] and ζ ′′ = 0 otherwise, we find from the non-negative

definiteness of (aij) that

ζ ′′ρ (U)aij∂iU∂jU 6

C∗ max
Ωρ0

aij∂iU∂jU, in Ωρ0 \ Ωρm ,

0, otherwise,

where C∗ := maxt∈[ρm,ρ0] ζ
′′
ρ (t) is independent of ρ due to the construction of {ζρ}ρ∈(ρ0,ρM ). Hence,∫ t

r

∫
U
ζ ′′ρ (U)aij∂iU∂jUdµτdτ 6 C∗

(
max
Ωρ0

aij∂iU∂jU
)
× (t− r) =: C(t− r). (3.5)

Substituting (3.4) and (3.5) into (3.3), we find∫
U
ζρ(U)dµt 6

∫
U
ζρ(U)dν − Cn

∫ t

0

µτ (Ωρ \ Ωρn)dτ + Ct, for a.e. t > 0.

Since 0 6 ζρ(t) 6 t for t > 0, it follows from the above inequality that

Cn

∫ t

0

µτ (Ωρ \ Ωρn)dτ 6
∫
U
Udν + Ct, for a.e. t > 0.

Consequently, we pass to the limit ρ→ ∞ to find

Cn

∫ t

0

µτ (U \ Ωρn)dτ 6
∫
U
Udν + Ct, for a.e. t > 0.

By the monotone convergence theorem, the function t 7→
∫ t

0
µτ (U\Ωρn)dτ is continuous on (0,∞). Hence,

the above inequality holds for all t > 0.

This completes the proof.
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Finally, we prove Theorem 1.7.

Proof of Theorem 1.7. According to Lemma 3.2, we may replace µ = (µt)t∈(0,∞) by its continuous

modification, still denoted by µ = (µt)t∈(0,∞). Since
∫
U Udν < ∞, it follows from Lemma 3.4 that there

exists a C > 0 such that

Cn

∫ t

0

µτ (U \ Ωρn)dτ 6
∫
U
Udν + Ct, t > 0, (3.6)

where limn→∞ ρn = ρM , ρM > 0 is the essential upper bound of U and Cn := − supU\Ωρn
LU .

For each n ∈ N, define µ̂t :=
1
t

∫ t

0
µtdt for t > 0. Then,∫

U
ϕdµ̂t =

1

t

∫ t

0

∫
U
ϕdµτdτ, ∀ϕ ∈ C0(U). (3.7)

Thanks to (3.6), we find

µ̂t(U \ Ωρn
) =

1

t

∫ t

0

µτ (U \ Ωρn
)dτ 6 1

Cn

(∫
U
Udν + C

)
, t > 1,

which together with the limit limn→∞ Cn = ∞ ensures the tightness of the family of the probability

measures {µ̂t, t > 1}.
Let {tj}j∈N ⊂ (0,∞) satisfy limj→∞ tj = ∞. We apply Prokhorov’s theorem to find a subsequence,

still denoted by {tj}j∈N, such that µ̂tj converges to some Borel probability measure µ̃ on U under the

weak∗-topology as j → ∞.

We show that µ̃ is a stationary measure of (1.3). Note that for each ϕ ∈ C2
0 (U) it holds that∫

U
ϕdµt −

∫
U
ϕdµs =

∫ t

s

∫
U
Lϕdµτdτ, ∀ t > s > 0. (3.8)

It follows that

lim
j→∞

1

tj

∫ tj

s

∫
U
Lϕdµτdτ = lim

j→∞

1

tj

[ ∫
U
ϕdµt −

∫
U
ϕdµs

]
= 0, ∀ s > 0.

This together with (3.7) implies that

lim
j→∞

∫
U
Lϕdµ̂tj = lim

j→∞

1

tj

[ ∫ s

0

∫
U
Lϕdµτdτ +

∫ tj

s

∫
U
Lϕdµτdτ

]
= 0.

By (H), Lϕ ∈ C0(U) for all ϕ ∈ C0(U). Hence,∫
U
Lϕdµ̃ = lim

j→∞

∫
U
Lϕdµ̂tj = 0, ∀ϕ ∈ C0(U).

By Definition 1.1, µ̃ is a stationary measure of (1.3).

The “In particular” part follows readily.

3.2 Convergence in SDEs

Consider the following initial value problem associated to the SDE (1.2):{
dx = V (x)dt+G(x)dWt, x ∈ U ,
x0 ∼ ν,

(3.9)

where ν is a given Borel probability measure on U . We assume that V and G are continuous on U .
Recall that a (globally defined ) weak solution of (3.9) is a triple of a filtered probability space

(Ω,F , {Ft}t>0,P), an adapted Wiener process (Wt)t>0 and an adapted stochastic process (Xt)t>0 such

that

X0 ∼ ν, Xt = X0 +

∫ t

0

V (Xτ )dτ +

∫ t

0

G(Xτ )dWτ , ∀ t > 0.

In the sequel, we simply call (Xt)t>0 a weak solution of (3.9) without mentioning the underlying proba-

bility space and Wiener process. Recall that L := aij∂2ij + V i∂i.
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Lemma 3.5. Let (Xt)t>0 be a weak solution of (3.9) and µt be the distribution of Xt for t > 0. Then,

(µt)t∈(0,∞) is a global probability solution of the Cauchy problems (1.3) and (1.5).

Proof. It is well known [25] that under the current assumptions on the coefficients, (Xt)t>0 induces a

solution of the associated martingale problem. Hence, for each ϕ ∈ C2
0 (U), it holds that

Eϕ(Xt)− Eϕ(X0)−
∫ t

0

E[Lϕ(Xτ )]dτ = 0, ∀ t > 0,

i.e., ∫
U
ϕdµt −

∫
U
ϕdν −

∫ t

0

∫
U
Lϕdµτdτ = 0, ∀ t > 0.

The lemma then follows from Definition 1.5.

Proof of Theorem 1.8. By the continuity assumption on V and G, the assumption (H) is satisfied. The

theorem then follows directly from Lemma 3.5 and Theorem 1.7.

4 Applications

In this section, we apply Theorem 1.7 to study the dynamics of Fokker-Planck equations associated with

stochastic damping Hamiltonian systems and stochastic slow-fast systems.

4.1 Stochastic damping Hamiltonian systems

We consider the following stochastic damping Hamiltonian system:{
dx = ydt,

dy = −[b(x, y)y +∇V (x)]dt+ F (x, y)dt+ σ(x, y)dWt,
(x, y) ∈ Rd × Rd, (4.1)

where the damping b = (bij) : Rd × Rd 7→ Rd×d is continuous, the potential V : Rd 7→ (0,∞) is twice

continuously differentiable, the external forces F = (F i) : Rd × Rd 7→ Rd are continuous, the noise

intensity σ : Rd ×Rd 7→ Rd×m belongs to C(Rd ×Rd), where p > d+2 and m > d are fixed, and (Wt)t∈R
is the standard m-dimensional Wiener process.

The Fokker-Planck equation associated to (4.1) reads

∂tu = ∂2yiyj
(aiju)− ∂xi(yiu) + ∂yi((b

ijyj + ∂xiV − F i)u), (x, y, t) ∈ Rd × Rd × R, (4.2)

where (aij) := σσ⊤

2 is the diffusion matrix. Set LH := ∂t + aij∂2yiyj
+ yi∂xi

− (bijyj + ∂xi
V − F i)∂yi

.

We make the following assumptions on the coefficients.

(A1) There is b0 > 0 such that bijyiyj > b0|y|2 for all y ∈ Rd.

(A2) The functions σ and F are uniformly bounded on Rd × Rd.

(A3) There exists a lower bounded function Φ ∈ C2(Rd) such that

sup
(x,y)∈Rd×Rd

d∑
i,j=1

∣∣∣∣− bji(x, y)
xj
|x|

+ ∂xiΦ(x)

∣∣∣∣ <∞.

(A4) ∇V · x
|x| → ∞ as |x| → ∞.

We remark that (A1) says that the system (4.1) is damped. When b(x, y) is bounded, the function Φ

in (A3) can be taken to be 0. In addition, (A4) implies V (x) → ∞ as |x| → ∞.

Theorem 4.1. Assume (A1)–(A4). Let µ = (µt)t∈(0,∞) be a global probability solution of the Cauchy

problem associated with (4.2) with the initial condition µ0 = ν ∈ Mp(Rd×Rd) being compactly supported.

Then for any sequence of positive integers {nj}j∈N with limj→∞ nj = ∞, there exist a subsequence, still

denoted by {nj}j∈N, and a stationary measure µ̃ of (4.2) such that

lim
j→∞

1

tj

∫ tj

0

∫
U
ϕdµτdτ =

∫
U
ϕdµ̃, ∀ϕ ∈ Cb(Rd × Rd).
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Proof. The theorem follows from Theorem 1.7 if a strong Lyapunov function with respect to LH is

established. We follow [12,51]. Define

E(x, y) =
|y|2

2
+ V (x), (x, y) ∈ Rd × Rd,

G(x, y) = η(|x|)x · y
|x|

, (x, y) ∈ Rd × Rd,

where η ∈ C∞([0,∞)) satisfies

η(t) =

0, t 6 1

2
,

1, t > 1.

Let α, β > 0 (to be chosen) and define

U(x, y) = exp{αE(x, y) + β(G(x, y) + Φ(x))}, (x, y) ∈ Rd × Rd,

where Φ is as in (A3). Clearly, U ∈ C2,1(Rd×Rd) is positive and satisfies U(x, y) → ∞ as |x|+ |y| → ∞,

where the lower boundedness of Φ is used.

We compute

LHU

U
= αLHE + βLH(G+Φ) + aij(α∂yiE + β∂yiG)(α∂yjE + β∂yjG)

= αLHE + βLH(G+Φ) + aij
(
αyi + β

xi
|x|

)(
αyj + β

xj
|x|

)
= αLHE + βLH(G+Φ) + α2aijyiyj + 2αβaij

xiyj
|x|

+ β2aij
xixj
|x|2

, ∀ |x| > 1 and y ∈ Rd.

Direct calculations show that

LHE = −bijyiyj + F iyi +
d∑

i=1

aii,

LHΦ = yi∂xiΦ,

LHG = LH

(
x · y
|x|

)
= −(bijyj + ∂xiV − F i) · xi

|x|
+

|y|2

|x|
− xixjyiyj

|x|3
, ∀ |x| > 1 and y ∈ Rd.

As
∑

ij xixjyiyj = [
∑

i(xiyi)]
2 > 0, we see that

LHG 6 −(bijyj + ∂xiV − F i) · xi
|x|

+ |y|2, ∀ |x| > 1 and y ∈ Rd.

Thus,

LHU

U
6 α

(
− bijyiyj + F iyi +

d∑
i=1

aii
)

+ β

[
− (bijyj + ∂xiV − F i) · xi

|x|
+ |y|2 + yi∂xiΦ

]
+ α2aijyiyj + 2αβaij

xiyj
|x|

+ β2aij
xixj
|x|2

, ∀ |x| > 1 and y ∈ Rd.

Setting

(I) := −αbijyiyj + αF iyi + β

(
− bji

xj
|x|

+ ∂xiΦ

)
yi + β|y|2 + α2aijyiyj + 2αβaij

xiyj
|x|

,

(II) := α
d∑

i=1

aii − β∂xiV
xi
|x|

+ βF i xi
|x|

+ β2aij
xixj
|x|2

,
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we find LHU
U 6 (I) + (II).

Set

M1 := sup
Rd×Rd

|σσ⊤|
2

, M2 := sup
Rd×Rd

|F | and M3 := sup
Rd×Rd

d∑
i,j=1

∣∣∣∣− bji(x, y)
xj
|x|

+ ∂xiΦ(x)

∣∣∣∣.
Due to (A2) and (A4), M1, M2 and M3 are finite. For (I), we see from (A1) and the definitions of M1,

M2 and M3 that

(I) 6 −αb0|y|2 + αM2|y|+ βM3|y|+ β|y|2 + α2M1|y|2 + 2αβM1|y|
6 (−αb0 + α2M1 + β)|y|2 + (αM2 + βM3 + 2αβM1)|y|.

Let us fix 0 < α < b0
M1

and then choose β > 0 so small that −αb0 + α2M1 + β < 0. It is clear that there

exists δ1 > 0 such that (I) 6 −1 for all |y| > δ1. Similarly, we find

(II) 6 α
√
dM1 + βM2 + β2M1 − β∂xiV

xi
|x|
.

It is easy to see from (A4) that there is δ2 > 1 such that (II) 6 −1 for |x| > δ2. Thus,

LHU

U
6 −2, ∀ (x, y) ∈ {(x, y) : |x| > δ1, |y| > δ2},

which together with the fact that lim|x|→∞ U(x) = ∞ yields LHU(x) → −∞ as |x| → ∞, i.e., U is a

strong Lyapunov function with respect to LH . This completes the proof.

We remark that the uniqueness of stationary measures of (4.2) is only known when the coefficients

are smooth, in which case the theory of hypoellipticity applies. Under the current conditions on the

coefficients, it remains an interesting open question.

4.2 Stochastic slow-fast systems

Consider the following SDE:{
ϵẋ = f(x, y),

dy = g(x, y)dt+ σ(x, y)dWt,
(x, y) ∈ Rm × Rn, (4.3)

where 0 < ϵ≪ 1, f = (fk) : Rm × Rn 7→ Rm, g = (gi) : Rm × Rn 7→ Rn, σ = (σij) : Rm × Rn 7→ Rn×ℓ is

the noise coefficient matrix with ℓ > n, and W = (Wt)t∈R is a standard ℓ-dimensional Wiener process.

As here we are only interested in the dynamics of (4.3) for each fixed 0 < ϵ≪ 1, we set ϵ = 1 in (4.3)

and consider the following system for clarity:{
ẋ = f(x, y),

dy = g(x, y)dt+ σ(x, y)dWt,
(x, y) ∈ Rm × Rn.

The associated FPE reads

∂tu = ∂2yiyj
(aiju)− ∂xk

(fku)− ∂yj (g
iu), (x, y, t) ∈ Rm × Rn × R, (4.4)

where A := (aij) = 1
2σσ

⊤. Denote LSF := aij∂2yiyj
+ fk∂xk

+ gi∂yi as the diffusion operator.

We make the following assumptions on the coefficients.

(B1) A(x, y) is positive definite for each (x, y) ∈ Rm×Rn, and aij ∈ C(Rm×Rn) and gi ∈ C(Rm×Rn)

for each i, j = 1, . . . , n. Moreover, for each a > 0, it holds that

sup
Ba

(∑
i,j

|aij |+
∑
i

|gi|
)
<∞,
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where Ba := {(x, y) ∈ Rm × Rn : |y| 6 a}.
(B2) There exists some compact function U ∈ C1(Rm) with the essential upper bound ρU > 0 such

that

sup
|y|6a

(LSFU)(x, y) → −∞ as |x| → ∞

holds for each a > 0, and

LSFU = 0 on {0m} × Rn,

LSFU < 0 on (Rm \ {0m})× Rn,

where 0m denotes the origin in Rm.

We recall from Definition 1.2 the definition of a compact function.

Definition 4.2. A compact function V ∈ C2(Rn) is called

(1) a semi-Lyapunov function with respect to LSF if there exist positive constants γ and a such that

LSFV 6 −γ in Rm ×Bc
a, (4.5)

where Bc
a := {y ∈ Rn : |y| > a};

(2) a strong semi-Lyapunov function with respect to LSF if lim|y|→∞ LSFV (y) = −∞.

If, in addition, the essential upper bound of V is infinity, V is called unbounded.

Theorem 4.3. Assume (B1), (B2) and that LSF admits a semi-Lyapunov function. Then there exists

a stationary measure µ of (4.4) that satisfies supp(µ) = {0m} × Rn.

If, in addition, the semi-Lyapunov function is unbounded, then µ is the unique stationary measure

of (4.4).

Proof. We write LSF as L for notational simplicity. Let V be a semi-Lyapunov function with respect

to L with the essential upper bound ρV > 0 and γ, a > 0 be constants such that (4.5) holds. The proof

is divided into three steps. To be specific, Steps 1–3 are devoted to the existence of a stationary measure

of (4.4) with support {0m} × Rn. The uniqueness is shown in Step 4 when V is unbounded.

Step 1. We show that (4.4) admits a stationary measure µ. Define

W (x, y) := U(x) + V (y), (x, y) ∈ Rm × Rn.

Obviously, W is non-negative and satisfies LW = LU + LV 6 −γ in Rm × Bc
a, where we recall that

Ba := {y ∈ Rn : |y| 6 a} and Bc
a := Rn \Ba.

It follows from (B1) that LV is bounded on Rm ×Ba and from (B2) that lim|x|→∞ supBa
LU = −∞.

Hence, there is a constant b > 0 such that LW = LU+LV 6 −γ on {(x, y) ∈ Rm×Rn : |y| 6 a, |x| > b}.
As a result, we find LW 6 −γ on {(x, y) ∈ Rm ×Rn : |y| > a or |x| > b}, i.e., W is a Lyapunov function

with respect to L. Then, Theorem 1.4 ensures the existence of a stationary measure µ of (4.4).

Step 2. We show that µ is supported on {0m} × Rn. Since µ is a stationary measure, we find∫∫
Rm×Rn

Lϕdµ = 0, ∀ϕ ∈ C2
0 (Rm × Rn). (4.6)

For each α > 1, we define Wα(x, y) := αU(x)+V (y), (x, y) ∈ Rm×Rn. Recall that the essential upper

bounds of U and V are respectively ρU and ρV . Then, for each α > 1 it holds that Wα(x, y) → αρU +ρV
as |x|+ |y| → ∞.

Let us fix α > 1 and set Mα := αρU + ρV . Let {ζρ}ρ∈(0,Mα) be a family of smooth and non-decreasing

functions on [0,Mα) satisfying

ζρ(t) =


t, t ∈ [0, ρ],

ρ+Mα

4
, t ∈

[
ρ+Mα

2
,Mα

)
,

and ζ ′′ρ 6 0 on

[
ρ,
ρ+Mα

2

)
.



Qi W W et al. Sci China Math September 2020 Vol. 63 No. 9 1873

Clearly, ζρ(Wα)− 1
4 (ρ+Mα) ∈ C2

0 (Rm × Rn) for each ρ ∈ (0,Mα). Setting ϕ = ζρ(Wα)− 1
4 (ρ+Mα)

in (4.6), we find from

Lζρ(Wα) = ζ ′ρ(Wα)LWα + ζ ′′ρ (Wα)a
ij∂yiWα∂yjWα

= ζ ′ρ(Wα)(αLU + LV ) + ζ ′′ρ (Wα)a
ij∂yiV ∂yjV

that

0 =

∫∫
Rm×Rn

Lζρ(Wα)dµ

= α

∫∫
Rm×Rn

ζ ′ρ(Wα)LUdµ+

∫∫
Rm×Rn

ζ ′ρ(Wα)LV dµ

+

∫∫
Rm×Rn

ζ ′′ρ (Wα)a
ij∂yiV ∂yjV dµ. (4.7)

As ζ ′ρ > 0 on [0,∞], (4.5) implies that

ζ ′ρ(Wα)LV 6

−γζ ′ρ(Wα), (x, y) ∈ Rm ×Bc
a,(

max
Rm×Ba

|LV |
)
ζ ′ρ(Wα), (x, y) ∈ Rm ×Ba.

(4.8)

Since ζ ′′ρ 6 0 on [ρ, ρ+Mα

2 ] and ζ ′′ρ = 0 otherwise, the non-negative definiteness of (aij) yields

ζ ′′ρ (Wα)a
ij∂yiV ∂yjV 6 0. (4.9)

Substituting (4.8) and (4.9) into (4.7), we find

− α

∫∫
Rm×Rn

ζ ′ρ(Wα)LUdµ+ γ

∫∫
Rm×Bc

a

ζ ′ρ(Wα)dµ 6
(

max
Rm×Ba

|LV |
)∫∫

Rm×Ba

ζ ′ρ(Wα)dµ.

As |ζ ′ρ| 6 1, we arrive at

−α
∫∫

Rm×Rn

ζ ′ρ(Wα)LUdµ 6
(

max
Rm×Ba

|LV |
)∫∫

Rm×Ba

ζ ′ρ(Wα)dµ 6 max
Rm×Ba

|LV |. (4.10)

Note that limρ→Mα ζρ(t) = t for each t ∈ (0,Mα). As a result, limρ→Mα ζ
′
ρ = 1 on (0,Mα). Passing to

the limit ρ→M−
α in (4.10), we deduce

−α
∫∫

Rm×Rn

LUdµ 6 max
Rm×Ba

|LV |.

To see supp(µ) ⊂ {0m} × Rn, we suppose on the contrary that there exists a closed set B ⊂ Rm

satisfying 0m /∈ B such that µ(B ×Rn) > 0. It follows from (B2) that supB×Rn LU < 0, which results in

−α
(

sup
B×Rn

LU
)
µ(B × Rn) 6 max

Rm×Ba

|LV |.

A contradiction is derived by letting α→ ∞ in the above inequality.

Step 3. We show that supp(µ) = {0m} × Rn. Define

µ∗(B) := µ({0m} ×B), ∀B ∈ B(Rn),

where B(Rn) is the Borel σ-algebra of Rn. We further define L0 := αij∂2yiyj
+ βi∂yi , where α

ij(y) =

aij(0m, y) and β
i(y) := gi(0m, y) for y ∈ Rn and i, j = 1, . . . , n.

As µ is a stationary measure of (4.4) and supported on {0m} × Rn, it holds that µ∗(Rn) = 1 and∫
Rn L0ϕdµ∗ = 0 for all ϕ ∈ C2

0 (Rn), i.e., µ∗ is a stationary measure of the following FPE:

∂tu = ∂2yiyj
(αiju)− ∂yi(β

iu), y ∈ Rn. (4.11)
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By (B1), (αij) is pointwise positive definite on Rn. It follows from [5] that µ∗ admits a positive density

on Rn, which implies supp(µ∗) = Rn. Equivalently, supp(µ) = {0m} × Rn.

Step 4. As V is indeed an unbounded Lyapunov function with respect to L0, we can follow [10,

Example 5.1] to argue that µ∗ is the unique stationary measure of (4.11). As a result, µ is the unique

stationary measure of (4.4).

A convergence result can be established if LSF admits an unbounded strong semi-Lyapunov function.

Theorem 4.4. Assume (B1), (B2) and LSF admits an unbounded strong semi-Lyapunov function.

Then for any global probability solution µ = (µt)t>0 of the Cauchy problem associated with (4.4) with the

initial condition µ0 = ν, where ν ∈ P(Rm × Rn) is compactly supported, it holds that

lim
t→∞

1

t

∫ t

0

∫∫
Rm×Rn

ϕdµτdτ =

∫∫
Rm×Rn

ϕdµ̃, ∀ϕ ∈ C0(Rm × Rn),

where µ̃ is the unique stationary measure of (4.4) and satisfies supp(µ̃) = {0m} × Rn.

Proof. Let V be the unbounded strong semi-Lyapunov function with respect to LSF . Then it is easy

to show that W (x, y) := U(x) + V (y), (x, y) ∈ Rm × Rn is a strong Lyapunov function with respect to

LSF , where U is given in (B2). The conclusion then follows from Theorems 1.7 and 4.3.
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