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Introduction (2017/18)

The present notes are based on the courses MATH 217 and 317 as I taught them in the academic year 2004/2005 and later, again, in 2016/17 and then in 2017/18. It is an updated (and debugged) version of previous incarnations of these notes. The most distinctive notion of this version is that it includes exercises. Also, some new material has been added to Sections 6.3 (on conservative vector fields) and 8.3 (Weierstraß’ Approximation Theorem).

The notes are not intended replace any of the many textbooks on the subject, but rather to supplement them by relieving the students from the necessity of taking notes and thus allowing them to devote their full attention to the lecture.

Of course, the degree of originality conveyed in these notes is (very) limited. In putting them together, I mostly relied on the following sources:


It ought to be clear that these notes may only be used for educational, non-profit purposes.

Volker Runde, Edmonton

February 15, 2019
Chapter 1
The Real Number System and Finite-Dimensional Euclidean Space

1.1 The Real Line

What is \( \mathbb{R} \)?

Intuitively, one can think of \( \mathbb{R} \) as of a line stretching from \(-\infty\) to \(\infty\). Intuition, however, can be deceptive in mathematics. In order to lay solid foundations for calculus, we introduce \( \mathbb{R} \) from an entirely formalistic point of view: we demand from a certain set that it satisfies the properties that we intuitively expect \( \mathbb{R} \) to have, and then just define \( \mathbb{R} \) to be this set!

What are the properties of \( \mathbb{R} \) we need to do mathematics? First of all, we should be able to do arithmetic.

**Definition 1.1.1.** A *field* is a set \( \mathbb{F} \) together with two binary operations \(+\) and \(\cdot\) satisfying the following:

1. (F1) for all \( x, y \in \mathbb{F} \), we have \( x + y \in \mathbb{F} \) and \( x \cdot y \in \mathbb{F} \) as well;
2. (F2) for all \( x, y \in \mathbb{F} \), we have \( x + y = y + x \) and \( x \cdot y = y \cdot x \) * (commutativity);*
3. (F3) for all \( x, y, z \in \mathbb{F} \), we have \( x + (y + z) = (x + y) + z \) and \( x \cdot (y \cdot z) = (x \cdot y) \cdot z \) * (associativity);*
4. (F4) for all \( x, y, z \in \mathbb{F} \), we have \( x \cdot (y + z) = x \cdot y + x \cdot z \) * (distributivity);*
5. (F5) there are 0, 1 \( \in \mathbb{F} \) with \( 0 \neq 1 \) such that for all \( x \in \mathbb{F} \), we have \( x + 0 = x \) and \( x \cdot 1 = x \) * (existence of neutral elements);*
(F6) for each \( x \in \mathbb{F} \), there is \( -x \in \mathbb{F} \) such that \( x + (-x) = 0 \), and for each \( x \in \mathbb{F} \setminus \{0\} \), there is \( x^{-1} \in \mathbb{F} \) such that \( x \cdot x^{-1} = 1 \) \( \) (existence of inverse elements).

Items (F1) to (F6) in Definition 1.1.1 are called the field axioms.

For the sake of simplicity, we use the following shorthand notation:

\[
\begin{align*}
xy & := x \cdot y; \\
x + y + z & := x + (y + z); \\
xyz & := x(yz); \\
x - y & := x + (-y); \\
\frac{x}{y} & := xy^{-1} \quad \text{(where } y \neq 0); \\
x^n & := \underbrace{x \cdots x}_{n \text{ times}} \quad \text{(where } n \in \mathbb{N}); \\
x^0 & := 1.
\end{align*}
\]

**Examples.**

1. \( \mathbb{Q} \), \( \mathbb{R} \), and \( \mathbb{C} \) are fields.

2. Let \( \mathbb{F} \) be any field then

\[
\mathbb{F}(X) := \left\{ \frac{p}{q} : p \text{ and } q \text{ are polynomials in } X \text{ with coefficients in } \mathbb{F} \text{ and } q \neq 0 \right\}
\]

is a field.

3. Define + and \( \cdot \) on \{A, B\} through the following tables:

\[
\begin{array}{ccc}
+ & A & B \\
A & A & B \\
B & B & A
\end{array}
\quad \text{and} \quad
\begin{array}{ccc}
\cdot & A & B \\
A & A & A \\
B & A & B
\end{array}
\]

This turns \{A, B\} into a field as is easily verified.

4. Define + and \( \cdot \) on \{\bigcirc, \spadesuit, \heartsuit\}:

\[
\begin{array}{ccc}
+ & \bigcirc & \spadesuit & \heartsuit \\
\bigcirc & \bigcirc & \spadesuit & \heartsuit \\
\spadesuit & \spadesuit & \heartsuit & \bigcirc \\
\heartsuit & \heartsuit & \bigcirc & \spadesuit
\end{array}
\quad \text{and} \quad
\begin{array}{ccc}
\cdot & \bigcirc & \spadesuit & \heartsuit \\
\bigcirc & \bigcirc & \bigcirc & \bigcirc \\
\spadesuit & \spadesuit & \bigcirc & \spadesuit \\
\heartsuit & \heartsuit & \heartsuit & \heartsuit
\end{array}
\]

This turns \{\bigcirc, \spadesuit, \heartsuit\} into a field as is also routinely verified.
5. Let

\[ F[X] := \{ p : p \text{ is a polynomial in } X \text{ with coefficients in } F \} \]

Then \( F[X] \) is not a field because, for instance, \( X \) has no multiplicative inverse.

6. Both \( \mathbb{Z} \) and \( \mathbb{N} \) are not fields.

There are several properties of a field that are not part of the field axioms, but which, nevertheless, can easily be deduced from them:

1. The neutral elements 0 and 1 are unique: Suppose that both \( 0_1 \) and \( 0_2 \) are neutral elements for +. Then we have

\[
0_1 = 0_1 + 0_2, \quad \text{by (F5)},
\]

\[
= 0_2 + 0_1, \quad \text{by (F2)},
\]

\[
= 0_2, \quad \text{again by (F5)}.
\]

A similar argument works for 1.

2. The inverses \( -x \) and \( x^{-1} \) are uniquely determined by \( x \): Let \( x \neq 0 \), and let \( y, z \in F \) be such that \( xy = xz = 1 \). Then we have

\[
y = y(xz), \quad \text{by (F5) and (F6)},
\]

\[
= (yx)z, \quad \text{by (F3)},
\]

\[
= (xy)z, \quad \text{by (F2)},
\]

\[
= z(xy), \quad \text{again by (F2)},
\]

\[
= z, \quad \text{again by (F5) and (F6)}.
\]

A similar argument works for \( -x \).

3. \( x0 = 0 \) for all \( x \in F \).

\textit{Proof.} We have

\[
x0 = x(0 + 0), \quad \text{by (F5)},
\]

\[
= x0 + x0, \quad \text{by (F4)}.
\]

This implies

\[
0 = x0 - x0, \quad \text{by (F6)},
\]

\[
= (x0 + x0) - x0,
\]

\[
= x0 + (x0 - x0), \quad \text{by (F3)},
\]

\[
= x0,
\]

which proves the claim. \( \square \)
4. \((-x)y = -xy\) holds for all \(x, y \in F\).

Proof. We have
\[
xy + (-x)y = (x - x)y = 0.
\]
Uniqueness of \(-xy\) then yields that \((-x)y = -xy\). \(\square\)

5. For any \(x, y \in F\), the identity
\[
(-x)(-y) = -(x(-y)) = -(-xy) = xy
\]
holds.

6. If \(xy = 0\), then \(x = 0\) or \(y = 0\).

Proof. Suppose that \(x \neq 0\), so that \(x^{-1}\) exists. Then we have
\[
y = y(xx^{-1}) = (yx)x^{-1} = 0,
\]
which proves the claim. \(\square\)

Of course, Definition 1.1.1 is not enough to fully describe \(R\). Hence, we need to take properties of \(R\) into account that are not merely arithmetic anymore:

**Definition 1.1.2.** An ordered field is a field \(\mathbb{O}\) together with a subset \(P\) with the following properties:

(O1) for \(x, y \in P\), we have \(x + y \in P\) as well;

(O2) for \(x, y \in P\), we have \(xy \in P\), as well;

(O3) for each \(x \in \mathbb{O}\), exactly one of the following holds:

(i) \(x \in P\);
(ii) \(x = 0\);
(iii) \(-x \in P\).

Again, we introduce shorthand notation:
\[
x < y \iff y - x \in P;
x > y \iff y < x;
x \leq y \iff x < y \text{ or } x = y;
x \geq y \iff x > y \text{ or } x = y.
\]

As for the field axioms, there are several properties of ordered fields that are not part of the order axioms (Definition 1.1.2(O1) to (O3)), but follow from them without too much trouble:
1. $x < y$ and $y < z$ implies $x < z$.

   \textit{Proof.} If $y - x \in P$ and $z - y \in P$, then (O1), implies that $z - x = (z - y) + (y - x) \in P$ as well. 

2. If $x < y$, then $x + z < y + z$ for any $z \in \mathbb{O}$.

   \textit{Proof.} This holds because $(y + z) - (x + z) = y - x \in P$. 

3. $x < y$ and $z < u$ implies that $x + z < y + u$.

4. $x < y$ and $t > 0$ implies $tx < ty$.

   \textit{Proof.} We have $ty - tx = t(y - x) \in P$ by (O2).

5. $0 \leq x < y$ and $0 \leq t < s$ implies $tx < sy$.

6. $x < y$ and $t < 0$ implies $tx > ty$.

   \textit{Proof.} We have
   \[tx - ty = t(x - y) = -t(y - x) \in P\]
   because $-t \in P$ by (O3).

7. $x^2 > 0$ holds for any $x \neq 0$.

   \textit{Proof.} If $x > 0$, then $x^2 > 0$ by (O2). Otherwise, $-x > 0$ must hold by (O3), so that $x^2 = (-x)^2 > 0$ as well.

   In particular $1 = 1^2 > 0$.

8. $x^{-1} > 0$ for each $x > 0$.

   \textit{Proof.} This is true because
   \[x^{-1} = x^{-1}x^{-1}x = (x^{-1})^2x > 0.\]
   holds.

9. $0 < x < y$ implies $y^{-1} < x^{-1}$.
Proof. The fact that $xy > 0$ implies that $x^{-1}y^{-1} = (xy)^{-1} > 0$. It follows that

$$y^{-1} = x(x^{-1}y^{-1}) < y(x^{-1}y^{-1}) = x^{-1}$$

holds as claimed.

Examples.  
1. $\mathbb{Q}$ and $\mathbb{R}$ are ordered.

2. $\mathbb{C}$ cannot be ordered.

Proof: Assume that $P \subset \mathbb{C}$ as in Definition 1.1.2 does exist. We know that $1 \in P$. On the other hand, we have $-1 = i^2 \in P$, which contradicts (O3).

3. $\{A, B\}$ cannot be ordered.

Proof: Assume that there is a set $P$ as required by Definition 1.1.2. Since $B \in P$ and $A \notin P$, it follows that $P = \{B\}$. But this implies $A = B + B \in P$ contradicting (O1).

Similarly, it can be shown that $\{\bigcirc, \spadesuit, \heartsuit\}$ cannot be ordered.

The last two of these examples are just instances of a more general phenomenon:

**Proposition 1.1.3.** Let $\mathbb{O}$ be an ordered field. Then we can identify the subset $\{1, 1 + 1, 1 + 1 + 1, \ldots\}$ of $\mathbb{O}$ with $\mathbb{N}$.

Proof. Let $n, m \in \mathbb{N}$ be such that

$$\underbrace{1 + \cdots + 1}_n = \underbrace{1 + \cdots + 1}_m.$$  

Without loss of generality, let $n \geq m$. Assume that $n > m$. Then

$$0 = \underbrace{1 + \cdots + 1}_n - \underbrace{1 + \cdots + 1}_m = \underbrace{1 + \cdots + 1}_{n-m} > 0$$

must hold, which is impossible. Hence, we have $n = m$.

Hence, if $\mathbb{O}$ is an ordered field, it contains a copy of the infinite set $\mathbb{N}$ and thus has to be infinite itself. This means that no finite field can be ordered.

Both $\mathbb{R}$ and $\mathbb{Q}$ satisfy (O1), (O2), and (O3). Hence, (F1) to (F6) combined with (O1), (O2), and (O3) still do not fully characterize $\mathbb{R}$.

**Definition 1.1.4.** Let $\mathbb{O}$ be an ordered field, and let $\emptyset \neq S \subset \mathbb{O}$. Then $C \in \mathbb{O}$ is called:

(a) an upper bound for $S$ if $x \leq C$ for all $x \in S$ (in this case $S$ is called bounded above);
(b) a lower bound for $S$ if $x \geq C$ for all $x \in S$ (in this case $S$ is called bounded below).

If $S$ is both bounded above and below, simply call it bounded.

**Example.** The set

$$\{ q \in \mathbb{Q} : q \geq 0 \text{ and } q^2 \leq 2 \}$$

is bounded below (by 0) and above by 2018.

**Definition 1.1.5.** Let $\mathbb{O}$ be an ordered field, and let $\emptyset \neq S \subset \mathbb{O}$. Then:

(a) an upper bound for $S$ is called the *supremum* of $S$ (in short: sup $S$) if sup $S \leq C$ for every upper bound $C$ for $S$;

(b) a lower bound for $S$ is called the *infimum* of $S$ (in short: inf $S$) if inf $S \geq C$ for every lower bound $C$ for $S$.

**Remark.** It is easy to see that, whenever a set has a supremum or an infimum, then they are unique.

**Example.** The set

$$S := \{ q \in \mathbb{Q} : -2 \leq q < 3 \}$$

is bounded such that inf $S = -2$ and sup $S = 3$. Clearly, $-2$ is a lower bound for $S$ and since $-2 \in S$, it must be inf $S$. Clearly, 3 is an upper bound for $S$; if $r \in \mathbb{Q}$ were an upper bound of $S$ with $r < 3$, then

$$\frac{1}{2}(r + 3) > \frac{1}{2}(r + r) = r$$

can not be in $S$ anymore whereas

$$\frac{1}{2}(r + 3) < \frac{1}{2}(3 + 3) = 3$$

implies the opposite. Hence, 3 is the supremum of $S$.

Do infima and suprema always exist in ordered fields? We shall soon see that this is not the case in $\mathbb{Q}$.

**Definition 1.1.6.** An ordered field $\mathbb{O}$ is called *complete* if sup $S$ exists for every $\emptyset \neq S \subset \mathbb{O}$ which is bounded above.

We shall use completeness to define $\mathbb{R}$:

**Definition 1.1.7.** $\mathbb{R}$ is a complete ordered field.

It can be shown that $\mathbb{R}$ is *the only* complete ordered field (see Exercise 1.2.1 below) even though this is of little relevance for us: the only properties of $\mathbb{R}$ we are interested in are those of a complete ordered field. From now on, we shall therefore rely on Definition 1.1.7 alone when dealing with $\mathbb{R}$.

Here are a few consequences of completeness:
Theorem 1.1.8. \( \mathbb{R} \) is Archimedean, i.e., \( \mathbb{N} \) is not bounded above.

Proof. Assume otherwise. Then \( C := \sup \mathbb{N} \) exists. Since \( C - 1 < C \), it is impossible that \( C - 1 \) is an upper bound for \( \mathbb{N} \). Hence, there is \( n \in \mathbb{N} \) such that \( C - 1 < n \). This, in turn, implies that \( C < n + 1 \), which is impossible. \( \Box \)

Corollary 1.1.9. Let \( \epsilon > 0 \). Then there is \( n \in \mathbb{N} \) such that \( 0 < \frac{1}{n} < \epsilon \).

Proof. By Theorem 1.1.8, there is \( n \in \mathbb{N} \) such that \( n > \epsilon^{-1} \). This yields \( \frac{1}{n} < \epsilon \). \( \Box \)

Example. Let

\[
S := \left\{ 1 - \frac{1}{n} : n \in \mathbb{N} \right\} \subset \mathbb{R}
\]

Then \( S \) is bounded below by 0 and above by 1. Since \( 0 \in S \), we have \( \inf S = 0 \).

Assume that \( \sup S < 1 \). Let \( \epsilon := 1 - \sup S \). By Corollary 1.1.9, there is \( n \in \mathbb{N} \) with \( 0 < \frac{1}{n} < \epsilon \). But this, in turn, implies that

\[
1 - \frac{1}{n} > 1 - \epsilon = \sup S,
\]

which is a contradiction. Hence, \( \sup S = 1 \) holds.

Corollary 1.1.10. Let \( x, y \in \mathbb{R} \) be such that \( x < y \). Then there is \( q \in \mathbb{Q} \) such that \( x < q < y \).

Proof. By Corollary 1.1.9, there is \( n \in \mathbb{N} \) such that \( \frac{1}{n} < y - x \). Let \( m \in \mathbb{Z} \) be the smallest integer such that \( m > nx \), so that \( m - 1 \leq nx \). This implies

\[
nx < m \leq nx + 1 < nx + n(y - x) = ny.
\]

Division by \( n \) yields \( x < \frac{m}{n} < y \). \( \Box \)

Theorem 1.1.11. Let \( x \in \mathbb{R} \) be such that \( x \geq 0 \). Then there is a unique \( y \geq 0 \) such that \( y^2 = x \). Moreover, if \( x \in \mathbb{N} \) and \( y \notin \mathbb{N} \), then \( y \notin \mathbb{Q} \).

Proof. To see that \( y \) is unique, suppose that there are \( y_1, y_2 \geq 0 \) such that \( y_1^2 = y_2^2 = x \). It follows that

\[
0 = x - x = y_1^2 - y_2^2 = (y_1 - y_2)(y_1 + y_2),
\]

so that \( y_1 - y_2 = 0 \) or \( y_1 + y_2 = 0 \). If \( y_1 - y_2 = 0 \), then \( y_1 = y_2 \). If \( y_1 + y_2 = 0 \), then \( y_1 = 0 = y_2 \).

To prove the existence, set

\[
S := \{ z \in \mathbb{R} : z \geq 0 \text{ and } z^2 \leq x \}.
\]

Then \( S \) is non-empty and bounded above, so that \( y := \sup S \) exists. Clearly, \( y \geq 0 \) holds.
We claim that \( y^2 = x \).
Assume that \( y^2 < x \). Choose \( n \in \mathbb{N} \) such that \( \frac{1}{n} < \frac{x-y^2}{2y+1} \). Then
\[
\left( y + \frac{1}{n} \right)^2 = y^2 + \frac{2y}{n} + \frac{1}{n^2}
\leq y^2 + \frac{1}{n}(2y + 1)
< y^2 + x - y^2
< x
\]
holds, so that \( y \) cannot be an upper bound for \( S \). Hence, we have a contradiction, so that \( y^2 \geq x \) must hold.

Assume now that \( y^2 > x \). Choose \( n \in \mathbb{N} \) such that \( \frac{1}{n} < \frac{1}{2y}(y^2 - x) \), and note that
\[
\left( y - \frac{1}{n} \right)^2 = y^2 - \frac{2y}{n} + \frac{1}{n^2}
\geq y^2 - \frac{2y}{n}
\geq y^2 - (y^2 - x)
= x
\geq z^2
\]
for all \( z \in S \). This, in turn, implies that \( y - \frac{1}{n} \geq z \) for all \( z \in S \). Hence, \( y - \frac{1}{n} < y \) is an upper bound for \( S \), which contradicts the definition of \( \text{sup} \ S \).

All in all, \( y^2 = x \) must hold.

Suppose now that \( x \in \mathbb{N} \), and assume that \( y \in \mathbb{Q} \setminus \mathbb{N} \). Let \( m, n \in \mathbb{N} \) be such that \( y = \frac{m}{n} \), and suppose without loss of generality that \( \gcd(n, m) = 1 \). Let \( p \) be a prime factor of \( x \). Let \( p_1, \ldots, p_k \) and \( q_1, \ldots, q_\ell \) be each pairwise distinct primes such that
\[
m = p_1^{\mu_1} \cdots p_k^{\mu_k} \quad \text{and} \quad n = q_1^{\nu_1} \cdots q_\ell^{\nu_\ell}
\]
for suitable \( \mu_1, \ldots, \mu_k, \nu_1, \ldots, \nu_\ell \in \mathbb{N} \). As \( x = y^2 = \frac{m^2}{n^2} \), it follows that
\[
q_1^{2\nu_1} \cdots q_\ell^{2\nu_\ell} x = n^2 x = m^2 = p_1^{2\mu_1} \cdots p_k^{2\mu_k}.
\]
Uniqueness of the prime factorization of \( n^2 x \) then yields \( \{q_1, \ldots, q_\ell\} \subset \{p_1, \ldots, p_k\} \), which contradicts \( \gcd(m, n) = 1 \).

The proof of this theorem shows that \( \mathbb{Q} \) is not complete: if the set
\[
\{ q \in \mathbb{Q} : q \geq 0 \text{ and } q^2 \leq 2 \}
\]
had a supremum in \( \mathbb{Q} \), this supremum would be a rational number \( q \geq 0 \) with \( q^2 = 2 \). But the theorem asserts that no such rational number can exist. (Of course, 2 can be replaced here with any other positive integer that is not a square.)
For $a, b \in \mathbb{R}$ with $a < b$, we introduce the following notation:

\[
[a, b] := \{ x \in \mathbb{R} : a \leq x \leq b \} \quad \text{(closed interval)};
\]

\[
(a, b) := \{ x \in \mathbb{R} : a < x < b \} \quad \text{(open interval)};
\]

\[
(a, b] := \{ x \in \mathbb{R} : a < x \leq b \};
\]

\[
[a, b) := \{ x \in \mathbb{R} : a \leq x < b \}.
\]

**Theorem 1.1.12** (Nested Interval Property). Let $I_1, I_2, I_3, \ldots$ be a decreasing sequence of closed intervals, i.e., $I_n = [a_n, b_n]$ such that $I_{n+1} \subset I_n$ for all $n \in \mathbb{N}$. Then $\bigcap_{n=1}^{\infty} I_n \neq \emptyset$.

**Proof.** For all $n \in \mathbb{N}$, we have

\[
a_1 \leq \cdots \leq a_n \leq a_{n+1} \leq \cdots \leq b_{n+1} \leq b_n \leq \cdots \leq b_1.
\]

Hence, each $b_m$ is an upper bound for $\{a_n : n \in \mathbb{N}\}$ for any $m \in \mathbb{N}$. Let $x := \sup \{a_n : n \in \mathbb{N}\}$. Hence, $a_n \leq x \leq b_m$ holds for all $n \in \mathbb{N}$, i.e., $x \in I_n$ for all $n \in \mathbb{N}$ and thus $x \in \bigcap_{n=1}^{\infty} I_n$. 

---

*Figure 1.1: Nested Interval Property*

The theorem becomes false if we no longer require the intervals to be closed:

**Example.** For $n \in \mathbb{N}$, let $I_n := (0, \frac{1}{n}]$, so that $I_{n+1} \subset I_n$. Assume that there is $\epsilon \in \bigcap_{n=1}^{\infty} I_n$, so that $\epsilon > 0$. By Corollary 1.1.9, there is $n \in \mathbb{N}$ with $0 < \frac{1}{n} < \epsilon$, so that $\epsilon \notin I_n$. This is a contradiction.

**Definition 1.1.13.** For $x \in \mathbb{R}$, let

\[
|x| := \begin{cases} 
  x, & \text{if } x \geq 0, \\
  -x, & \text{if } x \leq 0.
\end{cases}
\]

**Proposition 1.1.14.** Let $x, y \in \mathbb{R}$, and let $t \geq 0$. Then the following hold:

(i) $|x| = 0 \iff x = 0$;

(ii) $|-x| = |x|$;

(iii) $|xy| = |x||y|$;

(iv) $|x| \leq t \iff -t \leq x \leq t$;

(v) $|x + y| \leq |x| + |y|$ \quad \text{(triangle inequality)};
(vi) \[ ||x| - |y|| \leq |x - y|. \]

**Proof.** (i), (ii), and (iii) are routinely checked.

(iv): Suppose that \( |x| \leq t \). If \( x \geq 0 \), we have \(-t \leq x = |x| \leq t\); for \( x \leq 0 \), we have \(-x \geq 0\) and thus \(-t \leq -x \leq t\). This implies \(-t \leq x \leq t\). Hence, \(-t \leq x \leq t\) holds for any \( x \) with \( |x| \leq t \).

Conversely, suppose that \(-t \leq x \leq t\). For \( x \geq 0 \), this means \( x = |x| \leq t \). For \( x \leq 0 \), the inequality \(-t \leq x\) implies that \( |x| = -x \leq t\).

(v): By (iv), we have

\[-|x| \leq x \leq |x| \quad \text{and} \quad -|y| \leq y \leq |y|.

Adding these two inequalities yields

\[-(|x| + |y|) \leq x + y \leq |x| + |y|.

Again by (iv), we obtain \(|x + y| \leq |x| + |y|\) as claimed.

(vi): By (v), we have

\[ |x| = |x - y + y| \leq |x - y| + |y| \]

and hence

\[ |x| - |y| \leq |x - y|.

Exchanging the rôles of \( x \) and \( y \) yields

\[ -(|x| - |y|) = |y| - |x| \leq |y - x| = |x - y|, \]

so that

\[ ||x| - |y|| \leq |x - y| \]

holds by (iv).

**Exercises**

1. Let \( + \) and \( \cdot \) be defined on \( \{♠, †, ○, A\} \) through:

   \[
   \begin{array}{cccc}
   + & ♠ & † & ○ & A \\
   ♠ & ♠ & † & ○ & A \\
   † & † & ○ & A & ♠ \\
   ○ & ○ & A & ♠ & † \\
   A & A & ♠ & † & ○ \\
   \end{array} \quad \begin{array}{cccc}
   - & ♠ & † & ○ & A \\
   ♠ & ♠ & † & ○ & A \\
   † & † & ○ & A & ♠ \\
   ○ & ○ & A & ♠ & † \\
   A & A & ♠ & † & ○ \\
   \end{array}
   \]

   Do these turn \( \{♠, †, ○, A\} \) into a field?
2. Show that
\[ Q \left[ \sqrt{2} \right] := \left\{ p + q\sqrt{2} : p, q \in \mathbb{Q} \right\}, \]
with + and \cdot inherited from \mathbb{R}, is a field.

(Hint: Many of the field axioms are true for \( Q \left[ \sqrt{2} \right] \) simply because they are true for \( \mathbb{R} \); in this case, just point it out and don’t verify the axiom in detail.)

3. Let \( \mathbb{O} \) be an ordered field, and let \( x, y, z, u \in \mathbb{O} \):

(a) suppose that \( x < y \) and \( z < u \), and show that \( x + z < y + u \);
(b) suppose that \( 0 \leq x < y \) and \( 0 \leq z < u \), and show that \( xz < yu \).

You may use the axioms of an ordered field and all the properties that were derived from them in class.

4. Let \( \emptyset \neq S \subset \mathbb{R} \) be bounded below, and let \( -S := \{-x : x \in S\} \). Show that:

(a) \( -S \) is bounded above.
(b) \( S \) has an infimum, namely \( \inf S = -\sup(-S) \).

5. Find \( \sup S \) and \( \inf S \) in \( \mathbb{R} \) for
\[ S := \left\{ (-1)^n \left( 1 - \frac{1}{n} \right) : n \in \mathbb{N} \right\}. \]
Justify, i.e., prove, your findings.

6. Let \( S, T \subset \mathbb{R} \) be non-empty and bounded above. Show that
\[ S + T := \{ x + y : x \in S, y \in T \} \]
is also bounded above with
\[ \sup(S + T) = \sup S + \sup T. \]

7. An ordered field \( \mathbb{O} \) is said to have the nested interval property if \( \bigcap_{n=1}^{\infty} I_n \neq \emptyset \) for each decreasing sequence \( I_1 \supset I_2 \supset I_3 \supset \cdots \) of closed intervals in \( \mathbb{O} \).

Show that an Archimedean ordered field with the nested interval property is complete.

8. Let \( x, y \in \mathbb{R} \) with \( x < y \). Show that there is \( z \in \mathbb{R} \setminus \mathbb{Q} \) such that \( x < z < y \).
1.2 Functions

In this section, we give a somewhat formal introduction to functions and introduce the notions of injectivity, surjectivity, and bijectivity. We use bijective maps to define what it means for two (possibly infinite) sets to be “of the same size” and show that \( \mathbb{N} \) and \( \mathbb{Q} \) have “the same size” whereas \( \mathbb{R} \) is “larger” than \( \mathbb{Q} \).

**Definition 1.2.1.** Let \( A \) and \( B \) be non-empty sets. A subset \( f \) of

\[
A \times B := \{(a, b) : a \in A, b \in B\}
\]

is called a function or map if, for each \( x \in A \), there is a unique \( y \in B \) such that \((x, y) \in f\).

For a function \( f \subset A \times B \), we write \( f : A \to B \) and, for \((x, y) \in A \times B\),

\[
y = f(x) :\iff (x, y) \in f.
\]

We then often write

\[
f : A \to B, \quad x \mapsto f(x).
\]

The set \( A \) is called the domain of \( f \), and \( B \) is called its co-domain.

**Definition 1.2.2.** Let \( A \) and \( B \) be non-empty sets, let \( f : A \to B \) be a function, and let \( X \subset A \) and \( Y \subset B \). Then

\[
f(X) := \{f(x) : x \in X\} \subset B
\]

is the image of \( X \) (under \( f \)), and

\[
f^{-1}(Y) := \{x \in A : f(x) \in Y\} \subset A
\]

is the inverse image of \( Y \) (under \( f \)). The set \( f(A) \) is called the range of \( f \).

**Example.** Consider \( \sin : \mathbb{R} \to \mathbb{R} \), i.e., \( \{(x, \sin(x)) : x \in \mathbb{R}\} \subset \mathbb{R} \times \mathbb{R} \). Then we have:

\[
\sin(\mathbb{R}) = [-1, 1];
\]

\[
\sin([0, \pi]) = [0, 1];
\]

\[
\sin^{-1}(\{0\}) = \{n\pi : n \in \mathbb{Z}\};
\]

\[
\sin^{-1}(\{x \in \mathbb{R} : x \geq 7\}) = \emptyset.
\]

**Definition 1.2.3.** Let \( A \) and \( B \) be non-empty sets, and let \( f : A \to B \) be a function. Then \( f \) is called:

(a) injective if \( f(x_1) \neq f(x_2) \) whenever \( x_1 \neq x_2 \) for \( x_1, x_2 \in A \);

(b) surjective if \( f(A) = B \);
(c) bijective if it is both injective and surjective.

**Examples.**

1. The function
   
   $$f_1: \mathbb{R} \to \mathbb{R}, \quad x \mapsto x^2$$

   is neither injective nor surjective, whereas
   
   $$f_2: [0, \infty) := \{x \in \mathbb{R} : x \geq 0\} \to \mathbb{R}, \quad x \mapsto x^2$$

   is injective, but not surjective, and
   
   $$f_3: [0, \infty) \to [0, \infty), \quad x \mapsto x^2$$

   is bijective.

2. The function
   
   $$\sin: [0, 2\pi] \to [-1, 1], \quad x \mapsto \sin(x)$$

   is surjective, but not injective.

For finite sets, it is obvious what it means for two sets to have the same size or for one of them to be smaller or larger than the other one. For infinite sets, matters are more complicated:

**Example.** Let \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \). Then \( \mathbb{N} \) is a proper subset of \( \mathbb{N}_0 \), so that \( \mathbb{N} \) should be “smaller” than \( \mathbb{N}_0 \). On the other hand,

$$\mathbb{N}_0 \to \mathbb{N}, \quad n \mapsto n + 1$$

is bijective, i.e., there is a one-to-one correspondence between the elements of \( \mathbb{N}_0 \) and \( \mathbb{N} \). Hence, \( \mathbb{N}_0 \) and \( \mathbb{N} \) should “have the same size”.

We use the second idea from the previous example to define what it means for two sets to have “the same size”:

**Definition 1.2.4.** Two sets \( A \) and \( B \) are said to have the same cardinality (in symbols: \( |A| = |B| \)) if there is a bijective map \( f: A \to B \).

**Examples.**

1. If \( A \) and \( B \) are finite, then \( |A| = |B| \) holds if and only if \( A \) and \( B \) have the same number of elements.

2. By the previous example, we have \( |\mathbb{N}| = |\mathbb{N}_0| \)—even though \( \mathbb{N} \) is a proper subset of \( \mathbb{N}_0 \).

3. The function
   
   $$f: \mathbb{N} \to \mathbb{Z}, \quad n \mapsto (-1)^n \left\lfloor \frac{n}{2} \right\rfloor$$

   is bijective, so that we can enumerate \( \mathbb{Z} \) as \( \{0, 1, -1, 2, -2, \ldots\} \). As a consequence, \( |\mathbb{N}| = |\mathbb{Z}| \) holds even though \( \mathbb{N} \not\subseteq \mathbb{Z} \).
4. Let \( a_1, a_2, a_3, \ldots \) be an enumeration of \( \mathbb{Z} \). We can then write \( \mathbb{Q} \) as a rectangular scheme that allows us to enumerate \( \mathbb{Q} \). Omitting duplicates, we conclude that 
\[
|\mathbb{Q}| = |\mathbb{N}|
\]

5. Let \( a < b \). The function
\[
f : [a, b] \to [0, 1], \quad x \mapsto \frac{x - a}{b - a}
\]

is bijective, so that \(|[a, b]| = |[0, 1]|\).

**Definition 1.2.5.** A set \( A \) is called countable if it is finite or if \(|A| = |\mathbb{N}|\).

A set \( A \) is countable, if and only if we can enumerate it, i.e., \( A = \{a_1, a_2, a_3, \ldots\} \) where the sequence \( a_1, a_2, a_3, \ldots \) may break off after a finite number of terms.

As we have already seen, the sets \( \mathbb{N}, \mathbb{N}_0, \mathbb{Z}, \) and \( \mathbb{Q} \) are all countable. But not all sets are:

**Theorem 1.2.6.** The sets \([0, 1]\) and \( \mathbb{R} \) are not countable.
Proof. We only consider \([0, 1]\) (this is enough because it is easy to see that an infinite subsets of a countable set must again be countable).

Each \(x \in [0, 1]\) has a decimal expansion

\[
x = 0.\epsilon_1\epsilon_2\epsilon_3\cdots
\] (1.1)

with \(\epsilon_1, \epsilon_2, \epsilon_3, \ldots \in \{0, 1, 2, \ldots, 9\}\).

Assume that there is an enumeration \([0, 1] = \{a_1, a_2, a_3, \ldots\}\). Define \(x \in [0, 1]\) using (1.1) by letting, for \(n \in \mathbb{N}\),

\[
\epsilon_n := \begin{cases} 
6, & \text{if the } n\text{-th digit of } a_n \text{ is 7}, \\
7, & \text{if the } n\text{-th digit of } a_n \text{ is not 7}
\end{cases}
\]

Let \(n \in \mathbb{N}\) be such that \(x = a_n\).

Case 1: The \(n\)-th digit of \(a_n\) is 7. Then the \(n\)-th digit of \(x\) is 6, so that \(a_n \neq x\).

Case 2: The \(n\)-th digit of \(a_n\) is not 7. Then the \(n\)-th digit of \(x\) is 7, so that \(a_n \neq x\), too.

Hence, \(x \notin \{a_1, a_2, a_3, \ldots\}\), which contradicts \([0, 1] = \{a_1, a_2, a_3, \ldots\}\). \(\square\)

The argument used in the proof of Theorem 1.2.6 is called Cantor’s Diagonal Argument.

Exercises

1. Let \(\mathbb{R}\) be a complete ordered field, and let \(\iota_0 : \mathbb{Q} \to \mathbb{R}\) be the canonical embedding.

Show that

\[
\iota : \mathbb{R} \to \mathbb{R}, \quad x \mapsto \sup\{\iota_0(q) : q \in \mathbb{Q}, q \leq x\}
\]

defines a bijective map satisfying:

- \(\iota(x + y) = \iota(x) + \iota(y)\) for \(x, y \in \mathbb{R}\);
- \(\iota(xy) = \iota(x)\iota(y)\) for \(x, y \in \mathbb{R}\);
- \(\iota(x) > 0\) if \(x > 0\).

2. For any set \(S\), its power set \(\mathcal{P}(S)\) is defined to be the set consisting of all subsets of \(S\). Show that there is no surjective map from \(S\) to \(\mathcal{P}(S)\). (Hint: Assume that there is a surjective map \(f : S \to \mathcal{P}(S)\) and consider the set \(\{x \in S : x \notin f(x)\}\).)

1.3 The Euclidean Space \(\mathbb{R}^N\)

Recall that, for any sets \(S_1, \ldots, S_N\), their \((N\text{-fold})\) Cartesian product is defined as

\[
S_1 \times \cdots \times S_N := \{(s_1, \ldots, s_N) : s_j \in S_j \text{ for } j = 1, \ldots, N\}.
\]
The *N*-dimensional Euclidean space is defined as
\[ \mathbb{R}^N := \mathbb{R} \times \cdots \times \mathbb{R} = \{(x_1, \ldots, x_N) : x_1, \ldots, x_N \in \mathbb{R}\}. \]

An element \( x := (x_1, \ldots, x_N) \in \mathbb{R}^N \) is called a point or vector in \( \mathbb{R}^N \); the real numbers \( x_1, \ldots, x_N \in \mathbb{R} \) are the coordinates of \( x \). The vector \( 0 := (0, \ldots, 0) \) is the origin or zero vector of \( \mathbb{R}^N \). (For \( N = 2 \) and \( N = 3 \), the space \( \mathbb{R}^N \) can be identified with the plane and three-dimensional space of geometric intuition.)

We can add vectors in \( \mathbb{R}^N \) and multiply them with real numbers: For two vectors \( x = (x_1, \ldots, x_N), y := (y_1, \ldots, y_N) \in \mathbb{R}^N \) and a scalar \( \lambda \in \mathbb{R} \) define:

- \( x + y := (x_1 + y_1, \ldots, x_N + y_N) \) (addition);
- \( \lambda x := (\lambda x_1, \ldots, \lambda x_N) \) (scalar multiplication).

The following rules for addition and scalar multiplication in \( \mathbb{R}^N \) are easily verified:

- \( x + y = y + x; \)
- \( (x + y) + z = x + (y + z); \)
- \( 0 + x = x; \)
- \( x + (-1)x = 0; \)
- \( 1x = x; \)
- \( 0x = 0; \)
- \( \lambda(\mu x) = (\lambda\mu)x; \)
- \( \lambda(x + y) = \lambda x + \lambda y; \)
- \( (\lambda + \mu)x = \lambda x + \mu x. \)

This means that \( \mathbb{R}^N \) is a vector space.

**Definition 1.3.1.** The inner product on \( \mathbb{R}^N \) is defined by

\[ x \cdot y := \sum_{j=1}^{N} x_j y_j \]

for \( x = (x_1, \ldots, x_N), y := (y_1, \ldots, y_N) \in \mathbb{R}^N \).

**Proposition 1.3.2.** The following hold for all \( x, y, z \in \mathbb{R}^N \) and \( \lambda \in \mathbb{R} \):

(i) \( x \cdot x \geq 0; \)

(ii) \( x \cdot x = 0 \iff x = 0; \)

(iii) \( x \cdot y = y \cdot x; \)
(iv) \( x \cdot (y + z) = x \cdot y + x \cdot z; \)

(v) \( (\lambda x) \cdot y = \lambda (x \cdot y) = x \cdot \lambda y. \)

Definition 1.3.3. The (Euclidean) norm on \( \mathbb{R}^N \) is defined by

\[
\|x\| := \sqrt{x \cdot x} = \sqrt{\sum_{j=1}^{N} x_j^2}
\]

for \( x = (x_1, \ldots, x_N). \)

For \( N = 2, 3, \) the norm \( \|x\| \) of a vector \( x \in \mathbb{R}^N \) can be interpreted as its length. The Euclidean norm on \( \mathbb{R}^N \) thus extends the notion of length in 2- and 3-dimensional space, respectively, to arbitrary dimensions.

Lemma 1.3.4 (Geometric versus Arithmetic Mean). For \( x, y \geq 0, \) the inequality

\[
\sqrt{xy} \leq \frac{1}{2}(x + y)
\]

holds with equality if and only if \( x = y. \)

Proof. We have

\[
x^2 - 2xy + y^2 = (x - y)^2 \geq 0
\]

with equality if and only if \( x = y. \) This yields

\[
xy \leq xy + \frac{1}{4}(x^2 - 2xy + y^2)
\]

(1.3)

\[
= xy + \frac{1}{4}x^2 - \frac{1}{2}xy + \frac{1}{4}y^2
\]

\[
= \frac{1}{4}x^2 + \frac{1}{2}xy + \frac{1}{4}y^2
\]

\[
= \frac{1}{4}(x^2 + 2xy + y^2)
\]

\[
= \frac{1}{4}(x + y)^2.
\]

Taking roots yields the desired inequality. It is clear that we have equality if and only if the second summand in (1.3) vanishes; by (1.2) this is possible only if \( x = y. \)

Theorem 1.3.5 (Cauchy–Schwarz Inequality). We have

\[
|x \cdot y| \leq \sum_{j=1}^{N} |x_jy_j| \leq \|x\| \|y\|
\]

for \( x = (x_1, \ldots, x_N), y := (y_1, \ldots, y_N) \in \mathbb{R}^N. \)
Proof. The first inequality is clear due to the triangle inequality in \( \mathbb{R} \).

If \( \|x\| = 0 \), then \( x_1 = \cdots = x_N = 0 \), so that \( \sum_{j=1}^{N} |x_jy_j| = 0 \); a similar argument applies if \( \|y\| = 0 \). We may therefore suppose that \( \|x\||\|y\| \neq 0 \). We then obtain

\[
\sum_{j=1}^{N} \frac{|x_j||y_j|}{\|x\||\|y\|} = \sum_{j=1}^{N} \sqrt{\left( \frac{x_j}{\|x\|} \right)^2 \left( \frac{y_j}{\|y\|} \right)^2} \\
\leq \sum_{j=1}^{N} \frac{1}{2} \left[ \left( \frac{x_j}{\|x\|} \right)^2 + \left( \frac{y_j}{\|y\|} \right)^2 \right], \quad \text{by Lemma 1.3.4}, \\
= \frac{1}{2} \left[ \frac{1}{\|x\|^2} \sum_{j=1}^{N} x_j^2 + \frac{1}{\|y\|^2} \sum_{j=1}^{N} y_j^2 \right] \\
= \frac{1}{2} \left[ \frac{\|x\|^2}{\|x\|^2} + \frac{\|y\|^2}{\|y\|^2} \right] \\
= 1.
\]

Multiplication by \( \|x\||\|y\| \) yields the claim. \( \square \)

**Proposition 1.3.6 (Properties of \( \| \cdot \| \)).** For \( x, y \in \mathbb{R}^N \) and \( \lambda \in \mathbb{R} \), we have:

(i) \( \|x\| \geq 0; \)

(ii) \( \|x\| = 0 \iff x = 0; \)

(iii) \( \|\lambda x\| = |\lambda||x|; \)

(iv) \( \|x + y\| \leq \|x\| + \|y\| \quad (\text{Triangle Inequality}); \)

(v) \( \|x\| - \|y\| \leq \|x - y\|. \)

**Proof.** (i), (ii), and (iii) are easily verified.

For (iv), note that

\[
\|x + y\|^2 = (x + y) \cdot (x + y) \\
= x \cdot y + x \cdot y + y \cdot x + y \cdot y \\
= \|x\|^2 + 2x \cdot y + \|y\|^2 \\
\leq \|x\|^2 + 2\|x\|\|y\| + \|y\|^2, \quad \text{by Theorem 1.3.5}, \\
= (\|x\| + \|y\|)^2.
\]

Taking roots yields the claim.

For (v), note that—by (iv) with \( x \) and \( y \) replaced by \( x - y \) and \( y \)—

\[
\|x\| = \|(x - y) + y\| \leq \|x - y\| + \|y\|,
\]
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holds, so that
\[ \|x\| - \|y\| \leq \|x - y\|. \]
Interchanging \(x\) and \(y\) yields
\[ \|y\| - \|x\| \leq \|y - x\| = \|x - y\|, \]
so that
\[ -\|x - y\| \leq \|x\| - \|y\| \leq \|x - y\|. \]
This proves (v).

We now use the norm on \(\mathbb{R}^N\) to define two important types of subsets of \(\mathbb{R}^N\):

**Definition 1.3.7.** Let \(x_0 \in \mathbb{R}^N\) and let \(r > 0\). Then:

(a) the *open ball* in \(\mathbb{R}^N\) centered at \(x_0\) with radius \(r\) is the set
\[ B_r(x_0) := \{ x \in \mathbb{R}^N : \|x - x_0\| < r \}. \]

(b) the *closed ball* in \(\mathbb{R}^N\) centered at \(x_0\) with radius \(r\) is the set
\[ B_r(x_0) := \{ x \in \mathbb{R}^N : \|x - x_0\| \leq r \}. \]

For \(N = 1\), \(B_r(x_0)\) and \(B_r[x_0]\) are nothing but open and closed intervals, respectively, namely
\[ B_r(x_0) = (x_0 - r, x_0 + r) \quad \text{and} \quad B_r[x_0] = [x_0 - r, x_0 + r]. \]
Moreover, if \(a < b\), then
\[ (a, b) = (x_0 - r, x_0 + r) \quad \text{and} \quad [a, b] = [x_0 - r, x_0 + r] \]
holds, with \(x_0 := \frac{1}{2}(a + b)\) and \(r := \frac{1}{2}(b - a)\).

For \(N = 2\), \(B_r(x_0)\) and \(B_r[x_0]\) are just disks with center \(x_0\) and radius \(r\), where the circle is not include in the case of \(B_r(x_0)\), but is included for \(B_r[x_0]\).

Finally, if \(N = 3\), then \(B_r(x_0)\) and \(B_r[x_0]\) are balls in the sense of geometric intuation. In the open case, the surface of the ball is not included, but it is included in the closed ball.

**Definition 1.3.8.** A set \(C \subset \mathbb{R}^N\) is called *convex* if \(tx + (1 - t)y \in C\) for all \(x, y \in C\) and \(t \in [0, 1]\).

In plain language, a set is convex if, for any two points \(x\) and \(y\) in the \(C\), the whole line segment joining \(x\) and \(y\) is also in \(C\).
Figure 1.3: A convex subset of $\mathbb{R}^2$
Figure 1.4: Not a convex subset of $\mathbb{R}^2$

**Proposition 1.3.9.** Let $x_0 \in \mathbb{R}^N$. Then $B_r(x_0)$ and $B_r[x_0]$ are convex.

**Proof.** We only prove the claim for $B_r(x_0)$ in detail.

Let $x, y \in B_r(x_0)$ and $t \in [0, 1]$. Then we have

$$
\|tx + (1-t)y - x_0\| = \|t(x - x_0) + (1-t)(y - x_0)\|
\leq t\|x - x_0\| + (1-t)\|y - x_0\|
< tr + (1-t)r
= r,
$$

so that $tx + (1-t)y \in B_r(x_0)$.

The claim for $B_r[x_0]$ is proved similarly, but with $\leq$ instead of $<$ in (1.3). □

Let $I_1, \ldots, I_N \subset \mathbb{R}$ be closed intervals, i.e. $I_j = [a_j, b_j]$ where $a_j < b_j$ for $j = 1, \ldots, N$. 
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Then $I := I_1 \times \cdots \times I_N$ is called a closed interval in $\mathbb{R}^N$. We have

$$I = \{(x_1, \ldots, x_N) \in \mathbb{R}^N : a_j \leq x_j \leq b_j \text{ for } j = 1, \ldots, N\}.$$ 

For $N = 2$, a closed interval in $\mathbb{R}^2$, i.e., in the plane, is just a rectangle. For $N = 3$, a closed interval in $\mathbb{R}^3$ is a rectangular box.

**Theorem 1.3.10** (Nested Interval Property in $\mathbb{R}^N$). Let $I_1, I_2, I_3, \ldots$ be a decreasing sequence of closed intervals in $\mathbb{R}^N$. Then $\bigcap_{n=1}^{\infty} I_n \neq \emptyset$ holds.

**Proof.** Each interval $I_n$ is of the form

$$I_n = I_{n,1} \times \cdots \times I_{n,N}$$

with closed intervals $I_{n,1}, \ldots, I_{n,N}$ in $\mathbb{R}$. For each $j = 1, \ldots, N$, we have

$$I_{1,j} \supset I_{2,j} \supset I_{3,j} \supset \cdots,$$

i.e., the sequence $I_{1,j}, I_{2,j}, I_{3,j}, \ldots$ is a decreasing sequence of closed intervals in $\mathbb{R}$. By Theorem 1.1.12, this means that $\bigcap_{n=1}^{\infty} I_{n,j} \neq \emptyset$, i.e., there is $x_j \in I_{n,j}$ for all $n \in \mathbb{N}$. Let $x := (x_1, \ldots, x_N)$. Then $x \in I_{n,1} \times \cdots \times I_{n,N}$ holds for all $n \in \mathbb{N}$, which means that $x \in \bigcap_{n=1}^{\infty} I_n$. \hfill \Box

**Exercises**

1. For $x = (x_1, \ldots, x_N) \in \mathbb{R}^N$, set

$$\|x\|_1 := |x_1| + \cdots + |x_N| \quad \text{and} \quad \|x\|_\infty := \max\{|x_1|, \ldots, |x_N|\}.$$ 

(a) Show that the following are true for $j = 1, \infty$, $x, y \in \mathbb{R}^N$ and $\lambda \in \mathbb{R}$:

(i) $\|x\|_j \geq 0$ and $\|x\|_j = 0$ if and only if $x = 0$;

(ii) $\|\lambda x\|_j = |\lambda|\|x\|_j$;

(iii) $\|x + y\|_j \leq \|x\|_j + \|y\|_j$.

(b) For $N = 2$, sketch the sets of those $x$ for which $\|x\|_1 \leq 1$, $\|x\|_\infty \leq 1$, and $\|x\|_\infty \leq 1$.

(c) Show that

$$\|x\|_1 \leq \sqrt{N}\|x\| \leq N\|x\|_\infty$$

for all $x \in \mathbb{R}^N$.

2. Let $x, y \in \mathbb{R}^N$. Show that $|x \cdot y| = \|x\|\|y\|$ holds if and only if $x$ and $y$ are linearly dependent.
3. Show that
\[ \|x + y\|^2 = \|x\|^2 + \|y\|^2 \iff x \cdot y = 0 \]
for any \( x, y \in \mathbb{R}^N \).

4. Let \( C \) be a family of convex sets in \( \mathbb{R}^N \). Show that \( \bigcap_{C \in \mathcal{C}} C \) is again convex. Is \( \bigcup_{C \in \mathcal{C}} C \) necessarily convex?

### 1.4 Topology

The word topology derives from the Greek and literally means “study of places”. In mathematics, topology is the discipline that provides the conceptual framework for the study of continuous functions:

**Definition 1.4.1.** Let \( x_0 \in \mathbb{R}^N \). A set \( U \subseteq \mathbb{R}^N \) is called a *neighborhood* of \( x_0 \) if there is \( \epsilon > 0 \) such that \( B_\epsilon(x_0) \subseteq U \).

*Examples.* 1. If \( x_0 \in \mathbb{R}^N \) is arbitrary, and \( r > 0 \), then both \( B_r(x_0) \) and \( B_r[x_0] \) are neighborhoods of \( x_0 \).

![Figure 1.5: A neighborhood of \( x_0 \), but not of \( \tilde{x}_0 \)](image-url)
2. The interval \([a, b]\) is not a neighborhood of \(a\): To see this assume that \(a\) is a neighborhood of \(a\). Then there is \(\epsilon > 0\) such that

\[
B_\epsilon(a) = (a - \epsilon, a + \epsilon) \subset [a, b],
\]

which would mean that \(a - \epsilon \geq a\). This is a contradiction.

Similarly, \([a, b]\) is not a neighborhood of \(b\), \([a, b)\) is not a neighborhood of \(a\), and \((a, b]\) is not a neighborhood of \(b\).

**Definition 1.4.2.** A set \(U \subset \mathbb{R}^N\) is *open* if it is a neighborhood of each of its points.

**Examples.**

1. \(\emptyset\) and \(\mathbb{R}^N\) are trivially open.

2. Let \(x_0 \in \mathbb{R}^N\), and let \(r > 0\). We claim that \(B_r(x_0)\) is open. Let \(x \in B_r(x_0)\). Choose \(\epsilon \leq r - \|x - x_0\|\), and let \(y \in B_\epsilon(x)\). It follows that

\[
\|y - x_0\| \leq \underbrace{|y - x| + \|x - x_0\|}_{< \epsilon} < \epsilon < r - \|x - x_0\| + \|x - x_0\| = r;
\]

hence, \(B_\epsilon(x) \subset B_r(x_0)\) holds.
In particular, \((a, b)\) is open for all \(a, b \in \mathbb{R}\) such that \(a < b\). On the other hand, \([a, b], (a, b], \text{ and } [a, b)\) are not open.

3. The set

\[
S := \{(x, y, z) \in \mathbb{R}^3 : y^2 + z^2 = 1, \ x > 0\}
\]

is not open.

**Proof.** Clearly, \(x_0 := (1, 0, 1) \in S\). Assume that there is \(\epsilon > 0\) such that \(B_\epsilon(x_0) \subset S\). It follows that

\[
\left(1, 0, 1 + \frac{\epsilon}{2}\right) \in B_\epsilon(x_0) \subset S.
\]

On the other hand, however, we have

\[
\left(1 + \frac{\epsilon}{2}\right)^2 > 1,
\]

so that \((1, 0, 1 + \frac{\epsilon}{2})\) cannot belong to \(S\).
To determine whether or not a given set is open is often difficult if one has nothing more but the definition at one’s disposal. The following two hereditary properties are often useful:

**Proposition 1.4.3.** The following are true:

(i) if \( U, V \subset \mathbb{R}^N \) are open, then \( U \cap V \) is open;

(ii) if \( \mathbb{I} \) is any index set and \( \{ U_i : i \in \mathbb{I} \} \) is a collection of open sets, then \( \bigcup_{i \in \mathbb{I}} U_i \) is open.

**Proof.** (i): Let \( x_0 \in U \cap V \). Since \( U \) is open, there is \( \epsilon_1 > 0 \) such that \( B_{\epsilon_1}(x_0) \subset U \), and since \( V \) is open, there is \( \epsilon_2 > 0 \) such that \( B_{\epsilon_2}(x_0) \subset V \). Let \( \epsilon := \min\{\epsilon_1, \epsilon_2\} \). Then

\[
B_{\epsilon}(x_0) \subset B_{\epsilon_1}(x_0) \cap B_{\epsilon_2}(x_0) \subset U \cap V
\]

holds, so that \( U \cap V \) is open.

(ii): Let \( x_0 \in U := \bigcup_{i \in \mathbb{I}} U_i \). Then there is \( i_0 \in \mathbb{I} \) such that \( x \in U_{i_0} \). Since \( U_{i_0} \) is open, there is \( \epsilon > 0 \) such that \( B_{\epsilon}(x_0) \subset U_{i_0} \subset U \). Hence, \( U \) is open. \( \square \)

**Example.** The subset \( \bigcup_{n=1}^{\infty} B_{\frac{r}{2}}((n, 0)) \) of \( \mathbb{R}^2 \) is open because it is the union of a sequence of open sets.

**Definition 1.4.4.** A set \( F \subset \mathbb{R}^N \) is called closed if

\[
F^c := \mathbb{R}^N \setminus F := \{ x \in \mathbb{R}^N : x \notin F \}
\]

is open.

**Examples.**

1. \( \emptyset \) and \( \mathbb{R}^N \) are (trivially) closed.

2. Let \( x_0 \in \mathbb{R}^N \), and let \( r > 0 \). We claim that \( B_r[x_0] \) is closed. To see this, let \( x \in B_r[x_0]^c \), i.e., \( \|x - x_0\| > r \). Choose \( \epsilon \leq \|x - x_0\| - r \), and let \( y \in B_\epsilon(x) \). Then we have

\[
\|y - x_0\| \geq \|y - x\| - \|x - x_0\| \\
\geq \|x - x_0\| - \|y - x\| \\
> \|x - x_0\| - \|x - x_0\| + r \\
= r,
\]

so that \( B_\epsilon(x) \subset B_r[x_0]^c \). It follows that \( B_r[x_0]^c \) is open, i.e., \( B_r[x_0] \) is closed.
Figure 1.7: Closed balls are closed

In particular, \([a, b]\) is closed for all \(a, b \in \mathbb{R}\) with \(a < b\).

3. For \(a, b \in \mathbb{R}\) with \(a < b\), the interval \((a, b]\) is not open because \((b - \epsilon, b + \epsilon) \not\subset (a, b]\) for all \(\epsilon > 0\). But \((a, b]\) is not open either because \((a - \epsilon, a + \epsilon) \not\subset \mathbb{R} \setminus (a, b]\).

**Proposition 1.4.5.** The following are true:

(i) if \(F, G \subset \mathbb{R}^N\) are closed, then \(F \cup G\) is closed;

(ii) if \(I\) is any index set and \(\{F_i : i \in I\}\) is a collection of closed sets, then \(\bigcap_{i \in I} F_i\) is closed.

**Proof.** (i): Since \(F^c\) and \(G^c\) are open, so is \(F^c \cap G^c = (F \cup G)^c\) by Proposition 1.4.3(i). Hence, \(F \cup G\) is closed.

(ii): Since \(F_i^c\) is open for each \(i \in I\), Proposition 1.4.3(ii) yields the openness of

\[
\bigcup_{i \in I} F_i^c = \left(\bigcap_{i \in I} F_i\right)^c,
\]
which, in turn, means that $\bigcap_{i \in I} F_i$ is closed.

**Example.** Let $x \in \mathbb{R}^N$. Since $\{x\} = \bigcap_{r > 0} B_r[x]$, it follows that $\{x\}$ is closed. Consequently, if $x_1, \ldots, x_n \in \mathbb{R}^N$, then

$$\{x_1, \ldots, x_n\} = \{x_1\} \cup \cdots \cup \{x_N\}$$

is closed.

Arbitrary unions of closed sets are, in general, not closed again.

**Definition 1.4.6.** A point $x \in \mathbb{R}^N$ is called a *cluster point* of $S \subset \mathbb{R}^N$ if each neighborhood of $x$ contains a point $y \in S \setminus \{x\}$.

**Example.** Let $S := \left\{ \frac{1}{n} : n \in \mathbb{N} \right\}$. Then 0 is a cluster point of $S$. Let $x \in \mathbb{R}$ be any cluster point of $S$, and assume that $x \neq 0$. If $x \in S$, it is of the form $x = \frac{1}{n}$ for some $n \in \mathbb{N}$. Let $\epsilon := \frac{1}{n} - \frac{1}{n+1}$, so that $B_\epsilon(x) \cap S = \{x\}$. Hence, $x$ cannot be a cluster point. If $x \notin S$, choose $n_0 \in \mathbb{N}$ such that $\frac{1}{n_0} < \frac{|x|}{2}$. This implies that $\frac{1}{n} < \frac{|x|}{2}$ for all $n > n_0$. Let

$$\epsilon := \min \left\{ \frac{|x|}{2}, |1 - x|, \ldots, \left| \frac{1}{n_0 - 1} - x \right| \right\} > 0.$$

It follows that

$$1, \frac{1}{2}, \ldots, \frac{1}{n_0 - 1} \notin B_\epsilon(x)$$

(because $|x - \frac{1}{k}| \geq \epsilon$ for $k = 1, \ldots, n_0 - 1$. For $n \geq n_0$, we have $|\frac{1}{n} - x| \geq \frac{|x|}{2} \geq \epsilon$. All in all, we have $\frac{1}{n} \notin B_\epsilon(x)$ for all $n \in \mathbb{N}$. Hence, 0 is the only accumulation point of $S$.

**Definition 1.4.7.** A set $S \subset \mathbb{R}^N$ is bounded if $S \subset B_r[0]$ for some $r > 0$.

**Theorem 1.4.8** (Bolzano–Weierstraß Theorem). Every bounded, infinite subset $S \subset \mathbb{R}^N$ has a cluster point.

**Proof.** Let $r > 0$ such that $S \subset B_r[0]$. It follows that

$$S \subset [-r, r] \times \cdots \times [-r, r] =: I_1.$$

We can find $2^N$ closed intervals $I_1^{(1)}, \ldots, I_1^{(2N)}$ such that $I_1 = \bigcup_{j=1}^{2N} I_1^{(j)}$, where

$$I_1^{(j)} = I_{1,1}^{(j)} \times \cdots \times I_{1,N}^{(j)}$$

for $j = 1, \ldots, 2^N$ such that each interval $I_{1,k}^{(j)}$ has length $r$. 
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Since \( S \) is infinite, there must be \( j_0 \in \{1, \ldots, 2^N\} \) such that \( S \cap I_1^{(j_0)} \) is infinite. Let \( I_2 := I_1^{(j_0)} \).

Inductively, we obtain a decreasing sequence \( I_1, I_2, I_3, \ldots \) of closed intervals with the following properties:

(a) \( S \cap I_n \) is infinite for all \( n \in \mathbb{N} \);

(b) for \( I_n = I_{n,1} \times \cdots \times I_{n,N} \) and

\[
\ell(I_n) = \max\{\text{length of } I_{n,j} : j = 1, \ldots, N\},
\]

we have

\[
\ell(I_{n+1}) = \frac{1}{2} \ell(I_n) = \frac{1}{4} \ell(I_{n-1}) = \cdots = \frac{1}{2^n} \ell(I_1) = \frac{r}{2^{n-2}}.
\]

![Figure 1.8: Proof of the Bolzano–Weierstraß Theorem](image)

From Theorem 1.3.10, we know that there is \( x \in \bigcap_{n=1}^{\infty} I_n \).

We claim that \( x \) is a cluster point of \( S \).

Let \( \epsilon > 0 \). For \( y \in I_n \) note that

\[
\max\{|x_j - y_j| : j = 1, \ldots, N\} \leq \ell(I_n) = \frac{r}{2^{n-2}}.
\]
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and thus
\[
\|x - y\| = \left( \sum_{j=1}^{N} |x_j - y_j|^2 \right)^{\frac{1}{2}} \\
\leq \sqrt{N} \max\{|x_j - y_j| : j = 1, \ldots, N\} \\
= \sqrt{N} \frac{r}{2^{n-2}}.
\]

Choose \(n \in \mathbb{N}\) so large that \(\frac{\sqrt{N}r}{2^{n-2}} < \epsilon\). It follows that \(I_n \subset B_\epsilon(x)\). Since \(S \cap I_n\) is infinite, \(B_\epsilon(x) \cap S\) must be infinite as well; in particular, \(B_\epsilon(x)\) contains at least one point from \(S \setminus \{x\}\). \(\Box\)

**Theorem 1.4.9.** A set \(F \subset \mathbb{R}^N\) is closed if and only if it contains all of its cluster points.

**Proof.** Suppose that \(F\) is closed. Let \(x \in \mathbb{R}^N\) be a cluster point of \(F\) and assume that \(x \notin F\). Since \(F^c\) is open, it is a neighborhood of \(x\). But \(F^c \cap F = \emptyset\) holds by definition.

Suppose conversely that \(F\) contains its cluster points, and let \(x \in \mathbb{R}^N \setminus F\). Then \(x\) is not a cluster point of \(F\). Hence, there is \(\epsilon > 0\) such that \(B_\epsilon(x) \cap F \subset \{x\}\). Since \(x \notin F\), this means in fact that \(B_\epsilon(x) \cap F = \emptyset\), i.e. \(B_\epsilon(x) \subset F^c\). \(\Box\)

For our next definition, we first give an example as motivation:

**Example.** Let \(x_0 \in \mathbb{R}^N\) and let \(r > 0\). Then

\[
S_r[x_0] := \{x \in \mathbb{R}^N : \|x - x_0\| = r\}
\]

is the the sphere centered at \(x_0\) with radius \(r\). We can think of \(S_r[x_0]\) as the “surface” of \(B_r[x_0]\).

Suppose that \(x \in S_r[x_0]\), and let \(\epsilon > 0\). We claim that both \(B_\epsilon(x) \cap B_r[x_0]\) and \(B_\epsilon(x) \cap B_r[x_0]^c\) are not empty. For \(B_\epsilon(x) \cap B_r[x_0]\), this is trivial because \(S_r[x_0] \subset B_r[x_0]\), so that \(x \in B_\epsilon(x) \cap B_r[x_0]\). Assume that \(B_\epsilon(x) \cap B_r[x_0]^c = \emptyset\), i.e., \(B_\epsilon(x) \subset B_r[x_0]\). Let \(t > 1\), and set \(y_t := t(x - x_0) + x_0\). Note that

\[
\|y_t - x\| = \|t(x - x_0) + x_0 - x\| = \|(t-1)(x - x_0)\| = (t-1)r.
\]

Choose \(t < 1 + \frac{r}{\epsilon}\), then \(y_t \notin B_\epsilon(x)\). On the other hand, we have

\[
\|y_t - x_0\| = t\|x - x_0\| > r,
\]

so that \(y_t \notin B_r[x_0]\). Hence, \(B_\epsilon(x) \cap B_r[x_0]^c \neq \emptyset\) is empty.

Define the boundary of \(B_r[x_0]\) as

\[
\partial B_r[x_0] := \{x \in \mathbb{R}^N : B_\epsilon(x) \cap B_r[x_0] \text{ and } B_\epsilon(x) \cap B_r[x_0]^c \text{ are not empty for each } \epsilon > 0\}.
\]
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By what we have just seen, \( S_r[x_0] \subset \partial B_r[x_0] \) holds. Conversely, suppose that \( x \notin S_r[x_0] \). Then there are two possibilities, namely \( x \in B_r(x_0) \) or \( x \in B_r(x_0)^c \). In the first case, we find \( \epsilon > 0 \) such that \( B_{\epsilon}(x) \subset B_r(x_0) \), so that \( B_{\epsilon}(x) \cap B_r[x_0]^c = \emptyset \), and in the second case, we obtain \( \epsilon > 0 \) with \( B_{\epsilon}(x) \subset B_r(x_0)^c \), so that \( B_{\epsilon}(x) \cap B_r[x_0] = \emptyset \). It follows that \( x \notin \partial B_r[x_0] \).

All in all, \( \partial B_r[x_0] \) is \( S_r[x_0] \).

This example motivates the following definition:

**Definition 1.4.10.** Let \( S \subset \mathbb{R}^N \). A point \( x \in \mathbb{R}^N \) is called a **boundary point** of \( S \) if 
\[
B_\epsilon(x) \cap S \neq \emptyset \quad \text{and} \quad B_\epsilon(x) \cap S^c \neq \emptyset \quad \text{for each} \quad \epsilon > 0. 
\]
We let 
\[
\partial S := \{ x \in \mathbb{R}^N : x \text{ is a boundary point of} \ S \}
\]

denote the **boundary** of \( S \).

**Examples.**

1. Let \( x_0 \in \mathbb{R}^N \), and let \( r > 0 \). As for \( B_r[x_0] \), one sees that \( \partial B_r(x_0) = S_r[x_0] \).

2. Let \( x \in \mathbb{R} \), and let \( \epsilon > 0 \). Then the interval \((x - \epsilon, x + \epsilon)\) contains both rational and irrational numbers. Hence, \( x \) is a boundary point of \( \mathbb{Q} \). Since \( x \) was arbitrary, we conclude that \( \partial \mathbb{Q} = \mathbb{R} \).

**Proposition 1.4.11.** Let \( S \subset \mathbb{R}^N \) be any set. Then the following are true:

(i) \( \partial S = \partial(S^c) \);

(ii) \( \partial S \cap S = \emptyset \) if and only if \( S \) is open;

(iii) \( \partial S \subset S \) if and only if \( S \) is closed.

**Proof.** (i): Since \( S^{cc} = S \), this is immediate from the definition.

(ii): Let \( S \) be open, and let \( x \in S \). Then there is \( \epsilon > 0 \) such that \( B_\epsilon(x) \subset S \), i.e., \( B_\epsilon(x) \cap S^c = \emptyset \). Hence, \( x \) is not a boundary point or \( S \).

Conversely, suppose that \( \partial S \cap S = \emptyset \), and let \( x \in S \). Since \( B_r(x) \cap S \neq \emptyset \) for each \( r > 0 \) (it contains \( x \)), and since \( x \) is not a boundary point, there must be \( \epsilon > 0 \) such that \( B_\epsilon(x) \cap S^c = \emptyset \), i.e., \( B_\epsilon(x) \subset S \).

(iii): Let \( S \) be closed. Then \( S^c \) is open, and by (iii), \( \partial S^c \cap S^c = \emptyset \), i.e., \( \partial S^c \subset S \). With (ii), we conclude that \( \partial S \subset S \).

Suppose that \( \partial S \subset S \), i.e., \( \partial S \cap S^c = \emptyset \). With (ii) and (iii), this implies that \( S^c \) is open. Hence, \( S \) is closed.

**Definition 1.4.12.** Let \( S \subset \mathbb{R}^N \). Then \( \overline{S} \), the **closure** of \( S \), is defined as
\[
\overline{S} := S \cup \{ x \in \mathbb{R}^N : x \text{ is a cluster point of} \ S \}.
\]
Theorem 1.4.13. Let $S \subset \mathbb{R}^N$ be any set. Then:

(i) $\overline{S}$ is closed;

(ii) $\overline{S}$ is the intersection of all closed sets containing $S$;

(iii) $\overline{S} = S \cup \partial S$.

Proof. (i): Let $x \in \mathbb{R}^N \setminus \overline{S}$. Then, in particular, $x$ is not a cluster point of $S$. Hence, there is $\epsilon > 0$ such that $B_\epsilon(x) \cap S \subset \{x\}$; since $x \notin S$, we then have automatically that $B_\epsilon(x) \cap S = \emptyset$. Since $B_\epsilon(x)$ is a neighborhood of each of its points, it follows that no point of $B_\epsilon(x)$ can be a cluster point of $S$. Hence, $B_\epsilon(x)$ lies in the complement of $\overline{S}$. Consequently, $\overline{S}$ is closed.

(ii): Let $F \subset \mathbb{R}^N$ be closed with $S \subset F$. Clearly, each cluster point of $S$ is a cluster point of $F$, so that $S \subset F \cup \{x \in \mathbb{R}^N : x$ is a cluster point of $F\} = F$.

This proves that $\overline{S}$ is contained in every closed set containing $S$. Since $\overline{S}$ itself is closed, it equals the intersection of all closed set scontaining $S$.

(iii): By definition, every point in $\partial S$ not belonging to $S$ must be a cluster point of $S$, so that $S \cup \partial S \subset \overline{S}$. Conversely, let $x \in \overline{S}$ and suppose that $x \notin S$, i.e., $x \in S^c$. Then, for each $\epsilon > 0$, we trivially have $B_\epsilon(x) \cap S^c \neq \emptyset$, and since $x$ must be a cluster point, we have $B_\epsilon(x) \cap S \neq \emptyset$ as well. Hence, $x$ must be a boundary point of $S$.

Examples. 1. For $x_0 \in \mathbb{R}$ and $r > 0$, we have

$$
\overline{B_r(x_0)} = B_r(x_0) \cup \partial B_r(x_0) = B_r(x_0) \cup S_r[x_0] = B_r[x_0].
$$

2. Since $\partial \mathbb{Q} = \mathbb{R}$, we also have $\overline{\mathbb{Q}} = \mathbb{R}$.

Definition 1.4.14. A point $x \in S \subset \mathbb{R}^N$ is called an interior point of $S$ if there is $\epsilon > 0$ such that $B_\epsilon(x) \subset S$. We let

$$\text{int } S := \{x \in S : x$ is an interior point of $S\}$$

denote the interior of $S$.

Theorem 1.4.15. Let $S \subset \mathbb{R}^N$ be any set. Then:

(i) $\text{int } S$ is open and equals the union of all open subsets of $S$;

(ii) $\text{int } S = S \setminus \partial S$. 
Proof. For each $x \in \text{int } S$, there is $\epsilon_x > 0$ such that $B_{\epsilon_x}(x) \subset S$, so that

$$\text{int } S \subset \bigcup_{x \in \text{int } S} B_{\epsilon_x}(x). \quad (1.4)$$

Let $y \in \mathbb{R}^N$ be such that there is $x \in \text{int } S$ such that $y \in B_{\epsilon_x}(x)$. Since $B_{\epsilon_x}(x)$ is open, there is $\delta_y > 0$ such that $B_{\delta_y} \subset B_{\epsilon_x}(x) \subset S$.

It follows that $y \in \text{int } S$, so that the inclusion (1.4) is, in fact, an equality. Since the right hand side of (1.4) is open, this proves the first part of (i).

Let $U \subset S$ be open, and let $x \in U$. Then there is $\epsilon > 0$ such that $B_{\epsilon}(x) \subset U \subset S$, so that $x \in \text{int } S$. Hence, $U \subset \text{int } S$ holds.

For (ii), let $x \in \text{int } S$. Then there is $\epsilon > 0$ such that $B_{\epsilon}(x) \subset S$ and thus $B_{\epsilon}(x) \cap S^c = \emptyset$. It follows that $x \in S \setminus \partial S$. Conversely, let $x \in S$ such that $x \notin \partial S$. Then there is $\epsilon > 0$ such that $B_{\epsilon}(x) \cap S = \emptyset$ or $B_{\epsilon}(x) \cap S^c = \emptyset$. Since $x \in B_{\epsilon}(x) \cap S$, the first situation cannot occur, so that $B_{\epsilon}(x) \cap S^c = \emptyset$, i.e., $B_{\epsilon}(x) \subset S$. It follows that $x$ is an interior point of $S$. \hfill \Box

Example. Let $x_0 \in \mathbb{R}^N$, and let $r > 0$. Then

$$\text{int } B_r(x_0) = B_r(x_0) \setminus S_r(x_0) = B_r(x_0)$$

holds.

Definition 1.4.16. An open cover of $S \subset \mathbb{R}^N$ is a family $\{U_i : i \in \mathbb{I}\}$ of open sets in $\mathbb{R}^N$ such that $S \subset \bigcup_{i \in \mathbb{I}} U_i$.

Example. The family $\{B_r(0) : r > 0\}$ is an open cover for $\mathbb{R}^N$.

Definition 1.4.17. A set $K \subset \mathbb{R}^N$ is called compact if every open cover $\{U_i : i \in \mathbb{I}\}$ of $K$ has a finite subcover, i.e., there are $i_1, \ldots, i_n \in \mathbb{I}$ such that

$$K \subset U_{i_1} \cup \cdots \cup U_{i_n}.$$ 

Examples. 1. Every finite set is compact.

Proof. Let $S = \{x_1, \ldots, x_n\} \subset \mathbb{R}^N$, and let $\{U_i : i \in \mathbb{I}\}$ be an open cover for $S$, i.e., $x_1, \ldots, x_n \in \bigcup_{i \in \mathbb{I}} U_i$. For $j = 1, \ldots, n$, there is thus $i_j \in \mathbb{I}$ such that $x_j \in U_{i_j}$. Hence, we have

$$S \subset U_{i_1} \cup \cdots \cup U_{i_n}.$$ 

Hence, $\{U_{i_1}, \ldots, U_{i_n}\}$ is a finite subcover of $\{U_i : i \in \mathbb{I}\}$. \hfill \Box

2. The open unit interval $(0,1)$ is not compact.
Lemma 1.4.18. Every compact set $K \subset \mathbb{R}^N$ is closed.

Proof. Let $x \in K^c$. For $n \in \mathbb{N}$, let $U_n := B_{\frac{1}{n}}[x]^c$, so that

$$K \subset \mathbb{R}^N \setminus \{x\} \subset \bigcup_{n=1}^{\infty} U_n.$$

Since $K$ is compact, there are $n_1 < \cdots < n_k$ in $\mathbb{N}$ such that

$$K \subset U_{n_1} \cup \cdots \cup U_{n_k} = U_{n_k}.$$

It follows that

$$B_{\frac{1}{n_k}}(x) \subset B_{\frac{1}{n_k}}[x] = U_{n_k}^c \subset K^c.$$

Hence, $K^c$ is a neighborhood of $x$. \qed

Lemma 1.4.19. Let $K \subset \mathbb{R}^N$ be compact, and let $F \subset K$ be closed. Then $F$ is compact.

Proof. Let $\{U_i : i \in \mathbb{I}\}$ be an open cover for $F$. Then $\{U_i : i \in \mathbb{I}\} \cup \{\mathbb{R}^N \setminus F\}$ is an open cover for $K$. Compactness of $K$ yields $i_1, \ldots, i_n \in \mathbb{I}$ such that

$$K \subset U_{i_1} \cup \cdots \cup U_{i_n} \cup \mathbb{R}^N \setminus F.$$

Since $F \cap (\mathbb{R}^N \setminus F) = \emptyset$, it follows that

$$F \subset U_{i_1} \cup \cdots \cup U_{i_n}.$$

Since $\{U_i : i \in \mathbb{I}\}$ is an arbitrary open cover for $F$, this entails the compactness of $F$. \qed
Theorem 1.4.20 (Heine–Borel Theorem). The following are equivalent for $K \subset \mathbb{R}^N$:

(i) $K$ is compact;

(ii) $K$ is closed and bounded.

Proof. (i) $\implies$ (ii) is clear (no unbounded set is compact, as seen in the examples, and every compact set is closed by Lemma 1.4.18).

(ii) $\implies$ (i): By Lemma 1.4.19, we may suppose that $K$ is a closed interval $I_1$ in $\mathbb{R}^N$. Let $\{U_i : i \in \mathbb{I}\}$ be an open cover for $I_1$, and suppose that it does not have a finite subcover.

As in the proof of the Bolzano–Weierstraß Theorem, we may find closed intervals $I_1^{(1)},\ldots,I_1^{(2^N)}$ with $\ell\left(I_1^{(j)}\right) = \frac{1}{2^N}\ell(I_1)$ for $j = 1,\ldots,2^N$ such that $I_1 = \bigcup_{j=1}^{2^N} I_1^{(j)}$. Since $\{U_i : i \in \mathbb{I}\}$ has no finite subcover for $I_1$, there is $j_0 \in \{1,\ldots,2^N\}$ such that $\{U_i : i \in \mathbb{I}\}$ has no finite subcover for $I_1^{(j_0)}$. Let $I_2 := I_1^{(j_0)}$.

Inductively, we thus obtain closed intervals $I_1 \supset I_2 \supset I_3 \supset \cdots$ such that:

(a) $\ell(I_{n+1}) = \frac{1}{2}\ell(I_n) = \cdots = \frac{1}{2^n}\ell(I_1)$ for all $n \in \mathbb{N}$;

(b) $\{U_i : i \in \mathbb{I}\}$ does not have a finite subcover for $I_n$ for each $n \in \mathbb{N}$.

Let $x \in \bigcap_{n=1}^{\infty} I_n$, and let $i_0 \in \mathbb{I}$ be such that $x \in U_{i_0}$. Since $U_{i_0}$ is open, there is $\epsilon > 0$ such that $B_{\epsilon}(x) \subset U_{i_0}$. Let $y \in I_n$. It follows that

$$\|y - x\| \leq \sqrt{N} \max_{j=1,\ldots,N} |y_j - x_j| \leq \frac{\sqrt{N}}{2^n - 1}\ell(I_1).$$

Choose $n \in \mathbb{N}$ so large that $\frac{\sqrt{N}}{2^n - 1}\ell(I_1) < \epsilon$. It follows that

$I_n \subset B_{\epsilon}(x) \subset U_{i_0},$

so that $\{U_i : i \in \mathbb{I}\}$ has a finite subcover for $I_n$. \hfill \Box

Definition 1.4.21. A disconnection for $S \subset \mathbb{R}^N$ is a pair $\{U,V\}$ of open sets such that:

(a) $U \cap S \neq \emptyset \neq V \cap S$;

(b) $(U \cap S) \cap (V \cap S) = \emptyset$;

(c) $(U \cap S) \cup (V \cap S) = S$.

If a disconnection for $S$ exists, $S$ is called disconnected; otherwise, we say that $S$ is connected.
Note that we do not require that $U \cap V = \emptyset$.

\[ \text{Figure 1.9: A set with disconnection} \]

**Examples.**

1. $\mathbb{Z}$ is disconnected: Choose
   \[ U := \left(-\infty, \frac{1}{2}\right) \quad \text{and} \quad V := \left(\frac{1}{2}, \infty\right); \]
   the $\{U, V\}$ is a disconnection for $\mathbb{Z}$.

2. $\mathbb{Q}$ is disconnected: A disconnection $\{U, V\}$ is given by
   \[ U := (-\infty, \sqrt{2}) \quad \text{and} \quad V := (\sqrt{2}, \infty). \]

3. The closed unit interval $[0, 1]$ is connected.

**Proof.** We assume that there is a disconnection $\{U, V\}$ for $[0, 1]$; without loss of generality, suppose that $0 \in U$. Since $U$ is open, there is $\epsilon_0 > 0$, which we can suppose without loss of generality to be from $(0, 1)$, such that $(-\epsilon_0, \epsilon_0) \subset U$ and thus $[0, \epsilon_0) \subset U \cap [0, 1]$. Let $t_0 := \sup\{\epsilon > 0 : [0, \epsilon) \in U \cap [0, 1]\}$, so that $0 < \epsilon_0 \leq t_0 \leq 1$. Assume that $t_0 \in U$. Since $U$ is open, there is $\delta > 0$ such that $(t_0 - \delta, t_0 + \delta) \subset U$. Since $t_0 - \delta < t_0$, there is $\epsilon > t_0 - \delta$ such that $[0, \epsilon) \subset U$, so that
   \[ [0, t_0 + \delta) \cap [0, 1] \subset U \cap [0, 1]. \]
If \( t_0 < 1 \), we can choose \( \delta > 0 \) so small that \( t_0 + \delta < 1 \), so that \([0, t_0 + \delta) \subset U \cap [0, 1] \), which contradicts the definition of \( t_0 \). If \( t_0 = 1 \), this means that \( U \cap [0, 1] = [0, 1] \), which is also impossible because it would imply that \( V \cap [0, 1] = \emptyset \). We conclude that \( t_0 \notin U \).

It follows that \( t_0 \in V \). Since \( V \) is open, there is \( \theta > 0 \) such that \((t_0 - \theta, t_0 + \theta) \subset V \). Since \( t_0 - \theta < t_0 \), there is \( \epsilon > t_0 - \theta \) such that \([0, \epsilon) \subset U \cap [0, 1] \). Pick \( t \in (t_0 - \theta, \epsilon) \).

It follows that \( t \in (U \cap [0, 1]) \cap (V \cap [0, 1]) \), which is a contradiction.

All in all, there is no disconnection for \([0, 1] \), and \([0, 1] \) is connected.

**Theorem 1.4.22.** Let \( C \subset \mathbb{R}^N \) be convex. Then \( C \) is connected.

**Proof.** Assume that there is a disconnection \( \{U, V\} \) for \( C \). Let \( x \in U \cap C \) and let \( y \in V \cap C \).

Let

\[
\tilde{U} := \{ t \in \mathbb{R} : tx + (1 - t)y \in U \}
\]

and

\[
\tilde{V} := \{ t \in \mathbb{R} : tx + (1 - t)y \in V \}.
\]

We claim that \( \tilde{U} \) is open. To see this, let \( t_0 \in \tilde{U} \). It follows that \( x_0 := t_0x + (1 - t_0)y \in U \). Since \( U \) is open, there is \( \epsilon > 0 \) such that \( B_{\epsilon}(x_0) \subset U \). For \( t \in \mathbb{R} \) with \( |t - t_0| < \frac{\epsilon}{\|x\| + \|y\|} \), we thus have

\[
\| (tx + (1 - t)y) - x_0 \| = \| (tx + (1 - t)y) - (t_0x + (1 - t_0)y) \|
\leq |t - t_0| (\|x\| + \|y\|)
\leq \epsilon
\]

and therefore \( tx + (1 - t)y \in B_{\epsilon}(x_0) \subset U \). It follows that \( t \in \tilde{U} \).

Analoguously, one sees that \( \tilde{V} \) is open.

The following hold for \( \{\tilde{U}, \tilde{V}\} \):

(a) \( \tilde{U} \cap [0, 1] \neq \emptyset \neq \tilde{V} \cap [0, 1] \): since \( x = 1 \cdot x + (1 - 1) \cdot y \in U \) and \( y = 0 \cdot x + (1 - 0) \cdot y \in V \), we have \( 1 \in U \) and \( 0 \in V \);

(b) \( (\tilde{U} \cap [0, 1]) \cap (\tilde{V} \cap [0, 1]) = \emptyset \): if \( t \in (\tilde{U} \cap [0, 1]) \cap (\tilde{V} \cap [0, 1]) \), then \( tx + (1 - t)y \in (U \cap C) \cap (V \cap C) \), which is impossible;

(c) \( (\tilde{U} \cap [0, 1]) \cup (\tilde{V} \cap [0, 1]) = [0, 1] \): for \( t \in [0, 1] \), we have \( tx + (1 - t)y \in C = (U \cap C) \cup (V \cup C) \)—due to the convexity of \( C \)—, so that \( t \in (\tilde{U} \cap [0, 1]) \cup (\tilde{V} \cap [0, 1]) \).

Hence, \( \{\tilde{U}, \tilde{V}\} \) is a disconnection for \([0, 1] \), which is impossible.

**Example.** \( \emptyset \), \( \mathbb{R}^N \), and all closed and open balls and intervals in \( \mathbb{R}^N \) are connected.
Corollary 1.4.23. The only subsets of $\mathbb{R}^N$ which are both open and closed are $\emptyset$ and $\mathbb{R}^N$.

Proof. Let $U \subset \mathbb{R}^N$ be both open and closed, and assume that $\emptyset \neq U \neq \mathbb{R}^N$. Then $\{U, U^c\}$ would be a disconnection for $\mathbb{R}^N$. \hfill \Box

Exercises

1. Let $S \subset \mathbb{R}^N$. Show that $x \in \mathbb{R}^N$ is a cluster point of $S$ if and only if each neighbourhood of $x$ contains an infinite number of points in $S$.

2. Let $S \subset \mathbb{R}^N$ be any set. Show that $\partial S$ is closed.

3. For $j = 1, \ldots, N$, let $I_j = [a_j, b_j]$ with $a_j < b_j$, and let $I := I_1 \times \cdots \times I_N$. Determine $\partial I$. (Hint: Draw a sketch for $N = 2$ or $N = 3$.)

4. Which of the following sets are compact:
   
   (a) $\{x \in \mathbb{R}^N : r \leq ||x|| \leq R\}$ with $0 < r < R$;
   
   (b) $\{(x, y) \in \mathbb{R}^2 : x - y \in [0, 1]\}$;
   
   (c) $\{(t \cos t, t \sin t) : t \in (0, \infty)\}$.

   Justify your answers.

5. Show that:
   
   (a) if $U_1 \subset \mathbb{R}^N$ and $U_2 \subset \mathbb{R}^M$ are open, then so is $U_1 \times U_2 \subset \mathbb{R}^{N+M}$;
   
   (b) if $F_1 \subset \mathbb{R}^N$ and $F_2 \subset \mathbb{R}^M$ are closed, then so is $F_1 \times F_2 \subset \mathbb{R}^{N+M}$;
   
   (c) if $K_1 \subset \mathbb{R}^N$ and $K_2 \subset \mathbb{R}^M$ are compact, then so is $K_1 \times K_2 \subset \mathbb{R}^{N+M}$.

6. Show that a subset $K$ of $\mathbb{R}^N$ is compact if and only if it has the finite intersection property, i.e., if $\{F_i : i \in I\}$ is a family of closed sets in $\mathbb{R}^N$ such that $K \cap \bigcap_{i \in I} F_i = \emptyset$, then there are $i_1, \ldots, i_n \in I$ such that $K \cap F_{i_1} \cap \cdots \cap F_{i_n} = \emptyset$.

7. Show that the subset
   
   $\{(x, y) \in \mathbb{R}^2 : y \leq |x|\}$

   of $\mathbb{R}^2$ is not convex, but nevertheless connected.

8. Let $C \subset \mathbb{R}^N$ be connected. Show that $\overline{C}$ is also connected.

9. Determine whether or not the set
   
   $\{(x, y, z) \in \mathbb{R}^3 : 1 \leq x^2 + y^2 \leq 4, z \in \{0, 1\}\}$

   is (a) open, (b) closed, (c) compact, or (d) connected.
10. Let $\emptyset \neq S \subset \mathbb{R}^N$ be arbitrary, and let $\emptyset \neq U \subset \mathbb{R}^N$ be open. Show that

$$S + U := \{ x + y : x \in S, y \in U \}$$

is open.
Chapter 2

Limits and Continuity

2.1 Limits of Sequences

Definition 2.1.1. A sequence in a set $S$ is a function $s: \mathbb{N} \to S$.

When dealing with a sequence $s: \mathbb{N} \to S$, we prefer to write $s_n$ instead of $s(n)$ and denote the whole sequence $s$ by $(s_n)_{n=1}^\infty$. We shall also consider, when the occasion arises, sequences indexed over subsets of $\mathbb{Z}$ other than $\mathbb{N}$, e.g., $\{n \in \mathbb{Z} : n \geq -333\}$.

Definition 2.1.2. A sequence $(x_n)_{n=1}^\infty$ in $\mathbb{R}^N$ converges or is convergent to $x \in \mathbb{R}^N$ if, for each neighborhood $U$ of $x$, there is $n_U \in \mathbb{N}$ such that $x_n \in U$ for all $n \geq n_U$. The vector $x$ is called the limit of $(x_n)_{n=1}^\infty$. A sequence that does not converge is said to diverge or to be divergent.

Equivalently, the sequence $(x_n)_{n=1}^\infty$ converges to $x \in \mathbb{R}^N$ if, for each $\epsilon > 0$, there is $n_\epsilon \in \mathbb{N}$ such that $\|x_n - x\| < \epsilon$ for all $n \geq n_\epsilon$.

If a sequence $(x_n)_{n=1}^\infty$ in $\mathbb{R}^N$ converges to $x \in \mathbb{R}^N$, we write $x = \lim_{n \to \infty} x_n$ or $x_n \Rightarrow x$ or simply $x_n \to x$.

Proposition 2.1.3. Every sequence in $\mathbb{R}^N$ has at most one limit.

Proof. Let $(x_n)_{n=1}^N$ be a sequence in $\mathbb{R}^N$ with limits $x, y \in \mathbb{R}^N$. Assume that $x \neq y$, and set $\epsilon := \frac{\|x-y\|}{2}$.

Since $x = \lim_{n \to \infty} x_n$, there is $n_x \in \mathbb{N}$ such that $\|x_n - x\| < \epsilon$ for $n \geq n_x$, and since also $y = \lim_{n \to \infty} x_n$, there is $n_y \in \mathbb{N}$ such that $\|x_n - y\| < \epsilon$ for $n \geq n_y$. For $n \geq \max\{n_x, n_y\}$, we then have

$$\|x - y\| \leq \|x - x_n\| + \|x_n - y\| < 2\epsilon = \|x - y\|,$$

which is impossible. \qed
Proposition 2.1.4. Every convergent sequence in $\mathbb{R}^N$ is bounded.

We omit the proof which is almost verbatim like in the one-dimensional case.

Theorem 2.1.5. Let $(x_n)_{n=1}^\infty = \left(\left(x_n^{(1)}, \ldots, x_n^{(N)}\right)\right)_{n=1}^\infty$ be a sequence in $\mathbb{R}^N$. Then the following are equivalent for $x = (x^{(1)}, \ldots, x^{(N)})$:

(i) $\lim_{n \to \infty} x_n = x$;

(ii) $\lim_{n \to \infty} x_n^{(j)} = x^{(j)}$ for $j = 1, \ldots, N$.

Proof. (i) $\implies$ (ii): Let $\epsilon > 0$. Then there is $n_\epsilon \in \mathbb{N}$ such that $\|x_n - x\| < \epsilon$ for all $n \geq n_\epsilon$, so that

$$\left| x_n^{(j)} - x^{(j)} \right| \leq \|x_n - x\| < \epsilon$$

holds for all $n \geq n_\epsilon$ and for all $j = 1, \ldots, N$. This proves (ii).

(ii) $\implies$ (i): Let $\epsilon > 0$. For each $j = 1, \ldots, N$, there is $n_\epsilon^{(j)} \in \mathbb{N}$ such that

$$\left| x_n^{(j)} - x^{(j)} \right| < \frac{\epsilon}{\sqrt{N}}$$
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holds for all \( j = 1, \ldots, N \) and for all \( n \geq n_\epsilon^{(j)} \). Let \( n_\epsilon := \max \{ n_\epsilon^{(1)}, \ldots, n_\epsilon^{(N)} \} \). It follows that
\[
\max_{j=1,\ldots,N} \left| x_n^{(j)} - x^{(j)} \right| < \frac{\epsilon}{\sqrt{N}}
\]
and thus
\[
\|x_n - x\| \leq \sqrt{N} \max_{j=1,\ldots,N} \left| x_n^{(j)} - x^{(j)} \right| < \epsilon
\]
for all \( n \geq n_\epsilon \).

\[\square\]

**Examples.** 1. The sequence
\[
\left( \frac{1}{n}, 3, \frac{3n^2 - 4}{n^2 + 2n} \right)_{n=1}^{\infty}
\]
converges to \((0, 3, 3)\), because \( \frac{1}{n} \to 0 \), \( 3 \to 3 \) and \( \frac{3n^2 - 4}{n^2 + 2n} \to 3 \) in \( \mathbb{R} \).

2. The sequence
\[
\left( \frac{1}{n^3 + 3n}, (-1)^n \right)_{n=1}^{\infty}
\]
diverges because \(((-1)^n)_{n=1}^{\infty}\) does not converge in \( \mathbb{R} \).

Since convergence in \( \mathbb{R}^N \) is nothing but coordinatewise convergence, the following is a straightforward consequence of the limit rules in \( \mathbb{R} \):

**Proposition 2.1.6 (Limit Rules).** Let \((x_n)_{n=1}^{\infty}\), \((y_n)_{n=1}^{\infty}\) be convergent sequences in \( \mathbb{R}^N \), and let \((\lambda_n)_{n=1}^{\infty}\) be a convergent sequence in \( \mathbb{R} \). Then the sequences \((x_n + y_n)_{n=1}^{\infty}\), \((\lambda_n x_n)_{n=1}^{\infty}\), and \((x_n \cdot y_n)_{n=1}^{\infty}\) are also convergent such that:
\[
\lim_{n \to \infty} (x_n + y_n) = \lim_{n \to \infty} x_n + \lim_{n \to \infty} y_n,
\]
\[
\lim_{n \to \infty} \lambda_n x_n = (\lim_{n \to \infty} \lambda_n)(\lim_{n \to \infty} x_n)
\]
and
\[
\lim_{n \to \infty} (x_n \cdot y_n) = (\lim_{n \to \infty} x_n) \cdot (\lim_{n \to \infty} y_n).
\]

**Definition 2.1.7.** Let \((s_n)_{n=1}^{\infty}\) be a sequence in a set \( S \), and let \( n_1 < n_2 < \cdots \). Then \((s_{n_k})_{k=1}^{\infty}\) is called a subsequence of \((x_n)_{n=1}^{\infty}\).

As in \( \mathbb{R} \), we have:

**Theorem 2.1.8.** Every bounded sequence in \( \mathbb{R}^N \) has a convergent subsequence.

**Proof.** Let \((x_n)_{n=1}^{\infty}\) be a bounded sequence in \( \mathbb{R}^N \), and let \( S := \{ x_n : n \in \mathbb{N} \} \).

If \( S \) is finite, \((x_n)_{n=1}^{\infty}\) obviously has a constant and thus convergent subsequence.
Suppose therefore that $S$ is infinite. By the Bolzano–Weierstraß theorem, it therefore has a cluster point $x$. Choose $n_1 \in \mathbb{N}$ such that $x_{n_1} \in B_1(x) \setminus \{x\}$. Suppose now that $n_1 < n_2 < \cdots < n_k$ have already been constructed such that

$$x_{n_j} \in B_1(x) \setminus \{x\}$$

for $j = 1, \ldots, k$. Let

$$\epsilon := \min \left\{ \frac{1}{k+1}, \|x_l - x\| : l = 1, \ldots, n_k \text{ and } x_l \neq x \right\}.$$

Then there is $n_{k+1} \in \mathbb{N}$ such that $x_{n_{k+1}} \in B_\epsilon(x) \setminus \{x\}$. By the choice of $\epsilon$, it is clear that $x_{n_{k+1}} \neq x_l$ for $l = 1, \ldots, n_k$, so that $n_{k+1} > n_k$.

The subsequence $(x_{n_k})_{k=1}^\infty$ obtained in this fashion satisfies

$$\|x_{n_k} - x\| < \frac{1}{k}$$

for all $k \in \mathbb{N}$, so that $x = \lim_{k \to \infty} x_{n_k}$.

**Definition 2.1.9.** A sequence $(x_n)_{n=1}^\infty$ in $\mathbb{R}$ is called decreasing if $x_1 \geq x_2 \geq x_3 \geq \cdots$ and increasing if $x_1 \leq x_2 \leq x_3 \leq \cdots$. It is called monotone if it is increasing or decreasing.

**Theorem 2.1.10.** A monotone sequence converges if and only if it is bounded.

**Proof.** Let $(x_n)_{n=1}^\infty$ be a bounded, monotone sequence. Without loss of generality, suppose that $(x_n)_{n=1}^\infty$ is increasing. By Theorem 2.1.8, $(x_n)_{n=1}^\infty$ has a subsequence $(x_{n_k})_{k=1}^\infty$ which converges. Let $x := \lim_{k \to \infty} x_{n_k}$. We will show that actually $x = \lim_{n \to \infty} x_n$.

Let $\epsilon > 0$. Then there is $k_\epsilon \in \mathbb{N}$ such that

$$x - x_{n_k} = |x_{n_k} - x| < \epsilon,$$

i.e.

$$x - \epsilon < x_{n_k} < x + \epsilon$$

for all $k \geq k_\epsilon$. Let $n_\epsilon := n_{k_\epsilon}$, and let $n \geq n_\epsilon$. Pick $m \in \mathbb{N}$ be such that $n_m \geq n$, and note that $x_{n_\epsilon} \leq x_n \leq x_{n_m}$, so that

$$x - \epsilon \leq x_{n_\epsilon} \leq x_n \leq x_{n_m} < x + \epsilon,$$

i.e.,

$$|x - x_n| < \epsilon.$$

This means that indeed $x = \lim_{n \to \infty} x_n$. \qed
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Example. Let \( \theta \in (0, 1) \), so that

\[
0 < \theta^{n+1} = \theta \theta^n < \theta^n \leq 1
\]

for all \( n \in \mathbb{N} \). Hence, the sequence \((\theta^n)_{n=1}^\infty\) is bounded and decreasing and thus convergent. Since

\[
\lim_{n \to \infty} \theta^n = \lim_{n \to \infty} \theta^{n+1} = \theta \lim_{n \to \infty} \theta^n,
\]

it follows that \( \lim_{n \to \infty} \theta^n = 0 \).

Theorem 2.1.11. The following are equivalent for a set \( F \subset \mathbb{R}^N \):

(i) \( F \) is closed.

(ii) for each sequence \((x_n)_{n=1}^\infty\) in \( F \) with limit \( x \in \mathbb{R}^N \), we already have \( x \in F \).

\begin{proof}
(i) \( \implies \) (i): Let \((x_n)_{n=1}^\infty\) be a convergent sequence in \( F \) with limit \( x \in \mathbb{R}^N \). Assume that \( x \notin F \), i.e., \( x \in F^c \). Since \( F^c \) is open, there is \( \epsilon > 0 \) such that \( B_\epsilon(x) \subset F^c \). Since \( x = \lim_{n \to \infty} x_n \), there is \( n_\epsilon \in \mathbb{N} \) such that \( \|x_n - x\| < \epsilon \) for all \( n \geq n_\epsilon \). But this, in turn, means that \( x_n \in B_\epsilon(x) \subset F^c \) for \( n \geq n_\epsilon \), which is absurd.

(ii) \( \implies \) (i): Assume that \( F \) is not closed, i.e. \( F^c \) is not open. Hence, there is \( x \in F^c \) such that \( B_\epsilon(x) \cap F \neq \emptyset \) for all \( \epsilon > 0 \). In particular, there is, for each \( n \in \mathbb{N} \), an element \( x_n \in F \) with \( \|x_n - x\| < \frac{1}{n} \). It follows that \( x = \lim_{n \to \infty} x_n \) even though \((x_n)_{n=1}^\infty\) lies in \( F \) whereas \( x \notin F \).
\end{proof}

Example. The set

\[
F = \{(x_1, \ldots, x_N) \in \mathbb{R}^N : x_1 - x_2 - \cdots - x_N \in [0, 1]\}
\]

is closed. To see this, let \((x_n)_{n=1}^\infty\) be a sequence in \( F \) which converges to some \( x \in \mathbb{R}^N \).

We have

\[
x_{n,1} - x_{n,2} - \cdots - x_{n,N} \in [0, 1]
\]

for \( n \in \mathbb{N} \). Since \([0, 1]\) is closed this means that

\[
x_1 - x_2 - \cdots - x_N = \lim_{n \to \infty} (x_{n,1} - x_{n,2} - \cdots - x_{n,N}) \in [0, 1],
\]

so that \( x \in F \).

Theorem 2.1.12. The following are equivalent for a set \( K \subset \mathbb{R}^N \):

(i) \( K \) is compact.

(ii) every sequence in \( K \) has a subsequence that converges to a point in \( K \).
Proof. (i) $\implies$ (ii): Let $(x_n)_{n=1}^{\infty}$ be a sequence in $K$, which is then necessarily bounded. Hence, it has a convergent subsequence with limit, say $x \in \mathbb{R}^N$. Since $K$ is also closed, it follows from Theorem 2.1.11 that $x \in K$.

(ii) $\implies$ (i): Assume that $K$ is not compact. By the Heine–Borel theorem, this leaves two cases:

Case 1: $K$ is not bounded. In this case, there is, for each $n \in \mathbb{N}$, and element $x_n \in K$ with $\|x_n\| \geq n$. Hence, every subsequence of $(x_n)_{n=1}^{\infty}$ is unbounded and thus diverges.

Case 2: $K$ is not closed. By Theorem 2.1.11, there is a sequence $(x_n)_{n=1}^{\infty}$ in $K$ that converges to a point $x \in K^c$. Since every subsequence of $(x_n)_{n=1}^{\infty}$ converges to $x$ as well, this violates (ii).

Corollary 2.1.13. Let $\emptyset \neq F \subset \mathbb{R}^N$ be closed, and let $\emptyset \neq K \subset \mathbb{R}^N$ be compact such that

$$\inf\{\|x - y\| : x \in K, y \in F\} = 0.$$ 

Then $F$ and $K$ have non-empty intersection.

This is wrong if $K$ is only required to be closed, but not necessarily compact:

![Figure 2.2: Two closed sets in $\mathbb{R}^2$ with distance zero, but empty intersection](image)

Proof. For each $n \in \mathbb{N}$, choose $x_n \in K$ and $y - n \in F$ such that $\|x_n - y_n\| < \frac{1}{n}$. By Theorem 2.1.12, $(x_n)_{n=1}^{\infty}$ has a subsequence $(x_{n_k})_{k=1}^{\infty}$ converging to $x \in K$. Since $\lim_{n \to \infty}(x_n - y_n) = 0$, it follows that

$$x = \lim_{k \to \infty} x_{n_k} = \lim_{k \to \infty} ((x_{n_k} - y_{n_k}) + y_{n_k}) = \lim_{k \to \infty} y_{n_k}$$

and thus, from Theorem 2.1.11, $x \in F$ holds as well.

Definition 2.1.14. A sequence $(x_n)_{n=1}^{\infty}$ in $\mathbb{R}^N$ is called a Cauchy sequence if, for each $\epsilon > 0$, there is $n_\epsilon \in \mathbb{N}$ such that $\|x_n - x_m\| < \epsilon$ for $n, m \geq n_\epsilon$. 
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Theorem 2.1.15. A sequence in $\mathbb{R}^N$ is a Cauchy sequence if and only if it converges.

Proof. Let $(x_n)_{n=1}^{\infty}$ be a sequence in $\mathbb{R}^N$ with limit $x \in \mathbb{R}^N$. Let $\epsilon > 0$. Then there is $n_\epsilon \in \mathbb{N}$ such that $\|x_n - x\| < \frac{\epsilon}{2}$ for all $n \geq n_\epsilon$. It follows that

$$\|x_n - x_m\| \leq \|x_n - x\| + \|x - x_m\| < \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon$$

for $n, m \geq n_\epsilon$. Hence, $(x_n)_{n=1}^{\infty}$ is a Cauchy sequence.

Conversely, suppose that $(x_n)_{n=1}^{\infty}$ is a Cauchy sequence. Then there is $n_1 \in \mathbb{N}$ such that $\|x_n - x_m\| < 1$ for all $n, m \geq n_1$. For $n \geq n_1$, this means in particular that

$$\|x_n\| \leq \|x_n - x_{n_1}\| + \|x_{n_1}\| < 1 + \|x_{n_1}\|.$$

Let

$$C := \max\{\|x_1\|, \ldots, \|x_{n_1-1}\| + 1 + \|x_{n_1}\|\}.$$

Then it is immediate that $\|x_n\| \leq C$ for all $n \in \mathbb{N}$. Hence, $(x_n)_{n=1}^{\infty}$ is bounded and thus has a convergent subsequence, say $(x_{n_k})_{k=1}^{\infty}$. Let $x := \lim_{k \to \infty} x_{n_k}$, and let $\epsilon > 0$. Let $n_0 \in \mathbb{N}$ be such that $\|x_n - x_m\| < \frac{\epsilon}{2}$ for $n \geq n_0$, and let $k_\epsilon \in \mathbb{N}$ be such that $\|x_{n_k} - x\| < \frac{\epsilon}{2}$ for $k \geq k_\epsilon$. Let $n_\epsilon := n_{\max\{k_\epsilon, n_0\}}$. Then it follows that

$$\|x_n - x\| \leq \underbrace{\|x_n - x_{n_k}\|}_{< \frac{\epsilon}{2}} + \underbrace{\|x_{n_k} - x\|}_{< \frac{\epsilon}{2}} < \epsilon$$

for $n \geq n_\epsilon$. \qed

Example. For $n \in \mathbb{N}$, let

$$s_n := \sum_{k=1}^{n} \frac{1}{k}.$$ 

It follows that

$$|s_{2n} - s_n| = \sum_{k=n+1}^{2n} \frac{1}{k} \geq \sum_{k=n+1}^{2n} \frac{1}{2n} = \frac{1}{2},$$

so that $(s_n)_{n=1}^{\infty}$ cannot be a Cauchy sequence and thus has to diverge. Since $(s_n)_{n=1}^{\infty}$ is increasing, this does in fact mean that it must be unbounded.

Exercises

1. Use induction to prove Bernoulli’s Inequality, i.e.,

$$(1 + x)^n \geq 1 + nx$$

for $n \in \mathbb{N}_0$ and $x \geq -1$. Conclude that, if $\theta > 1$ and $R \in \mathbb{R}$, there is $n \in \mathbb{N}$ such that $\theta^n > R$. Conclude that the sequence $(\theta^n)_{n=1}^{\infty}$ does not converge.
2. Let \((x_n)_{n=1}^{\infty}\) be a convergent sequence in \(\mathbb{R}^N\) with limit \(x\). Show that \(\{x_n : n \in \mathbb{N}\} \cup \{x\}\) is compact.

3. Let \((x_n)_{n=1}^{\infty}\) be a sequence in \(\mathbb{R}^N\) such that there is \(\theta \in (0, 1)\) with
   \[
   \|x_{n+2} - x_{n+1}\| \leq \theta \|x_{n+1} - x_n\|
   \]
   for \(n \in \mathbb{N}\). Show that \((x_n)_{n=1}^{\infty}\) converges.
   
   (Hint: Show first that
   \[
   \|x_{n+1} - x_n\| \leq \theta^{n-1}\|x_2 - x_1\|
   \]
   for \(n \in \mathbb{N}\), and then use this and the fact that \(\sum_{n=0}^{\infty} \theta^n\) converges to show that \((x_n)_{n=1}^{\infty}\) is a Cauchy sequence.)

4. Let \(S \subset \mathbb{R}^N\), and let \(x \in \mathbb{R}^N\). Show that \(x \in S\) if and only if there is a sequence \((x_n)_{n=1}^{\infty}\) in \(S\) such that \(x = \lim_{n \to \infty} x_n\).

2.2 Limits of Functions

We define the limit of a function (at a point) through limits of sequences:

Definition 2.2.1. Let \(\varnothing \neq D \subset \mathbb{R}^N\), let \(f : D \to \mathbb{R}^M\) be a function, and let \(x_0 \in \overline{D}\). Then \(L \in \mathbb{R}^M\) is called the \textit{limit of} \(f\) \textit{for} \(x \to x_0\) (in symbols: \(L = \lim_{x \to x_0} f(x)\)) if
   \[
   \lim_{n \to \infty} f(x_n) = L
   \]
   for each sequence \((x_n)_{n=1}^{\infty}\) in \(D\) with \(\lim_{n \to \infty} x_n = x_0\).

It is important that \(x_0 \in \overline{D}\); otherwise there are not sequences in \(D\) converging to \(x_0\). For example, \(\lim_{x \to -1} \sqrt{x}\) is simply meaningless.

Examples. 1. Let \(D = [0, \infty)\), and let \(f(x) = \sqrt{x}\). Let \((x_n)_{n=1}^{\infty}\) be a sequence in \(D\) with \(\lim_{n \to \infty} x_n = x_0\). For \(n \in \mathbb{N}\), we have
   \[
   |\sqrt{x_n} - \sqrt{x_0}|^2 \leq |\sqrt{x_n} - \sqrt{x_0}|(\sqrt{x_n} + \sqrt{x_0}) = |x_n - x_0|.
   \]
   Let \(\epsilon > 0\), and choose \(n_\epsilon \in \mathbb{N}\) such that \(|x_n - x_0| < \epsilon^2\) for \(n \geq n_\epsilon\). It follows that
   \[
   |\sqrt{x_n} - \sqrt{x_0}| < \epsilon
   \]
   for \(n \geq n_\epsilon\). Since \(\epsilon > 0\) was arbitrary, \(\lim_{n \to \infty} \sqrt{x_n} = \sqrt{x_0}\) holds. Hence, we have \(\lim_{x \to x_0} \sqrt{x} = \sqrt{x_0}\).

2. Let \(D = (0, \infty)\), and let \(f(x) = \frac{1}{x}\). Let \((x_n)_{n=1}^{\infty}\) be a sequence in \(D\) with \(\lim_{n \to \infty} x_n = 0\). Let \(R > 0\). Then there is \(n_0 \in \mathbb{N}\) such that \(x_{n_0} < \frac{1}{R}\) and thus \(f(x_{n_0}) = \frac{1}{x_{n_0}} > R\). Hence, the sequence \((f(x_n))_{n=1}^{\infty}\) is unbounded and thus divergent. Consequently, \(\lim_{x \to 0} f(x)\) does not exist.
3. Let

\[ f : \mathbb{R}^2 \setminus \{(0,0)\} \to \mathbb{R}, \quad (x,y) \mapsto \frac{xy}{x^2 + y^2}. \]

Let \( x_n = \left( \frac{1}{n}, \frac{1}{n} \right) \), so that \( \lim_{n \to \infty} x_n = 0 \). Then

\[ f(x_n) = f \left( \frac{1}{n}, \frac{1}{n} \right) = \frac{1}{n^2} + \frac{1}{n^2} = \frac{1}{2} \]

holds for all \( n \in \mathbb{N} \).

On the other hand, let \( \tilde{x}_n = \left( \frac{1}{n}, \frac{1}{n^2} \right) \), so that

\[ f(\tilde{x}_n) = f \left( \frac{1}{n}, \frac{1}{n^2} \right) = \frac{1}{n^2} + \frac{1}{n^2} = \frac{n^4}{n^2 + 1} = \frac{1}{1 + \frac{1}{n^2}} \to 0. \]

Consequently, \( \lim_{(x,y) \to (0,0)} f(x, y) \) does not exist.

As in one variable, the limit of a function at a point can be described in alternative ways:

**Theorem 2.2.2.** Let \( \emptyset \neq D \subset \mathbb{R}^N \), let \( f : D \to \mathbb{R}^M \), and let \( x_0 \in \overline{D} \). Then the following are equivalent for \( L \in \mathbb{R}^M \):

(i) \( \lim_{x \to x_0} f(x) = L \);

(ii) for each \( \epsilon > 0 \), there is \( \delta > 0 \) such that \( \| f(x) - L \| < \epsilon \) for each \( x \in D \) with \( \| x - x_0 \| < \delta \);

(iii) for each neighborhood \( U \) of \( L \), there is a neighborhood \( V \) of \( x_0 \) such that \( f^{-1}(U) = V \cap D \).

**Proof.** (i) \( \implies \) (ii): Assume that (i) holds, but that (ii) is false. Then there is \( \epsilon_0 > 0 \) such that, for each \( \delta > 0 \), there is \( x_\delta \in D \) with \( \| x_\delta - x_0 \| < \delta \), but \( \| f(x_\delta) - L \| \geq \epsilon_0 \). In particular, for each \( n \in \mathbb{N} \), there is \( x_n \in D \) with \( \| x_n - x_0 \| < \frac{1}{n} \), but \( \| f(x_n) - L \| \geq \epsilon_0 \). It follows that \( \lim_{n \to \infty} x_n = x_0 \) whereas \( f(x_n) \not\to L \). This contradicts (i).

(ii) \( \implies \) (iii): Let \( U \) be a neighborhood of \( L \). Choose \( \epsilon > 0 \) such that \( B_\epsilon(L) \subset U \), and choose \( \delta > 0 \) as in (ii). It follows that

\[ D \cap B_\delta(x_0) \subset f^{-1}(B_\epsilon(L)) \subset f^{-1}(U). \]

Let \( V := B_\delta(x_0) \cup f^{-1}(U) \).

(iii) \( \implies \) (i): Let \( (x_n)_{n=1}^\infty \) be a sequence in \( D \) with \( \lim_{n \to \infty} x_n = x_0 \). Let \( U \) be a neighborhood of \( L \). By (iii), there is a neighborhood \( V \) of \( x_0 \) such that \( f^{-1}(U) = V \cap D \).

Since \( x_0 \) is the limit of \( x_n \), there is \( n_V \in \mathbb{N} \) such that \( x_n \in V \) for all \( n \geq n_V \). Consequently, \( f(x_n) \in U \) for all \( n \geq n_V \). Since \( U \) is an arbitrary neighborhood of \( L \), we have \( \lim_{n \to \infty} f(x_n) = L \). Since \( (x_n)_{n=1}^\infty \) is an arbitrary sequence in \( D \) converging to \( x_0 \), (i) follows. \( \square \)
Definition 2.2.3. Let $\emptyset \neq D \subset \mathbb{R}^N$, let $f : D \to \mathbb{R}^M$, and let $x_0 \in D$. Then $f$ is continuous at $x_0$ if $\lim_{x \to x_0} f(x) = f(x_0)$.

Applying Theorem 2.2.2 with $L = f(x_0)$ yields:

Theorem 2.2.4. Let $\emptyset \neq D \subset \mathbb{R}^N$, let $f : D \to \mathbb{R}^M$, and let $x_0 \in D$. Then the following are equivalent for $L \in \mathbb{R}^M$:

(i) $f$ is continuous at $x_0$.

(ii) for each $\epsilon > 0$, there is $\delta > 0$ such that $\|f(x) - f(x_0)\| < \epsilon$ for each $x \in D$ with $\|x - x_0\| < \delta$;

(iii) for each neighborhood $U$ of $f(x_0)$, there is a neighborhood $V$ of $x_0$ such that $f^{-1}(U) = V \cap D$.

Continuity in several variables has hereditary properties similar to those in the one variable situation:

Proposition 2.2.5. Let $\emptyset \neq D \subset \mathbb{R}^N$, and let $f, g : D \to \mathbb{R}^M$ and $\phi : D \to \mathbb{R}$ be continuous at $x_0 \in D$. Then the functions

$$f + g : D \to \mathbb{R}^M, \quad x \mapsto f(x) + g(x),$$

$$\phi f : D \to \mathbb{R}^M, \quad x \mapsto \phi(x)f(x),$$

and

$$f \cdot g : D \to \mathbb{R}^M, \quad x \mapsto f(x) \cdot g(x)$$

are continuous at $x_0$.

Proposition 2.2.6. Let $\emptyset \neq D_1 \subset \mathbb{R}^N$, $\emptyset \neq D_2 \subset \mathbb{R}^M$, let $f : D_2 \to \mathbb{R}^K$ and $g : D_1 \to \mathbb{R}^M$ be such that $g(D_1) \subset D_2$, and let $x_0 \in D_1$ be such that $g$ is continuous at $x_0$ and that $f$ is continuous at $g(x_0)$. Then

$$f \circ g : D_1 \to \mathbb{R}^K, \quad x \mapsto f(g(x))$$

is continuous at $x_0$.

Proof. Let $(x_n)_{n=1}^\infty$ be a sequence in $D$ such that $x_n \to x_0$. Since $g$ is continuous at $x_0$, we have $g(x_n) \to g(x_0)$, and since $f$ is continuous at $g(x_0)$, this ultimately yields $f(g(x_n)) \to f(g(x_0))$. \qed

Proposition 2.2.7. Let $\emptyset \neq D \subset \mathbb{R}^N$. Then $f = (f_1, \ldots, f_M) : D \to \mathbb{R}^M$ is continuous at $x_0$ if and only if $f_j : D \to \mathbb{R}$ is continuous at $x_0$ for $j = 1, \ldots, M$. 53
Examples. 1. The function
\[ f : \mathbb{R}^2 \to \mathbb{R}^3, \quad (x, y) \mapsto \left( \sin \left( \frac{xy^2}{x^2 + y^4 + \pi} \right), e^{\sin(\log(x + \cos(x^2)))}, 2004 \right) \]
is continuous at every point of \( \mathbb{R}^2 \).

2. Let
\[ f : \mathbb{R} \to \mathbb{R}^2, \quad x \mapsto \left\{ \begin{array}{ll}
(x, 1), & x \leq 0, \\
(x, -1), & x > 0,
\end{array} \right. \]
so that
\[ f_1 : \mathbb{R} \to \mathbb{R}, \quad x \mapsto x \]
and
\[ f_2 : \mathbb{R} \to \mathbb{R}, \quad x \mapsto \left\{ \begin{array}{ll}
1, & x \leq 0, \\
-1, & x > 0.
\end{array} \right. \]
It follows that \( f_1 \) is continuous at every point of \( \mathbb{R} \), where is \( f_2 \) is continuous only at \( x_0 \neq 0 \). It follows that \( f \) is continuous at every point \( x_0 \neq 0 \), but discontinuous at \( x_0 = 0 \).

Exercises

1. Let \( D := \{(x, y) \in \mathbb{R}^2 : y \neq 0\} \), and let
\[ f : D \to \mathbb{R}, \quad (x, y) \mapsto \frac{x^2}{y} \]
Show that:
(a) \( \lim_{t \to 0} f(tx_0, ty_0) = 0 \) for all \( (x_0, y_0) \in D \);
(b) \( \lim_{(x,y) \to (0,0)} f(x, y) \) does not exist.

2. Let
\[ f : \mathbb{R}^3 \setminus \{0\} \to \mathbb{R}, \quad (x, y, z) \mapsto \frac{xyz}{|x|^3 + |y|^3 + |z|^3} \]
Calculate
\[ \lim_{n \to \infty} f \left( \frac{1}{n}, \frac{1}{n}, \frac{1}{n^2} \right) \quad \text{and} \quad \lim_{n \to \infty} f \left( \frac{1}{n} \right) \left( n, \frac{1}{n} \right). \]
What does this tell you about \( \lim_{(x,y,z) \to (0,0,0)} f(x, y, z) \)?
2.3 Global Properties of Continuous Functions

So far, we have discussed continuity only in local terms, i.e., at a point. In this section, we shall consider continuity globally.

**Definition 2.3.1.** Let $\emptyset \neq D \subset \mathbb{R}^N$. A function $f: D \to \mathbb{R}^M$ is **continuous** on $D$ if it is continuous at each point $x_0 \in D$.

**Theorem 2.3.2.** Let $\emptyset \neq D \subset \mathbb{R}^N$. Then the following are equivalent for $f: D \to \mathbb{R}^M$:

(i) $f$ is continuous.

(ii) for each open $U \subset \mathbb{R}^M$, there is an open set $V \subset \mathbb{R}^N$ such that $f^{-1}(U) = V \cap D$.

**Proof.** (i) $\implies$ (ii): Let $U \subset \mathbb{R}^M$ be open, and let $x \in D$ such that $f(x) \in U$, i.e., $x \in f^{-1}(U)$. Since $U$ is open, there is $\epsilon_x > 0$ such that $B_{\epsilon_x}(f(x)) \subset U$. Since $f$ is continuous at $x$, there is $\delta_x > 0$ such that $\|f(y) - f(x)\| < \epsilon_x$ for all $y \in D$ with $\|y - x\| < \delta_x$, i.e.,

$$B_{\delta_x}(x) \cap D \subset f^{-1}(B_{\epsilon_x}(f(x))) \subset f^{-1}(U).$$

Letting $V := \bigcup_{x \in f^{-1}(U)} B_{\delta_x}(x)$, we obtain an open set such that

$$f^{-1}(U) \subset V \cap D \subset f^{-1}(U).$$

(ii) $\implies$ (i): Let $x_0 \in D$, and choose $\epsilon > 0$. Then there is an open subset $V$ of $\mathbb{R}^N$ such that $V \cap D = f^{-1}(B_\epsilon(f(x_0)))$. Choose $\delta > 0$ such that $B_\delta(x_0) \subset V$. It follows that $\|f(x) - f(x_0)\| < \epsilon$ for all $x \in D$ with $\|x - x_0\| < \delta$. Hence, $f$ is continuous at $x_0$. \qed

**Corollary 2.3.3.** Let $\emptyset \neq D \subset \mathbb{R}^N$. Then the following are equivalent for $f: D \to \mathbb{R}^M$:

(i) $f$ is continuous.

(ii) for each closed $F \subset \mathbb{R}^M$, there is a closed set $G \subset \mathbb{R}^N$ such that $f^{-1}(F) = G \cap D$.

**Proof.** (i) $\implies$ (ii): Let $F \subset \mathbb{R}^M$ be closed. By Theorem 2.3.2, there is an open set $V \subset \mathbb{R}^N$ such that

$$V \cap D = f^{-1}(F^c) = f^{-1}(F)^c.$$

Let $G := V^c$.

(ii) $\implies$ (i): Let $U \subset \mathbb{R}^M$ be open. By (ii), there is a closed set $G \subset \mathbb{R}^N$ with

$$G \cap D = f^{-1}(U^c) = f^{-1}(U)^c.$$

Letting $V := G^c$, we obtain an open set with $V \cap D = f^{-1}(U)$. By Theorem 2.3.2, this implies the continuity of $f$. \qed
Example. The set

\[ F = \{ (x, y, z, u) \in \mathbb{R}^4 : e^{x+y} \sin(zu^2) \in [0, 2] \text{ and } x - y^2 + z^3 - u^4 \in [-\pi, 2018] \} \]

is closed. This can be seen as follows: The function

\[ f : \mathbb{R}^4 \to \mathbb{R}^2, \quad (x, y, z, u) \mapsto (e^{x+y} \sin(zu^2), x - y^2 + z^3 - u^4) \]

is continuous, \([0, 2] \times [-\pi, 2018]\) is closed, and \(F = f^{-1}([0, 2] \times [-\pi, 2018])\).

**Theorem 2.3.4.** Let \(\emptyset \neq K \subset \mathbb{R}^N\) be compact, and let \(f : K \to \mathbb{R}^M\) be continuous. Then \(f(K)\) is compact.

**Proof.** Let \(\{U_i : i \in \mathbb{I}\}\) be an open cover for \(f(K)\). By Theorem 2.3.2, there is, for each \(i \in \mathbb{I}\) and open subset \(V_i\) of \(\mathbb{R}^N\) such that \(V_i \cap K = f^{-1}(U_i)\). Then \(\{V_i : i \in \mathbb{I}\}\) is an open cover for \(K\). Since \(K\) is compact, there are \(i_1, \ldots, i_n \in \mathbb{I}\) such that

\[ K \subset V_{i_1} \cup \cdots \cup V_{i_n}. \]

Let \(x \in K\). Then there is \(j \in \{1, \ldots, n\}\) such that \(x \in V_{i_j}\) and thus \(f(x) \in U_{i_j}\). It follows that

\[ f(K) \subset U_{i_1} \cup \cdots \cup U_{i_n}, \]

so that \(f(K)\) is compact. \(\square\)

**Corollary 2.3.5.** Let \(\emptyset \neq K \subset \mathbb{R}^N\) be compact, and let \(f : K \to \mathbb{R}^M\) be continuous. Then \(f(K)\) is bounded.

**Corollary 2.3.6.** Let \(\emptyset \neq K \subset \mathbb{R}^N\) be compact, and let \(f : K \to \mathbb{R}\) be continuous. Then there are \(x_{\max}, x_{\min} \in K\) such that

\[ f(x_{\max}) = \sup \{f(x) : x \in K\} \quad \text{and} \quad f(x_{\min}) = \inf \{f(x) : x \in K\}. \]

**Proof.** Let \((y_n)_{n=1}^{\infty}\) be a sequence in \(f(K)\) such that \(y_n \to y_0 := \sup \{f(x) : x \in K\}\). Since \(f(K)\) is compact and thus closed, there is \(x_{\max} \in K\) such that \(f(x_{\max}) = y_0\). \(\square\)

The two previous corollaries generalize two well known results on continuous functions on closed, bounded intervals of \(\mathbb{R}\). They show that the crucial property of an interval, say \([a, b]\) that makes these results work in one variable is precisely compactness.

The intermediate value theorem does not extend to continuous functions on arbitrary compact set, as can be seen by very easy examples. The crucial property of \([a, b]\) that makes this particular theorem work is not compactness, but connectedness.

**Theorem 2.3.7.** Let \(\emptyset \neq D \subset \mathbb{R}^N\) be connected, and let \(f : D \to \mathbb{R}^M\) be continuous. Then \(f(D)\) is connected.
Proof. Assume that there is a disconnection \( \{U, V\} \) for \( f(D) \). Since \( f \) is continuous, there are open sets \( \tilde{U}, \tilde{V} \subset \mathbb{R}^N \) open such that

\[
\tilde{U} \cap D = f^{-1}(U) \quad \text{and} \quad \tilde{V} \cap D = f^{-1}(V).
\]

But then \( \{\tilde{U}, \tilde{V}\} \) is a disconnection for \( D \), which is impossible. \( \Box \)

This theorem can be used, for example, to show that certain sets are connected:

**Example.** The unit circle in the plane

\[
S^1 := \{(x, y) \in \mathbb{R}^2 : \| (x, y) \| = 1 \}
\]

is connected because \( \mathbb{R} \) is connected,

\[
f : \mathbb{R} \to \mathbb{R}^2, \quad t \mapsto (\cos t, \sin t),
\]

and \( S^1 = f(\mathbb{R}) \). (Inductively, one can then go on and show that \( S^{N-1} \) is connected for all \( N \geq 2 \).)

**Corollary 2.3.8** (Intermediate Value Theorem). Let \( \emptyset \neq D \subset \mathbb{R}^N \) be connected, let \( f : D \to \mathbb{R} \) be continuous, and let \( x_1, x_2 \in D \) be such that \( f(x_1) < f(x_2) \). Then, for each \( y \in (f(x_1), f(x_2)) \), there is \( x_y \in D \) with \( f(x_y) = y \).

**Proof.** Assume that there is \( y_0 \in (f(x_1), f(x_2)) \) with \( y_0 \notin f(D) \). Then \( \{U, V\} \) with

\[
U := \{y \in \mathbb{R} : y < y_0\} \quad \text{and} \quad V := \{y \in \mathbb{R} : y > y_0\}
\]

is a disconnection for \( f(D) \), which contradicts Theorem 2.3.7. \( \Box \)

**Examples.** 1. Let \( p \) be a polynomial of odd degree with leading coefficient one, so that

\[
\lim_{x \to \infty} p(x) = \infty \quad \text{and} \quad \lim_{x \to -\infty} p(x) = -\infty.
\]

Hence, there are \( x_1, x_2 \in \mathbb{R} \) such that \( p(x_1) < 0 < p(x_2) \). By the Intermediate Value Theorem, there is \( x \in \mathbb{R} \) with \( p(x) = 0 \).

2. Let \( D := \{(x, y, z) \in \mathbb{R}^3 : \|(x, y, z)\| \leq \pi\} \), so that \( D \) is connected. Let

\[
f : D \to \mathbb{R}, \quad (x, y, z) \mapsto \frac{xy + z}{\cos(xyz)^2 + 1}.
\]

Then

\[
f(0, 0, 0) = 0 \quad \text{and} \quad f(1, 0, 1) = \frac{1}{1 + 1} = \frac{1}{2}.
\]

Hence, there is \( (x_0, y_0, z_0) \in D \) such that \( f(x_0, y_0, z_0) = \frac{1}{\pi} \).
Exercises

1. Let $K, L \subset \mathbb{R}^N$ compact and non-empty. Show that

$$K + L := \{x + y : x \in K, y \in L\}$$

is compact in $\mathbb{R}^N$.

2. Let $C \subset \mathbb{R}^N$. We say that $x_0, x_1 \in C$ can be joined by a path if there is a continuous function $\gamma : [0, 1] \to \mathbb{R}^N$ with $\gamma([0, 1]) \subset C$, $\gamma(0) = x_0$, and $\gamma(1) = x_1$. We call $C$ path connected if any two points in $C$ can be joined by a path.

Show that any path connected set is connected.

3. Let $C_1 \subset \mathbb{R}^N$ and $C_1 \subset \mathbb{R}^M$ be path connected. Show that $C_1 \times C_2 \subset \mathbb{R}^{N+M}$ is also path connected.

4. Let

$$C := \left\{(x, \sin \left(\frac{1}{x}\right)) : x > 0\right\} \subset \mathbb{R}^2.$$ 

Show that $C$ is connected, but not path connected. (Hint: Show that $\{0\} \times [-1, 1] \in C$ and that any point in $\{0\} \times [-1, 1]$ cannot be joined by a path with any point of the form $(x, \sin \left(\frac{1}{x}\right))$ with $x > 0$.)

5. Show that $\mathbb{R}^N \setminus \{0\}$ is disconnected if and only if $N = 1$.

6. Let

$$D := \{(e^{xy}, e^{-x^2-z}) : (x, y, z) \in \mathbb{R}^3\}$$

Show that there is $(u, v) \in D$ such that

$$\ln(u + v) = \sqrt{19}.$$ 

2.4 Uniform Continuity

We conclude the chapter on continuity, with a property related to, but stronger than continuity:

**Definition 2.4.1.** Let $\emptyset \neq D \subset \mathbb{R}^N$. Then $f : D \to \mathbb{R}^M$ is called uniformly continuous if, for each $\epsilon > 0$, there is $\delta > 0$ such that $\|f(x_1) - f(x_2)\| < \epsilon$ for all $x_1, x_2 \in D$ with $\|x_1 - x_2\| < \delta$.

The difference between uniform continuity and continuity at every point is that the $\delta > 0$ in the definition of uniform continuity depends only on $\epsilon > 0$, but not on a particular point of the domain.
Examples. 1. All constant functions are uniformly continuous.

2. The function  
   \[ f : [0, 1] \to \mathbb{R}, \quad x \mapsto x^2 \]
   is uniformly continuous. To see this, let \( \epsilon > 0 \), and observe that
   \[ |x_1^2 - x_2^2| = |x_1 + x_2|(x_1 - x_2) \leq 2|x_1 - x_2| \]
   for all \( x_1, x_2 \in [0, 1] \). Choose \( \delta := \frac{\epsilon}{2} \).

3. The function  
   \[ f : (0, 1] \to \mathbb{R}, \quad x \mapsto \frac{1}{x} \]
   is continuous, but not uniformly continuous. For each \( n \in \mathbb{N} \), we have
   \[ |f\left(\frac{1}{n}\right) - f\left(\frac{1}{n+1}\right)| = |n - (n + 1)| = 1. \]
   Therefore, there is no \( \delta > 0 \) such that \( |f\left(\frac{1}{n}\right) - f\left(\frac{1}{n+1}\right)| < \frac{1}{2} \) whenever \( \left|\frac{1}{n} - \frac{1}{n+1}\right| < \delta \).

4. The function  
   \[ f : [0, \infty) \to \mathbb{R}, \quad x \mapsto x^2 \]
   is continuous, but not uniformly continuous. Assume that there is \( \delta > 0 \) such that 
   \( |f(x_1) - f(x_2)| < 1 \) for all \( x_1, x_2 \geq 0 \) with \( |x_1 - x_2| < \delta \). Choose, \( x_1 := \frac{2}{\delta} \) and \( x_2 := \frac{2}{\delta} + \frac{\delta}{2} \). It follows that \( |x_1 - x_2| = \frac{\delta}{2} < \delta \). However, we have
   \[ |f(x_1) - f(x_2)| = |x_1 - x_2|(x_1 + x_2) \]
   \[ = \frac{\delta}{2} \left( \frac{2}{\delta} + \frac{\delta}{2} + \frac{\delta}{2} \right) \]
   \[ \geq \frac{\delta}{2} \cdot \frac{4}{\delta} \]
   \[ = 2. \]

The following theorem is very valuable when it comes to determining that a given function is uniformly continuous:

**Theorem 2.4.2.** Let \( \emptyset \neq K \subset \mathbb{R}^N \) be compact, and let \( f : K \to \mathbb{R}^M \) be continuous. Then \( f \) is uniformly continuous.

**Proof.** Assume that \( f \) is not uniformly continuous, i.e., there is \( \epsilon_0 > 0 \) such that, for all \( \delta > 0 \), there are \( x_\delta, y_\delta \in K \) with \( \|x_\delta - y_\delta\| < \delta \) whereas \( \|f(x_\delta) - f(y_\delta)\| \geq \epsilon_0 \). In particular, there are, for each \( n \in \mathbb{N} \), elements \( x_n, y_n \in K \) such that
   \[ \|x_n - y_n\| < \frac{1}{n} \quad \text{and} \quad \|f(x_n) - f(y_n)\| \geq \epsilon_0. \]
Since $K$ is compact, $(x_n)_{n=1}^\infty$ has a subsequence $(x_{n_k})_{k=1}^\infty$ converging to some $x \in K$. Since $x_{n_k} - y_{n_k} \to 0$, it follows that

$$x = \lim_{k \to \infty} x_{n_k} = \lim_{k \to \infty} y_{n_k}.$$  

The continuity of $f$ yields

$$f(x) = \lim_{k \to \infty} f(x_{n_k}) = \lim_{k \to \infty} f(y_{n_k}).$$

Hence, there are $k_1, k_2 \in \mathbb{N}$ such that

$$\|f(x) - f(x_{n_k})\| < \frac{\epsilon_0}{2} \quad \text{for} \quad k \geq k_1 \quad \text{and} \quad \|f(x) - f(y_{n_k})\| < \frac{\epsilon_0}{2} \quad \text{for} \quad k \geq k_2.$$

For $k \geq \max\{k_1, k_2\}$, we thus have

$$\|f(x_{n_k}) - f(y_{n_k})\| \leq \|f(x_{n_k}) - f(x)\| + \|f(x) - f(y_{n_k})\| < \frac{\epsilon_0}{2} + \frac{\epsilon_0}{2} = \epsilon_0,$$

which is a contradiction. \hfill \Box

**Exercises**

1. Let $\emptyset \neq D \subset \mathbb{R}^N$. A function $f: D \to \mathbb{R}^M$ is called **Lipschitz continuous** if there is $C \geq 0$ such that

$$\|f(x) - f(y)\| \leq C\|x - y\|$$

for all $x, y \in D$.

Show that:

(a) each Lipschitz continuous function is uniformly continuous;

(b) if $f: [a, b] \to \mathbb{R}$ is continuous such that $f$ is differentiable on $(a, b)$ with $f'$ bounded on $(a, b)$, then $f$ is Lipschitz continuous;

(c) the function

$$f: [0, 1] \to \mathbb{R}, \quad x \mapsto \sqrt{x}$$

is uniformly continuous, but not Lipschitz continuous.

2. *(Banach’s Fixed Point Theorem.)* Let $\emptyset \neq F \subset \mathbb{R}^N$ be closed, and let $f: F \to \mathbb{R}^N$ be such that $f(F) \subset F$ and that there is $\theta \in (0, 1)$ with

$$\|f(x) - f(y)\| \leq \theta\|x - y\|$$

for $x, y \in F$. Show that there is a unique $x_0 \in F$ such that $f(x_0) = x_0$. *(Hint: Problem 2.1.3.)*

3. Let $\emptyset \neq D \subset \mathbb{R}^N$, let $f: D \to \mathbb{R}^M$ be continuous, and let $(x_n)_{n=1}^\infty$ be a Cauchy sequence in $D$. Show that $(f(x_n))_{n=1}^\infty$ is a Cauchy sequence in $\mathbb{R}^M$ if $D$ is closed or if $f$ is uniformly continuous.

Does this remain true without any additional requirements for $D$ or $f$?
Chapter 3

Differentiation in $\mathbb{R}^N$

3.1 Differentiation in One Variable: A Review

In this section, we give a quick review of differentiation in one variable.

**Definition 3.1.1.** Let $I \subset \mathbb{R}$ be an interval, and let $x_0 \in I$. Then $f : I \to \mathbb{R}$ is said to be *differentiable at* $x_0$ if

$$
\lim_{h \to 0, h \neq 0} \frac{f(x_0 + h) - f(x_0)}{h}
$$

exists. This limit is denoted by $f'(x_0)$ and called the *first derivative* of $f$ at $x_0$.

Intuitively, differentiability of $f$ at $x_0$ means that we can put a tangent line to the curve given by $f$ at $(x_0, f(x_0))$:

![Tangent lines](image.png)

Figure 3.1: Tangent lines to $f(x)$ at $x_0$ and $x_1$
Example. Let \( n \in \mathbb{N} \), and let \( f : \mathbb{R} \to \mathbb{R}, \ x \mapsto x^n \).

Let \( h \in \mathbb{R} \setminus \{0\} \). From the Binomial Theorem, we know that
\[
(x + h)^n = \sum_{j=0}^{n} \binom{n}{j} x^j h^{n-j}
\]
and thus
\[
(x + h)^n - x^n = \sum_{j=0}^{n-1} \binom{n}{j} x^j h^{n-j}.
\]

Letting \( h \to 0 \), we obtain
\[
\frac{(x + h)^n - x^n}{h} = \sum_{j=0}^{n-1} \binom{n}{j} x^j h^{n-j-1}
\]
\[
= \sum_{j=0}^{n-2} \binom{n}{j} x^j h^{n-j-1} + n x^{n-1}
\]
\[
\to n x^{n-1}.
\]

**Proposition 3.1.2.** Let \( I \subset \mathbb{R} \) be an interval, and let \( f : I \to \mathbb{R} \) be a differentiable at \( x_0 \in I \). Then \( f \) is continuous at \( x_0 \).

**Proof.** Let \( (x_n)_{n=1}^{\infty} \) be a sequence in \( I \) such that \( x_n \to x_0 \). Without loss of generality, suppose that \( x_n \neq x_0 \) for all \( n \in \mathbb{N} \). It follows that
\[
|f(x_n) - f(x_0)| = \frac{|x_n - x|}{|x_n - x|} \left| \frac{f(x_n) - f(x_0)}{x_n - x_0} \right| \to 0.
\]

Hence, \( f \) is continuous at \( x_0 \). \( \square \)

We recall the differentiation rules without proof:

**Proposition 3.1.3** (Rules of Differentiation). Let \( I \subset \mathbb{R} \) be an interval, and let \( f, g : I \to \mathbb{R} \) be differentiable at \( x_0 \in I \). Then \( f + g \), \( fg \), and—if \( g(x_0) \neq 0 \), \( \frac{f}{g} \)—are differentiable at \( x_0 \) such that
\[
(f + g)'(x_0) = f'(x_0) + g'(x_0),
\]
\[
(fg)'(x_0) = f(x_0)g'(x_0) + f'(x_0)g(x_0),
\]
and
\[
\left( \frac{f}{g} \right)'(x_0) = \frac{f'(x_0)g(x_0) - f(x_0)g'(x_0)}{g(x_0)^2}.
\]
Proposition 3.1.4 (Chain Rule). Let \( I, J \subset \mathbb{R} \) be intervals, let \( g : I \to \mathbb{R} \) and \( f : J \to \mathbb{R} \) be functions such that \( g(I) \subset J \), and suppose that \( g \) is differentiable at \( x_0 \in I \) and that \( f \) is differentiable at \( g(x_0) \in J \). Then \( f \circ g : I \to \mathbb{R} \) is differentiable at \( x_0 \) such that

\[
(f \circ g)'(x_0) = f'(g(x_0))g'(x_0).
\]

Definition 3.1.5. Let \( I \subset \mathbb{R} \) be an interval. We call \( f : I \to \mathbb{R} \) differentiable if it is differentiable at each point of \( I \).

Example. Define

\[
f : \mathbb{R} \to \mathbb{R}, \quad x \mapsto \begin{cases} x^2 \sin \left( \frac{1}{x} \right), & x \neq 0, \\ 0, & x = 0. \end{cases}
\]

It is clear \( f \) is differentiable at all \( x \neq 0 \) with

\[
f'(x) = 2x \sin \left( \frac{1}{x} \right) - x^2 \frac{1}{x^2} \cos \left( \frac{1}{x} \right) = 2x \sin \left( \frac{1}{x} \right) - \cos \left( \frac{1}{x} \right).
\]

Let \( h \neq 0 \). Then we have

\[
\lim_{h \to 0} \frac{f(0 + h) - f(0)}{h} = \lim_{h \to 0} \frac{1}{h} h^2 \sin \left( \frac{1}{h} \right) = \lim_{h \to 0} h \sin \left( \frac{1}{h} \right) = 0,
\]

so that \( f \) is also differentiable at \( x = 0 \) with \( f'(0) = 0 \). Let \( x_n := \frac{1}{2\pi n} \), so that \( x_n \to 0 \). It follows that

\[
f'(x_n) = \frac{1}{\pi n} \sin(2\pi n) - \cos(2\pi n) \not\to f'(0).
\]

Hence, \( f' \) is not continuous at \( x = 0 \).

Definition 3.1.6. Let \( \emptyset \neq D \subset \mathbb{R} \), and let \( x_0 \) be an interior point of \( D \). Then \( f : D \to \mathbb{R} \) is said to have a local maximum [minimum] at \( x_0 \) if there is \( \epsilon > 0 \) such that \( (x_0 - \epsilon, x_0 + \epsilon) \subset D \) and \( f(x) \leq f(x_0) \) [\( f(x) \geq f(x_0) \)] for all \( x \in (x_0 - \epsilon, x_0 + \epsilon) \). If \( f \) has a local maximum or minimum at \( x_0 \), we say that \( f \) has a local extremum at \( x_0 \).

Theorem 3.1.7. Let \( \emptyset \neq D \subset \mathbb{R} \), let \( f : D \to \mathbb{R} \) have a local extremum at \( x_0 \in \text{int} \ D \), and suppose that \( f \) is differentiable at \( x_0 \). Then \( f'(x_0) = 0 \) holds.

Proof. We only treat the case of a local maximum.

Let \( \epsilon > 0 \) be as in Definition 3.1.6. For \( h \in (-\epsilon, 0) \), we have \( x_0 + h \in (x_0 - \epsilon, x_0 + \epsilon) \), so that

\[
\lim_{h \to 0^-} \frac{f(x_0 + h) - f(x_0)}{h} \leq 0.
\]

Hence, \( f'(x_0) = 0 \) holds.
It follows that $f'(x_0) \geq 0$. On the other hand, we have for $h \in (0, \epsilon)$ that

$$\frac{f(x_0 + h) - f(x_0)}{h} \leq 0,$$

so that $f'(x_0) \leq 0$.

Consequently, $f'(x_0) = 0$ holds. \hfill \Box

**Lemma 3.1.8** (Rolle’s “Theorem”). Let $a < b$, and let $f : [a, b] \to \mathbb{R}$ be continuous such that $f(a) = f(b)$ and such that $f$ is differentiable on $(a, b)$. Then there is $\xi \in (a, b)$ such that $f'(\xi) = 0$.

**Proof.** The claim is clear if $f$ is constant. Hence, we may suppose that $f$ is not constant. Since $f$ is continuous, there is $\xi_1, \xi_2 \in [a, b]$ such that

$$f(\xi_1) = \sup \{ f(x) : x \in [a, b] \} \quad \text{and} \quad f(\xi_2) = \sup \{ f(x) : x \in [a, b] \}.$$ 

Since $f$ is not constant and since $f(a) = f(b)$, it follows that $f$ attains at least one local extremum at some point $\xi \in (a, b)$. By Theorem 3.1.7, this means $f'(\xi) = 0$. \hfill \Box

**Theorem 3.1.9** (Mean Value Theorem). Let $a < b$, and let $f : [a, b] \to \mathbb{R}$ be continuous and differentiable on $(a, b)$. Then there is $\xi \in (a, b)$ such that

$$f'(\xi) = \frac{f(b) - f(a)}{b - a}.$$
Figure 3.2: Mean Value Theorem

Proof. Define \( g: [a, b] \to \mathbb{R} \) by letting

\[
g(x) := (f(x) - f(a))(b - a) - (f(b) - f(a))(x - a)
\]

for \( x \in [a, b] \). It follows that \( g(a) = g(b) = 0 \). By Rolle’s theorem, there is \( \xi \in (a, b) \) such that

\[
0 = g'(\xi) = f'(\xi)(b - a) - (f(b) - f(a)),
\]

which yields the claim. \( \square \)

Corollary 3.1.10. Let \( I \subset \mathbb{R} \) be an interval, and let \( f: I \to \mathbb{R} \) be differentiable such that \( f' \equiv 0 \). Then \( f \) is constant.

Proof. Assume that \( f \) is not constant. Then there are \( a, b \in I, a < b \) such that \( f(a) \neq f(b) \). By the mean value theorem, there is \( \xi \in (a, b) \) such that

\[
0 = f'\xi = \frac{f(b) - f(a)}{b - a} \neq 0,
\]

which is a contradiction. \( \square \)

3.2 Partial Derivatives

The notion of partial differentiability is the weakest of the several generalizations of differentiability to several variables.
Definition 3.2.1. Let \( \emptyset \neq D \subseteq \mathbb{R}^N \), and let \( x_0 \in \text{int} \ D \). Then \( f : D \to \mathbb{R}^M \) is called partially differentiable at \( x_0 \) if, for each \( j = 1, \ldots, N \), the limit

\[
\lim_{h \to 0 \atop h \neq 0} \frac{f(x_0 + he_j) - f(x_0)}{h}
\]

exists, where \( e_j \) is the \( j \)-th canonical basis vector of \( \mathbb{R}^N \).

We use the notations

\[
\begin{align*}
\frac{\partial f}{\partial x_j}(x_0) \\
D_j f(x_0) \\
f_{x_j}(x_0)
\end{align*}
\]

\[
:= \lim_{h \to 0 \atop h \neq 0} \frac{f(x_0 + he_j) - f(x_0)}{h}
\]

for the (first) partial derivative of \( f \) at \( x_0 \) with respect to \( x_j \).

To calculate \( \frac{\partial f}{\partial x_j}(x_0) \), fix \( x_1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_N \), i.e., treat them as constants, and consider \( f \) as a function of \( x_j \).

**Examples.**

1. Let \( f : \mathbb{R}^2 \to \mathbb{R}, \ (x, y) \mapsto e^x + x \cos(xy) \).

It follows that

\[
\frac{\partial f}{\partial x}(x, y) = e^x + \cos(xy) - xy \sin(xy) \quad \text{and} \quad \frac{\partial f}{\partial y}(x, y) = -x^2 \sin(xy).
\]

2. Let \( f : \mathbb{R}^3 \to \mathbb{R}, \ (x, y, z) \mapsto \exp(x \sin(y) z^2) \).

We obtain

\[
\frac{\partial f}{\partial x}(x, y, z) = \sin(y) z^2 \exp(x \sin(y) z^2), \quad \frac{\partial f}{\partial y}(x, y, z) = x \cos(y) z^2 \exp(x \sin(y) z^2),
\]

and

\[
\frac{\partial f}{\partial z}(x, y, z) = 2zx \sin(y) \exp(x \sin(y) z^2).
\]

3. Let \( f : \mathbb{R}^2 \to \mathbb{R}, \ (x, y) \mapsto \begin{cases} \frac{xy}{x^2 + y^2}, & (x, y) \neq (0, 0), \\ 0, & (x, y) = (0, 0). \end{cases} \)

Since

\[
f \left( \frac{1}{n}, \frac{1}{n} \right) = \frac{\frac{1}{n^2}}{\frac{1}{n^2} + \frac{1}{n^2}} = \frac{1}{2} \nrightarrow 0,
\]

the function \( f \) is not continuous at \( (0, 0) \). Clearly, \( f \) is partially differentiable at each \( (x, y) \neq (0, 0) \) with

\[
\frac{\partial f}{\partial x}(x, y) = \frac{y(x^2 + y^2) - 2x^2 y}{(x^2 + y^2)^2}.
\]
Moreover, we have
\[
\frac{\partial f}{\partial x}(0,0) = \lim_{h \to 0, h \neq 0} \frac{f(h,0) - f(0,0)}{h} = 0.
\]

Hence, \( \frac{\partial f}{\partial x} \) exists everywhere.

The same is true for \( \frac{\partial f}{\partial y} \).

**Definition 3.2.2.** Let \( \emptyset \neq D \subset \mathbb{R}^N \), let \( x_0 \in \text{int } D \), and let \( f : D \to \mathbb{R} \) be partially differentiable at \( x_0 \). Then the gradient (vector) of \( f \) at \( x_0 \) is defined as
\[
(\text{grad } f)(x_0) := (\nabla f)(x_0) := \left( \frac{\partial f}{\partial x_1}(x_0), \ldots, \frac{\partial f}{\partial x_N}(x_0) \right).
\]

**Example.** Let
\[
f : \mathbb{R}^N \to \mathbb{R}, \quad x \mapsto \|x\| = \sqrt{x_1^2 + \cdots + x_N^2},
\]
so that, for \( x \neq 0 \) and \( j = 1, \ldots, N \),
\[
\frac{\partial f}{\partial x_j}(x) = \frac{2x_j}{2\sqrt{x_1^2 + \cdots + x_N^2}} = \frac{x_j}{\|x\|}
\]
holds. Hence, we have \( (\text{grad } f)(x) = \frac{x}{\|x\|} \) for \( x \neq 0 \).

**Definition 3.2.3.** Let \( \emptyset \neq D \subset \mathbb{R}^N \), and let \( x_0 \) be an interior point of \( D \). Then \( f : D \to \mathbb{R} \) is said to have a local maximum [minimum] at \( x_0 \) if there is \( \epsilon > 0 \) such that \( B_\epsilon(x_0) \subset D \) and \( f(x) \leq f(x_0) \) [\( f(x) \geq f(x_0) \)] for all \( x \in B_\epsilon(x_0) \). If \( f \) has a local maximum or minimum at \( x_0 \), we say that \( f \) has a local extremum at \( x_0 \).

**Theorem 3.2.4.** Let \( \emptyset \neq D \subset \mathbb{R}^N \), let \( x_0 \in \text{int } D \), and let \( f : D \to \mathbb{R} \) be partially differentiable and have local extremum at \( x_0 \). Then \( (\text{grad } f)(x_0) = 0 \) holds.

**Proof.** Suppose without loss of generality that \( f \) has a local maximum at \( x_0 \).

Fix \( j \in \{1, \ldots, N\} \). Let \( \epsilon > 0 \) be as in Definition 3.2.3, and define
\[
g : (-\epsilon, \epsilon) \to \mathbb{R}, \quad t \mapsto f(x_0 + te_j).
\]
It follows that, for all \( t \in (-\epsilon, \epsilon) \), the inequality
\[
g(t) = f(x_0 + te_j) \leq f(x_0) = g(0)
\]
holds, i.e., \( g \) has a local maximum at 0. By Theorem 3.1.7, this means that
\[
0 = g'(0) = \lim_{\substack{h \to 0 \\setminus \{0\} \\downarrow \\uparrow}} \frac{g(h) - g(0)}{h} = \lim_{\substack{h \to 0 \\setminus \{0\} \\downarrow \\uparrow}} \frac{f(x_0 + he_j) - f(x_0)}{h} = \frac{\partial f}{\partial x_j}(x_0).
\]
Since \( j \in \{1, \ldots, N\} \) was arbitrary, this completes the proof. \( \square \)
Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, and let $f : U \to \mathbb{R}$ be partially differentiable, and let $j \in \{1, \ldots, N\}$ be such that $\frac{\partial f}{\partial x_j} : U \to \mathbb{R}$ is again partially differentiable. One can then form the second partial derivatives

$$\frac{\partial^2 f}{\partial x_k \partial x_j} := \frac{\partial}{\partial x_k} \left( \frac{\partial}{\partial x_j} \right)$$

for $k = 1, \ldots, N$.

**Example.** Let $U := \{(x, y) \in \mathbb{R}^2 : x \neq 0\}$, and define

$$f : U \to \mathbb{R}, \quad (x, y) \mapsto \frac{e^{xy}}{x}.$$

It follows that

$$\frac{\partial f}{\partial x} = \frac{xye^{xy} - e^{xy}}{x^2} = \frac{xy - 1}{x^2} e^{xy} = \left( \frac{y}{x} - \frac{1}{x^2} \right) e^{xy},$$

and

$$\frac{\partial f}{\partial y} = e^{xy}.$$

For the second partial derivatives, this means that

$$\frac{\partial^2 f}{\partial x^2} = \left( -\frac{y}{x^2} + \frac{2}{x^3} \right) e^{xy} + \left( \frac{y}{x} - \frac{1}{x^2} \right) ye^{xy},$$

$$\frac{\partial^2 f}{\partial y^2} = xe^{xy},$$

$$\frac{\partial^2 f}{\partial x \partial y} = ye^{xy},$$

and

$$\frac{\partial^2 f}{\partial y \partial x} = \frac{1}{x} e^{xy} + \left( \frac{y}{x} - \frac{1}{x^2} \right) xe^{xy} = \frac{1}{x} e^{xy} + \left( y - \frac{1}{x} \right) e^{xy} = ye^{xy}.$$

This means that

$$\frac{\partial^2 f}{\partial x \partial y} = \frac{\partial^2 f}{\partial y \partial x}.$$

holds. Is this coincidence?

**Theorem 3.2.5** (Clairaut’s Theorem). Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, and suppose that $f : U \to \mathbb{R}$ is twice continuously partially differentiable, i.e. all second partial derivatives of $f$ exist and are continuous on $U$. Then

$$\frac{\partial^2 f}{\partial x_j \partial x_k} (x) = \frac{\partial^2 f}{\partial x_k \partial x_j} (x)$$

holds for all $x \in U$ and for all $j, k = 1, \ldots, N$. 
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Proof. Without loss of generality, let \( N = 2 \) and \( x = 0 \).

Since \( U \) is open, there is \( \epsilon > 0 \) such that \((-\epsilon, \epsilon)^2 \subset U\). Fix \( y \in (-\epsilon, \epsilon) \), and define

\[
F_y : (-\epsilon, \epsilon) \to \mathbb{R}, \quad x \mapsto f(x, y) - f(x, 0).
\]

Then \( F_y \) is differentiable. By the Mean Value Theorem, there is, for each \( x \in (-\epsilon, \epsilon) \), an element \( \xi \in (-\epsilon, \epsilon) \) with \( |\xi| \leq |x| \) such that

\[
F_y(x) - F_y(0) = F'_y(\xi)x = \left( \frac{\partial f}{\partial x}(\xi, y) - \frac{\partial f}{\partial x}(\xi, 0) \right)x.
\]

Applying the Mean Value Theorem to the function \( (-\epsilon, \epsilon) \to \mathbb{R}, \quad y \mapsto \frac{\partial f}{\partial x}(\xi, y) \), we obtain \( \eta \) with \( |\eta| \leq |y| \) such that

\[
\frac{\partial f}{\partial x}(\xi, y) - \frac{\partial f}{\partial x}(\xi, 0) = \frac{\partial^2 f}{\partial y \partial x}(\xi, \eta)y.
\]

Consequently,

\[
f(x, y) - f(x, 0) - f(0, y) + f(0, 0) = F_y(x) - F_y(0) = \frac{\partial^2 f}{\partial y \partial x}(\xi, \eta)xy
\]

holds.

Now, fix \( x \in (-\epsilon, \epsilon) \), and define

\[
\tilde{F}_x : (-\epsilon, \epsilon) \to \mathbb{R}, \quad y \mapsto f(x, y) - f(0, y).
\]

Proceeding as with \( F_y \), we obtain \( \tilde{\xi}, \tilde{\eta} \) with \( |\tilde{\xi}| \leq |x| \) and \( |\tilde{\eta}| \leq |y| \) such that

\[
f(x, y) - f(0, y) - f(x, 0) + f(0, 0) = \frac{\partial^2 f}{\partial x \partial y}(\tilde{\xi}, \tilde{\eta})xy.
\]

Therefore,

\[
\frac{\partial^2 f}{\partial y \partial x}(\xi, \eta) = \frac{\partial^2 f}{\partial x \partial y}(\tilde{\xi}, \tilde{\eta})
\]

holds whenever \( xy \neq 0 \). Let \( 0 \neq x \to 0 \) and \( 0 \neq y \to 0 \). It follows that \( \xi \to 0 \), \( \tilde{\xi} \to 0 \), \( \eta \to 0 \), and \( \tilde{\eta} \to 0 \). Since \( \frac{\partial^2 f}{\partial y \partial x} \) and \( \frac{\partial^2 f}{\partial x \partial y} \) are continuous, this yields

\[
\frac{\partial^2 f}{\partial y \partial x}(0, 0) = \frac{\partial^2 f}{\partial x \partial y}(0, 0)
\]

as claimed. \( \Box \)
The usefulness of Clairaut’s Theorem appears to be limited: in order to be able to interchange the order of differentiation, we first need to know that the second order partial derivatives are continuous, i.e., we need to know the second order partial derivatives before the theorem can help us save any work computing them. For many functions, however, e.g., for
\[ f : \mathbb{R}^3 \to \mathbb{R}, \quad (x, y, z) \mapsto \frac{\arctan(x^2 - y^7)}{e^{xyz}}, \]
it is immediate from the rules of differentiation that their higher order partial derivatives are continuous again without explicitly computing them.

Exercises

1. Show that the mean value theorem becomes false for vector valued functions: Let
\[ f : [0, 2\pi] \to \mathbb{R}, \quad x \mapsto (\cos(x), \sin(x)). \]
Show that there is no \( \xi \in (0, 2\pi) \) such that
\[ f'(\xi) = \frac{f(2\pi) - f(0)}{2\pi}. \]

2. Let
\[ f : \mathbb{R}^2 \to \mathbb{R}, \quad (x, y) \mapsto \begin{cases} xy^2 - y^2, & \text{if } (x, y) \neq (0, 0), \\ 0, & \text{otherwise}. \end{cases} \]
Show that \( f \) is twice partially differentiable everywhere, but that
\[ \frac{\partial^2 f}{\partial y \partial x}(0, 0) \neq \frac{\partial^2 f}{\partial x \partial y}(0, 0). \]
Is \( f \) continuous at \((0, 0)\)?

3. Calculate all partial derivatives up to order two of the functions
\[ f(x, y) := x^2 - 42xy^3 - yx \quad \text{and} \quad f(x, y, z) := \frac{xe^y}{z} \]
where \( z \neq 0 \) for the latter function.

3.3 Vector Fields

Suppose that there is a force field in some region of space. Mathematically, a force is a vector in \( \mathbb{R}^3 \). Hence, one can mathematically describe a force field as a function \( v \) that assigns to each point \( x \) in a region, say \( D \), of \( \mathbb{R}^3 \) a force \( v(x) \).

Slightly generalizing this, we thus define:
Definition 3.3.1. Let $\emptyset \neq D \subset \mathbb{R}^N$. A vector field on $D$ is a function $v: D \to \mathbb{R}^N$.

Example. Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, and let $f: U \to \mathbb{R}$ be partially differentiable. Then $\nabla f$ is a vector field on $U$, a so-called gradient field.

Is every vector field a gradient field?

Definition 3.3.2. Let $\emptyset \neq U \subset \mathbb{R}^3$ be open, and let $v: U \to \mathbb{R}^3$ be partially differentiable. Then the curl of $v$ is defined as
\[
\text{curl } v := \left( \frac{\partial v_3}{\partial x_2} - \frac{\partial v_2}{\partial x_3}, \frac{\partial v_1}{\partial x_3} - \frac{\partial v_3}{\partial x_1}, \frac{\partial v_2}{\partial x_1} - \frac{\partial v_1}{\partial x_2} \right).
\]

Very loosely speaking, one can say that the curl of a vector field measures "the tendency of the field to swirl around".

Proposition 3.3.3. Let $\emptyset \neq U \subset \mathbb{R}^3$ be open, and let $f: U \to \mathbb{R}$ be twice continuously differentiable. Then $\text{curl } \text{grad } f = 0$ holds.

Proof. We have, by Theorem 3.2.5, that
\[
\text{curl } \text{grad } f = \left( \frac{\partial f}{\partial x_2} - \frac{\partial f}{\partial x_3}, \frac{\partial f}{\partial x_3} - \frac{\partial f}{\partial x_1}, \frac{\partial f}{\partial x_1} - \frac{\partial f}{\partial x_2} \right) = 0
\]
holds. \qed

Definition 3.3.4. Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, and let $v: U \to \mathbb{R}^N$ be a partially differentiable vector field. Then the divergence of $v$ is defined as
\[
\text{div } v := \sum_{j=1}^{N} \frac{\partial v_j}{\partial x_j}.
\]

Examples. 1. Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, and let $v: U \to \mathbb{R}^N$ and $f: U \to \mathbb{R}$ be partially differentiable. Since
\[
\frac{\partial}{\partial x_j} (fv_j) = \frac{\partial f}{\partial x_j} v_j + f \frac{\partial v_j}{\partial x_j}
\]
for $j = 1, \ldots, N$, it follows that
\[
\text{div } fv = \sum_{j=1}^{N} \frac{\partial}{\partial x_j} (fv_j)
\]
\[
= \sum_{j=1}^{N} \frac{\partial f}{\partial x_j} v_j + f \sum_{j=1}^{N} \frac{\partial v_j}{\partial x_j}
\]
\[
= \nabla f \cdot v + f \text{ div } v.
\]
2. Let 

\[ v : \mathbb{R}^N \setminus \{0\} \to \mathbb{R}^N, \quad x \mapsto \frac{x}{\|x\|}. \]

Then \( v = fu \) with 

\[ u(x) = x \quad \text{and} \quad f(x) = \frac{1}{\|x\|} = \frac{1}{\sqrt{x_1^2 + \cdots + x_N^2}} \]

for \( x \in \mathbb{R}^N \setminus \{0\} \). It follows that 

\[ \frac{\partial f}{\partial x_j}(x) = -\frac{1}{2} \frac{2x_j}{\sqrt{x_1^2 + \cdots + x_N^2}} = -\frac{x_j}{\|x\|^3} \]

for \( j = 1, \ldots, N \) and thus 

\[ \nabla f(x) = -\frac{x}{\|x\|^3}. \]

for \( x \in \mathbb{R}^N \setminus \{0\} \). By the previous example, we thus have 

\[ (\text{div } v)(x) = (\nabla f)(x) \cdot x + \frac{1}{\|x\|} (\text{div } u)(x) \]

\[ = -\frac{x \cdot x}{\|x\|^3} + \frac{N}{\|x\|} \]

\[ = \frac{N - 1}{\|x\|} \]

for \( x \in \mathbb{R}^N \setminus \{0\} \).

**Definition 3.3.5.** Let \( \emptyset \neq U \subset \mathbb{R}^N \) be open, and let \( f : U \to \mathbb{R} \) be twice partially differentiable. Then the *Laplace operator* \( \Delta \) of \( f \) is defined as 

\[ \Delta f = \sum_{j=1}^{N} \frac{\partial^2 f}{\partial x_j^2} = \text{div grad } f. \]

**Example.** The Laplace operator occurs in several important partial differential equations:

- Let \( \emptyset \neq U \subset \mathbb{R}^N \) be open. Then the functions \( f : U \to \mathbb{R} \) solving the *potential equation* 

\[ \Delta f = 0 \]

are called *harmonic functions*.

- Let \( \emptyset \neq U \subset \mathbb{R}^N \) be open, and let \( I \subset \mathbb{R} \) be an open interval. Then a function \( f : U \times I \to \mathbb{R} \) is said to solve the *wave equation* if 

\[ \Delta f - \frac{1}{c^2} \frac{\partial^2 f}{\partial t^2} = 0 \]

for \( x \in U \setminus \{0\} \) and \( t \in I \).
and the heat equation if
\[ \Delta f - \frac{1}{c^2} \frac{\partial f}{\partial t} = 0, \]
where \( c > 0 \) is a constant. (Here, the Laplace operator is taken with respect to the first \( N \) coordinates only, i.e., \( \Delta f = \sum_{j=1}^{N} \frac{\partial^2 f}{\partial x_j^2} \).)

**Exercises**

1. Compute \( \Delta f \) for
\[ f : \mathbb{R}^3 \setminus \{(0,0,0)\} \to \mathbb{R}, \quad (x,y,z) \mapsto \frac{1}{\sqrt{x^2+y^2+z^2}}. \]

2. Let \( \emptyset \neq U \subset \mathbb{R}^N \) be open, and let \( f, g : U \to \mathbb{R} \) be twice partially differentiable. Show that
\[ \Delta(fg) = f\Delta g + 2(\nabla f) \cdot (\nabla g) + (\Delta f)g. \]

3. Let \( f : \mathbb{R} \to \mathbb{R} \) be twice continuously differentiable, let \( c > 0 \) and \( v \in \mathbb{R}^N \) be arbitrary, and let \( \omega := c\|v\| \). Show that
\[ F : \mathbb{R}^N \times \mathbb{R} \to \mathbb{R}, \quad (x,t) \mapsto f(x \cdot v - \omega t) \]
solves the wave equation
\[ \Delta F - \frac{1}{c^2} \frac{\partial^2 F}{\partial t^2} = 0, \]
where \( \Delta \) denotes the spatial Laplace operator, i.e.,
\[ \Delta f = \sum_{j=1}^{N} \frac{\partial^2 f}{\partial x_j^2}. \]

4. Show that the function
\[ f : \mathbb{R}^N \times (\mathbb{R} \setminus \{0\}) \to \mathbb{R}, \quad (x,t) \mapsto \frac{1}{t^N} \exp \left( \frac{-\|x\|^2}{4t} \right) \]
solves the heat equation
\[ \Delta f - \frac{\partial f}{\partial t} = 0, \]
where again \( \Delta \) stands for the spatial Laplace operator.

### 3.4 Total Differentiability

One of the drawbacks of partial differentiability is that partially differentiable functions may well be discontinuous. We now introduce a stronger notion of differentiability in several variables that—as will turn out—implies continuity:
Definition 3.4.1. Let \( \varnothing \neq D \subset \mathbb{R}^N \), and let \( x_0 \in \text{int } D \). Then \( f : D \to \mathbb{R}^M \) is called [totally] differentiable at \( x_0 \) if there is a linear map \( T : \mathbb{R}^N \to \mathbb{R}^M \) such that

\[
\lim_{\substack{h \to 0 \\ h \neq 0}} \frac{\|f(x_0 + h) - f(x_0) - Th\|}{\|h\|} = 0. \tag{3.1}
\]

If \( N = 2 \) and \( M = 1 \), then the total differentiability of \( f \) at \( x_0 \) can be interpreted as follows: the function \( f : D \to \mathbb{R} \) models a two-dimensional surface, and if \( f \) is totally differentiable at \( x_0 \), we can put a tangent plane—described by \( T \)—to that surface.

Theorem 3.4.2. Let \( \varnothing \neq D \subset \mathbb{R}^N \), let \( x_0 \in \text{int } D \), and let \( f : D \to \mathbb{R}^M \) be differentiable at \( x_0 \). Then:

(i) \( f \) is continuous at \( x_0 \).

(ii) \( f \) is partially differentiable at \( x_0 \), and the linear map \( T \) in (3.1) is given by the matrix

\[
J_f(x_0) = \begin{bmatrix}
\frac{\partial f_1}{\partial x_1}(x_0), & \cdots, & \frac{\partial f_1}{\partial x_N}(x_0) \\
\vdots & \ddots & \vdots \\
\frac{\partial f_M}{\partial x_1}(x_0), & \cdots, & \frac{\partial f_M}{\partial x_N}(x_0)
\end{bmatrix}.
\]

Proof. Since

\[
\lim_{\substack{h \to 0 \\ h \neq 0}} \frac{\|f(x_0 + h) - f(x_0) - Th\|}{\|h\|} = 0,
\]

we have

\[
\lim_{\substack{h \to 0 \\ h \neq 0}} \|f(x_0 + h) - f(x_0) - Th\| = 0.
\]

Since \( \lim_{h \to 0} Th = 0 \) holds, we have \( \lim_{h \to 0} \|f(x_0 + h) - f(x_0)\| = 0 \). This proves (i).

Let

\[
A := \begin{bmatrix}
a_{1,1}, & \cdots, & a_{1,N} \\
\vdots & \ddots & \vdots \\
a_{M,1}, & \cdots, & a_{M,N}
\end{bmatrix}
\]

be such that \( T = TA \). Fix \( j \in \{1, \ldots, N\} \), and note that

\[
0 = \lim_{\substack{h \to 0 \\ h \neq 0}} \left\| \frac{f(x_0 + he_j) - f(x_0) - Th(e_j)}{\|h\|} \right\| = \lim_{\substack{h \to 0 \\ h \neq 0}} \left\| \frac{1}{h} \left[ f(x_0 + he_j) - f(x_0) \right] - T e_j \right\|.
\]

From the definition of a partial derivative, we have

\[
\lim_{\substack{h \to 0 \\ h \neq 0}} \frac{1}{h} \left[ f(x_0 + he_j) - f(x_0) \right] = \begin{bmatrix}
\frac{\partial f_1}{\partial x_j}(x_0) \\
\vdots \\
\frac{\partial f_M}{\partial x_j}(x_0)
\end{bmatrix},
\]
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whereas
\[ Te_j = \begin{bmatrix} a_{1,j} \\ \vdots \\ a_{M,j} \end{bmatrix}. \]
This proves (ii).

The linear map in (3.1) is called the \textit{differential} of \( f \) at \( x_0 \) and denoted by \( Df(x_0) \). The matrix \( J_f(x_0) \) is called the \textit{Jacobian matrix} of \( f \) at \( x_0 \).

\textbf{Examples.} 1. Each linear map is totally differentiable.

2. Let \( M_N(\mathbb{R}) \) be the \( N \times N \) matrices over \( \mathbb{R} \) (note that \( M_N(\mathbb{R}) = \mathbb{R}^{N^2} \)). Let
\[ f : M_N(\mathbb{R}) \to M_N(\mathbb{R}), \quad X \mapsto X^2. \]

Fix \( X_0 \in M_N(\mathbb{R}) \), and let \( H \in M_N(\mathbb{R}) \setminus \{0\} \), so that
\[ f(X_0 + H) = X_0^2 + X_0H + HX_0 + H^2 \]
and hence
\[ f(X_0 + H) - f(X_0) = X_0H + HX_0 + H^2. \]

Let
\[ T : M_N(\mathbb{R}) \to M_N(\mathbb{R}), \quad X \mapsto X_0X + XX_0. \]

It follows that, for \( H \to 0 \),
\[ \frac{\|f(X_0 - H) - f(X_0) - T(H)\|}{\|H\|} = \frac{\|H^2\|}{\|H\|} \to 0. \]

Hence, \( f \) is differentiable at \( X_0 \) with \( Df(X_0)X = X_0X + XX_0 \).

The last of these two examples shows that is is often convenient to deal with the differential coordinate free, i.e., as a linear map, instead of with coordinates, i.e., as a matrix.

The following theorem provides a very usueful sufficient condition for a function to be totally differentiable.

\textbf{Theorem 3.4.3.} Let \( \emptyset \neq U \subset \mathbb{R}^N \) be open, and let \( f : U \to \mathbb{R}^M \) be partially differentiable such that \( \frac{\partial f}{\partial x_1}, \ldots, \frac{\partial f}{\partial x_N} \) are continuous at \( x_0 \). Then \( f \) is totally differentiable at \( x_0 \).

\textbf{Proof.} Without loss of generality, let \( M = 1 \), and let \( U = B_r(x_0) \) for some \( \epsilon > 0 \). Let \( h = (h_1, \ldots, h_N) \in \mathbb{R}^N \) with \( 0 < \|h\| < \epsilon \). For \( k = 0, \ldots, N \), let
\[ x^{(k)} := x_0 + \sum_{j=1}^{k} h_j e_j. \]

It follows that
• \(x^{(0)} = x_0\),
• \(x^{(N)} = x_0 + h\),
• and \(x^{(k-1)}\) and \(x^{(k)}\) differ only in the \(k\)-th coordinate.

For each \(k = 1, \ldots, N\), let

\[g_k : (-\epsilon, \epsilon) \to \mathbb{R}, \quad t \mapsto f(x^{(k-1)} + te_k);\]

it is clear that \(g_k(0) = f(x^{(k-1)})\) and \(g_k(h_k) = f(x^{(k)})\). By the mean value theorem, there
is \(\xi_k\) with \(|\xi_k| \leq |h_k|\) such that

\[f(x^{(k)}) - f(x^{(k-1)}) = g_k(h_k) - g_k(0) = g_k'(\xi_k)h_k = \frac{\partial f}{\partial x_k}(x^{(k-1)} + \xi_k e_k)h_k.\]

This, in turn, yields

\[f(x_0 + h) - f(x_0) = \sum_{j=1}^{N} (f(x^{(j)}) - f(x^{(j-1)})) = \sum_{j=1}^{N} \frac{\partial f}{\partial x_j}(x^{(j-1)} + \xi_j e_j)h_j.\]

It follows that

\[
\frac{|f(x_0 + h) - f(x_0) - \sum_{j=1}^{N} \frac{\partial f}{\partial x_j}(x_0)h_j|}{\|h\|}
\]

\[
= \frac{1}{\|h\|} \left| \sum_{j=1}^{N} \left( \frac{\partial f}{\partial x_j}(x^{(j-1)} + \xi_j e_j) - \frac{\partial f}{\partial x_j}(x_0) \right) h_j \right|
\]

\[
= \frac{1}{\|h\|} \left| \left( \frac{\partial f}{\partial x_1}(x^{(0)} + \xi_1 e_1) - \frac{\partial f}{\partial x_1}(x_0), \ldots, \frac{\partial f}{\partial x_N}(x^{(N-1)} + \xi_N e_N) - \frac{\partial f}{\partial x_N}(x_0) \right) \cdot h \right|
\]

\[
\leq \left\| \left( \frac{\partial f}{\partial x_1}(x^{(0)} + \xi_1 e_1) - \frac{\partial f}{\partial x_1}(x_0), \ldots, \frac{\partial f}{\partial x_N}(x^{(N-1)} + \xi_N e_N) - \frac{\partial f}{\partial x_N}(x_0) \right) \right\| \to 0,
\]

as \(h \to 0\).

Very often, we can spot immediately that a function is continuously partially differentiable without explicitly computing the partial derivatives. We then know that the function has to be totally differentiable (and, in particular, continuous).

**Theorem 3.4.4** (Chain Rule). Let \(\emptyset \neq U \subset \mathbb{R}^N\) and \(\emptyset \neq V \subset \mathbb{R}^M\) be open, and let \(g : U \to \mathbb{R}^M\) and \(f : V \to \mathbb{R}^K\) be functions with \(g(U) \subset V\) such that \(g\) is differentiable and \(x_0 \in U\) and \(f\) is differentiable at \(g(x_0) \in V\). Then \(f \circ g : U \to \mathbb{R}^K\) is differentiable at \(x_0\) such that

\[D(f \circ g)(x_0) = Df(g(x_0))Dg(x_0)\]

and

\[J_{f \circ g}(x_0) = J_f(g(x_0))J_g(x_0).\]
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Proof. Since $g$ is differentiable at $x_0$, there is $\theta > 0$ such that
\[
\frac{|g(x_0 + h) - g(x_0) - Dg(x_0)h|}{\|h\|} \leq 1
\]
for $0 < \|h\| < \theta$. Consequently, we have for all $h \in \mathbb{R}^N$ with $0 < \|h\| < \theta$ that
\[
\|g(x_0 + h) - g(x_0)\| \\
\leq \|g(x_0 + h) - g(x_0) - Dg(x_0)h\| + \|Dg(x_0)h\| \\
\leq (1 + \|Dg(x_0)\|)\|h\|.
\]
Let $\epsilon > 0$. Then there is $\delta \in (0, \theta)$ such that
\[
\|f(x_0) + h) - f(x_0) - Df(x_0)h\| < \frac{\epsilon}{C}\|h\|
\]
for $\|h\| < C\delta$. Choose $\|h\| < \delta$, so that $\|g(x_0 + h) - g(x_0)\| < C\delta$. It follows that
\[
\|f(x_0 + h) - f(x_0) - Df(x_0)[g(x_0 + h) - g(x_0)]\| \\
< \frac{\epsilon}{C}\|g(x_0 + h) - g(x_0)\| \leq \epsilon\|h\|.
\]
It follows that
\[
\lim_{h \to 0, h \neq 0} \frac{f(x_0 + h) - f(x_0) - Df(x_0)[g(x_0 + h) - g(x_0)]}{\|h\|} = 0.
\]
Let $h \neq 0$, and note that
\[
\frac{\|f(x_0 + h) - f(x_0) - Df(x_0)Dg(x_0)h\|}{\|h\|} \\
\leq \frac{\|f(x_0 + h) - f(x_0) - Df(x_0)g(x_0 + h) - g(x_0)\|}{\|h\|} \\
\leq \frac{\|Df(x_0)g(x_0 + h) - g(x_0)\|}{\|h\|} + \frac{\|Df(x_0)g(x_0 + h) - g(x_0)\|}{\|h\|} \\
\leq \frac{\|Df(x_0)\|\|g(x_0 + h) - g(x_0)\|}{\|h\|} + \frac{\|Df(x_0)\|\|g(x_0 + h) - g(x_0)\|}{\|h\|} \\
\leq (1 + \|Df(x_0)\|)\|h\| \\
\to 0
\]
as $h \to 0$. Hence,
\[
\lim_{h \to 0, h \neq 0} \frac{\|f(x_0 + h) - f(x_0) - Df(x_0)Dg(x_0)h\|}{\|h\|} = 0
\]
holds, which proves the claim. \qed
**Definition 3.4.5.** Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, let $x_0 \in U$, and let $v \in \mathbb{R}^N$ be a unit vector, i.e., with $\|v\| = 1$. The directional derivative of $f : D \to \mathbb{R}^M$ at $x_0$ in the direction of $v$ is defined as

$$
\lim_{\substack{h \to 0 \\ h \neq 0}} \frac{f(x_0 + hv) - f(x_0)}{h}
$$

and denoted by $D_v f(x_0)$.

**Theorem 3.4.6.** Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, and let $f : U \to \mathbb{R}$ be totally differentiable at $x_0 \in U$. Then $D_v f(x_0)$ exists for each $v \in \mathbb{R}^N$ with $\|v\| = 1$, and we have

$$D_v f(x_0) = \nabla f(x_0) \cdot v.$$

**Proof.** Define

$$g : \mathbb{R} \to \mathbb{R}^N, \quad t \mapsto x_0 + tv.$$

Choose $\epsilon > 0$ such small that $g((-\epsilon, \epsilon)) \subset U$. Let $h := f \circ g$. The chain rule yields that $h$ is differentiable at 0 with

$$h'(0) = Dh(0) = Df(g(0))Dg(0) = \sum_{j=1}^N \frac{\partial f}{\partial x_j} (g(0)) \frac{dg_j(0)}{dt}(0) = v_j = \sum_{j=1}^N \frac{\partial f}{\partial x_j} (x_0) v_j = \nabla f(x_0) \cdot v.$$ 

Since

$$h'(0) = \lim_{\substack{h \to 0 \\ h \neq 0}} \frac{f(x_0 + hv) - f(x_0)}{h} = D_v f(x_0),$$

this proves the claim.

Theorem 3.4.6 allows for a geometric interpretation of the gradient: The gradient points in the direction in which the slope of the tangent line to the graph of $f$ is maximal.

Existence of directional derivatives is stronger than partial differentiability, but weaker than total differentiability. We shall now see that—as for partial differentiability—the existence of directional derivatives need not imply continuity:

**Example.** Let

$$f : \mathbb{R}^2 \to \mathbb{R}, \quad (x, y) \mapsto \begin{cases} 
\frac{xy^2}{x^2+y^4}, & (x, y) \neq 0 \\
0, & \text{otherwise}.
\end{cases}$$
Let \( v = (v_1, v_2) \in \mathbb{R}^2 \) such that \( \|v\| = 1 \), i.e. \( v_1^2 + v_2^2 = 1 \). For \( h \neq 0 \), we then have:

\[
\frac{f(0 + hv) - f(0)}{h} = \frac{1}{h} \frac{h^3 v_1 v_2^2}{h^2 v_1^2 + h^4 v_2^4} = \frac{v_1 v_2^2}{v_1^2 + h^2 v_2^2}.
\]

Hence, we obtain

\[
D_v f(0) = \lim_{h \to 0, h \neq 0} \frac{f(0 + hv) - f(0)}{h} = \begin{cases} 0, & v_1 = 0, \\ \frac{v_2^2}{v_1}, & \text{otherwise}. \end{cases}
\]

In particular, \( D_v f(0) \) exists for each \( v \in \mathbb{R}^2 \) with \( \|v\| = 1 \). Nevertheless, \( f \) fails to be continuous at 0 because

\[
\lim_{n \to \infty} f \left( \frac{1}{n^2}, \frac{1}{n} \right) = \lim_{n \to \infty} \frac{1}{n^2 + \frac{1}{n^4}} = \frac{1}{2} \neq 0 = f(0).
\]

**Exercises**

1. Determine the Jacobians of

\[
\mathbb{R}^3 \to \mathbb{R}^3, \quad (r, \theta, \phi) \mapsto (r \sin \theta \cos \phi, r \sin \theta \sin \phi, r \cos \theta)
\]

and

\[
\mathbb{R}^3 \to \mathbb{R}^3, \quad (r, \theta, z) \mapsto (r \cos \theta, r \sin \theta, z).
\]

2. An \( N \times N \) matrix \( X \) is **invertible** if there is \( X^{-1} \in M_N(\mathbb{R}) \) such that \( X X^{-1} = X^{-1} X = I_N \) where \( I_N \) denotes the unit matrix.

   (a) Show that \( U := \{X \in M_N(\mathbb{R}) : X \text{ is invertible}\} \) is open. (*Hint:* \( X \in M_N(\mathbb{R}) \)

   is invertible if and only if \( \det X \neq 0 \).

   (b) Show that the map

   \[
   f : U \to M_N(\mathbb{R}), \quad X \mapsto X^{-1}
   \]

   is totally differentiable on \( U \), and calculate \( Df(X_0) \) for each \( X_0 \in U \). (*Hint:* You may use that, by Cramer’s Rule, \( f \) is continuous.)

3. Let

\[
p : (\mathbb{R} \setminus \{0\}) \times \mathbb{R} \to \mathbb{R}^2, \quad (r, \theta) \mapsto (r \cos \theta, r \sin \theta)
\]

let, \( \emptyset \neq U \subset \mathbb{R}^2 \) be open, and let \( f : U \to \mathbb{R} \) be twice continuously partially differentiable. Show that

\[
(\Delta f) \circ p = \frac{\partial^2 (f \circ p)}{\partial r^2} + \frac{1}{r} \frac{\partial (f \circ p)}{\partial r} + \frac{1}{r^2} \frac{\partial^2 (f \circ p)}{\partial \theta^2}
\]

on \( p^{-1}(U) \). (*Hint:* Apply the chain rule twice.)
4. Let $\emptyset \neq C \subset \mathbb{R}^N$ be open and connected, and let $f : C \to \mathbb{R}$ be differentiable such that $\nabla f \equiv 0$. Show that $f$ is constant. \textit{(Hint: First, treat the case where $C$ is convex using the chain rule; then, for general $C$, assume that $f$ is not constant, let $x, y \in C$ such that $f(x) \neq f(y)$, and show that $\{U, V\}$ with $U := \{z \in C : f(z) = f(x)\}$ and $V := \{z \in C : f(z) \neq f(x)\}$ is a disconnection for $C$.)}

5. Let \( f: \mathbb{R}^2 \to \mathbb{R}, \quad (x, y) \mapsto \begin{cases} \frac{xy^3}{x^2+y^4}, & (x, y) \neq (0, 0), \\ 0, & (x, y) = (0, 0). \end{cases} \)

Show that:

(a) $f$ is continuous at $(0, 0)$;

(b) for each $v \in \mathbb{R}^2$ with $\|v\| = 1$, the directional derivative $D_v f(0, 0)$ exists and equals 0;

(c) $f$ is not totally differentiable at $(0, 0)$.

\textit{(Hint for (c): Assume towards a contradiction that $f$ is totally differentiable at $(0, 0)$, and compute the first derivative of $\mathbb{R} \ni t \mapsto f(t^2, t)$ at 0 first directly and then using the chain rule. What do you observe?)}

6. Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, and let $f: U \to \mathbb{R}$ be partially differentiable such that $\frac{\partial f}{\partial x_1}, \ldots, \frac{\partial f}{\partial x_N}$ are bounded. Show that $f$ is continuous.

3.5 Taylor’s Theorem

We begin with a review of Taylor’s theorem in one variable:

\textbf{Theorem 3.5.1 (Taylor’s Theorem in One Variable).} Let $I \subset \mathbb{R}$ be an interval, let $n \in \mathbb{N}_0$, and let $f: I \to \mathbb{R}$ be $n+1$ times differentiable. Then, for any $x, x_0 \in I$, there is $\xi$ between $x$ and $x_0$ such that

$$f(x) = \sum_{k=0}^{n} \frac{f^{(k)}(x_0)}{k!} (x-x_0)^k + \frac{f^{(n+1)}(\xi)}{(n+1)!} (x-x_0)^{n+1}.$$ 

\textit{Proof.} Let $x, x_0 \in I$ such that $x \neq x_0$. Choose $y \in \mathbb{R}$ such that

$$f(x) = \sum_{k=0}^{n} \frac{f^{(k)}(x_0)}{k!} (x-x_0)^k + \frac{y}{(n+1)!} (x-x_0)^{n+1}.$$ 

Define

$$F(t) := f(x) - \sum_{k=0}^{n} \frac{f^{(k)}(t)}{k!} (x-t)^k - \frac{y}{(n+1)!} (x-t)^{n+1},$$ 
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so that $F(x_0) = F(x) = 0$. By Rolle’s Theorem, there is $\xi$ strictly between $x$ and $x_0$ such that $F'(\xi) = 0$. Note that

$$F'(t) = -f'(t) - \sum_{k=1}^{n} \left( \frac{f^{(k+1)}(t)}{k!} (x-t)^k - \frac{f^{(k)}(t)}{(k-1)!} (x-t)^{k-1} \right) + \frac{y}{n!} (x-t)^n$$

$$= -\frac{f^{(n+1)}(t)}{n!} (x-t)^n + \frac{y}{n!} (x-t)^n,$$

so that

$$0 = -\frac{f^{(n+1)}(\xi)}{n!} (x-\xi)^n + \frac{y}{n!} (x-\xi)^n$$

and thus $y = f^{(n+1)}(\xi)$. \hfill \Box

For $n = 0$, Taylor’s Theorem is just the mean value theorem.

Taylor’s theorem can be used to derive the so-called second derivative test for local extrema:

**Corollary 3.5.2** (Second Derivative Test). Let $I \subset \mathbb{R}$ be an open interval, let $f : I \to \mathbb{R}$ be twice continuously differentiable, and let $x_0 \in I$ such that $f'(x_0) = 0$ and $f''(x_0) < 0$ [$f''(x_0) > 0$]. Then $f$ has a local maximum [minimum] at $x_0$.

**Proof.** Since $f''$ is continuous, there is $\epsilon > 0$ such that $f''(x) < 0$ for all $x \in (x_0 - \epsilon, x_0 + \epsilon)$. Fix $x \in (x_0 - \epsilon, x_0 + \epsilon)$. By Taylor’s Theorem, there is $\xi$ between $x$ and $x_0$ such that

$$f(x) = f(x_0) + f'(x_0)(x-x_0) + \frac{f''(\xi)}{2} (x-x_0)^2 \leq f(x_0),$$

which proves the claim. \hfill \Box

This proof of the second derivative test has a slight drawback compared with the usual one: we require $f$ not only to be twice differentiable, but twice continuously differentiable. Its advantage is that it generalizes to the several variable situation.

To extend Taylor’s Theorem to several variables, we introduce new notation.

A **multiindex** is an element $\alpha = (\alpha_1, \ldots, \alpha_N) \in \mathbb{N}_0^N$. We define

$$|\alpha| := \alpha_1 + \cdots + \alpha_N \quad \text{and} \quad \alpha! := \alpha_1! \cdots \alpha_N!.$$

If $f$ is $|\alpha|$ times continuously partially differentiable, we let

$$D^\alpha f := \frac{\partial^{|\alpha|} f}{\partial x^{\alpha}},$$

Finally, for $x = (x_1, \ldots, x_N) \in \mathbb{R}^N$, we let $x^\alpha := (x_1^{\alpha_1}, \ldots, x_N^{\alpha_N})$.

We shall prove Taylor’s Theorem in several variables through reduction to the one variable situation:
Lemma 3.5.3. Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, let $f : U \to \mathbb{R}$ be $n$ times continuously partially differentiable, and let $x \in U$ and $\xi \in \mathbb{R}^N$ be such that \( \{x + t\xi : t \in [0,1]\} \subset U \). Then
\[
g : [0,1] \to \mathbb{R}, \quad t \mapsto f(x + t\xi)
\]
is $n$ times continuously differentiable such that
\[
d^n g(t) = \sum_{|\alpha| = n} \frac{n!}{\alpha!} D^\alpha f(x + t\xi) \xi^\alpha.
\]

Proof. We prove by induction on $n$ that
\[
d^n g(t) = \sum_{j_1, \ldots, j_n = 1}^N D_{j_n} \cdots D_{j_1} f(x + t\xi) \xi_{j_1} \cdots \xi_{j_n}.
\]
For $n = 0$, this is trivially true.

For the induction step from $n - 1$ to $n$ note that
\[
d^n g(t) = \frac{d}{dt} \left( \sum_{j_1, \ldots, j_{n-1} = 1}^N D_{j_{n-1}} \cdots D_{j_1} f(x + t\xi) \xi_{j_1} \cdots \xi_{j_{n-1}} \right)
\]
\[
= \sum_{j = 1}^N D_j \left( \sum_{j_1, \ldots, j_{n-1} = 1}^N D_{j_{n-1}} \cdots D_{j_1} f(x + t\xi) \xi_{j_1} \cdots \xi_{j_{n-1}} \right) \xi_j,
\]
by the chain rule,
\[
= \sum_{j_1, \ldots, j_n = 1}^N D_{j_n} \cdots D_{j_1} f(x + t\xi) \xi_{j_1} \cdots \xi_{j_n}.
\]
Since $f$ is $n$ times partially continuously differentiable, we may change the order of differentiations, and with a little combinatorics, we obtain
\[
d^n g(t) = \sum_{j_1, \ldots, j_n = 1}^N D_{j_n} \cdots D_{j_1} f(x + t\xi) \xi_{j_1} \cdots \xi_{j_n}
\]
\[
= \sum_{|\alpha| = n} \frac{n!}{\alpha_1! \cdots \alpha_N!} D_{\alpha_1} \cdots D_{\alpha_N} f(x + t\xi) \xi_{\alpha_1} \cdots \xi_{\alpha_N}
\]
\[
= \sum_{|\alpha| = n} \frac{n!}{\alpha_1! \cdots \alpha_N!} D^\alpha f(x + t\xi) \xi^\alpha.
\]
as claimed. \( \square \)

Theorem 3.5.4 (Taylor’s Theorem). Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, let $f : U \to \mathbb{R}$ be $n + 1$ times continuously partially differentiable, and let $x \in U$ and $\xi \in \mathbb{R}^N$ be such that \( \{x + t\xi : t \in [0,1]\} \subset U \). Then there is $\theta \in [0,1]$ such that
\[
f(x + \xi) = \sum_{|\alpha| \leq n} \frac{1}{\alpha!} \frac{\partial^\alpha f}{\partial x^\alpha}(x) \xi^\alpha + \sum_{|\alpha| = n+1} \frac{1}{\alpha!} \frac{\partial^\alpha f}{\partial x^\alpha}(x + \theta\xi) \xi^\alpha.
\]
Proof. Define 

\[ g: [0, 1] \to \mathbb{R}, \quad t \mapsto f(x + t \xi). \]

By Taylor’s theorem in one variable, there is \( \theta \in [0, 1] \) such that

\[ g(1) = \sum_{k=0}^{n} \frac{g^{(k)}(0)}{k!} + \frac{g^{(n+1)}(\theta)}{(n+1)!}. \]

By Lemma 3.5.3, we have for \( k = 0, \ldots, n \) that

\[ \frac{g^{(k)}(0)}{k!} = \sum_{|\alpha|=k} \frac{1}{\alpha!} \frac{\partial^\alpha f}{\partial x^\alpha}(x) \xi^\alpha \]

as well as

\[ \frac{g^{(n+1)}(\theta)}{(n+1)!} = \sum_{|\alpha|=n+1} \frac{1}{\alpha!} \frac{\partial^\alpha f}{\partial x^\alpha}(x + \theta \xi) \xi^\alpha. \]

Consequently, we obtain

\[ f(x + \xi) = g(1) = \sum_{|\alpha|\leq n} \frac{1}{\alpha!} \frac{\partial^\alpha f}{\partial x^\alpha}(x) \xi^\alpha + \sum_{|\alpha|=n+1} \frac{1}{\alpha!} \frac{\partial^\alpha f}{\partial x^\alpha}(x + \theta \xi) \xi^\alpha. \]

as claimed. \( \square \)

We shall now examine the terms of (3.4) up to order two:

- Clearly,
  \[ \sum_{|\alpha|=0} \frac{1}{\alpha!} \frac{\partial^\alpha f}{\partial x^\alpha}(x) \xi^\alpha = f(x) \]
  holds.

- We have
  \[ \sum_{|\alpha|=1} \frac{1}{\alpha!} \frac{\partial^\alpha f}{\partial x^\alpha}(x) \xi^\alpha = \sum_{j=1}^{N} \frac{\partial f}{\partial x_j}(x) \xi_j = (\text{grad } f)(x) \cdot \xi. \]
Finally, we obtain

$$\sum_{|\alpha|=2} \frac{1}{\alpha!} \frac{\partial^\alpha f(x)}{\partial x^\alpha} \xi^\alpha = \sum_{j=1}^N \frac{1}{2} \left( \frac{\partial^2 f(x)}{\partial x_j^2} \right) \xi_j^2 + \sum_{j<k} \frac{\partial^2 f(x)}{\partial x_j \partial x_k} \xi_j \xi_k$$

$$= \frac{1}{2} \sum_{j=1}^N \frac{\partial^2 f(x)}{\partial x_j^2} \xi_j^2 + \frac{1}{2} \sum_{j \neq k} \frac{\partial^2 f(x)}{\partial x_j \partial x_k} \xi_j \xi_k$$

$$= \frac{1}{2} \sum_{j=1}^N \frac{\partial^2 f(x)}{\partial x_j \partial x_k} \xi_j \xi_k$$

$$= \frac{1}{2} \left( \begin{bmatrix} \frac{\partial^2 f(x)}{\partial x_1^2}(x), & \cdots, & \frac{\partial^2 f(x)}{\partial x_N \partial x_1}(x) \\ \vdots & \ddots & \vdots \\ \frac{\partial^2 f(x)}{\partial x_1 \partial x_N}(x), & \cdots, & \frac{\partial^2 f(x)}{\partial x_N^2}(x) \end{bmatrix} \begin{bmatrix} \xi_1 \\ \vdots \\ \xi_N \end{bmatrix} \right) \cdot \begin{bmatrix} \xi_1 \\ \vdots \\ \xi_N \end{bmatrix}$$

$$= \frac{1}{2} (\text{Hess } f)(x) \xi \cdot \xi,$$

where

$$(\text{Hess } f)(x) = \begin{bmatrix} \frac{\partial^2 f(x)}{\partial x_1^2}(x), & \cdots, & \frac{\partial^2 f(x)}{\partial x_N \partial x_1}(x) \\ \vdots & \ddots & \vdots \\ \frac{\partial^2 f(x)}{\partial x_1 \partial x_N}(x), & \cdots, & \frac{\partial^2 f(x)}{\partial x_N^2}(x) \end{bmatrix}.$$
As we have seen in Theorem 3.2.4, all points where $f$ attains a local extremum are stationary for $f$.

**Definition 3.6.2.** Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, and let $f: U \to \mathbb{R}$ be partially differentiable. A stationary point $x_0 \in U$ where $f$ does not attain a local extremum is called a *saddle* (for $f$).

**Lemma 3.6.3.** Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, let $f: U \to \mathbb{R}$ be twice continuously partially differentiable, and suppose that $(\text{Hess } f)(x_0)$ is positive definite with $x_0 \in U$. There exists $\epsilon > 0$ such that $B_\epsilon(x_0) \subset U$ and such that $(\text{Hess } f)(x)$ is positive definite for all $x \in B_\epsilon(x_0)$.

**Proof.** Since $(\text{Hess } f)(x_0)$ is positive definite,

$$\det \begin{bmatrix} \frac{\partial^2 f}{\partial x_1^2}(x_0), & \cdots & \frac{\partial^2 f}{\partial x_k \partial x_1}(x_0) \\ \vdots & \ddots & \vdots \\ \frac{\partial^2 f}{\partial x_1 \partial x_k}(x_0), & \cdots & \frac{\partial^2 f}{\partial x_k^2}(x_0) \end{bmatrix} > 0$$

holds for $k = 1, \ldots, N$ by Theorem A.3.8. Since all second partial derivatives of $f$ are continuous, there is, for each $k = 1, \ldots, N$, an element $\epsilon_k > 0$ such that $B_{\epsilon_k}(x_0) \subset U$ and

$$\det \begin{bmatrix} \frac{\partial^2 f}{\partial x_1^2}(x), & \cdots & \frac{\partial^2 f}{\partial x_k \partial x_1}(x) \\ \vdots & \ddots & \vdots \\ \frac{\partial^2 f}{\partial x_1 \partial x_k}(x), & \cdots & \frac{\partial^2 f}{\partial x_k^2}(x) \end{bmatrix} > 0$$

for all $x \in B_{\epsilon_k}(x_0)$. Let $\epsilon := \min\{\epsilon_1, \ldots, \epsilon_N\}$. It follows that

$$\det \begin{bmatrix} \frac{\partial^2 f}{\partial x_1^2}(x), & \cdots & \frac{\partial^2 f}{\partial x_k \partial x_1}(x) \\ \vdots & \ddots & \vdots \\ \frac{\partial^2 f}{\partial x_1 \partial x_k}(x), & \cdots & \frac{\partial^2 f}{\partial x_k^2}(x) \end{bmatrix} > 0$$

for all $k = 1, \ldots, k$ and for all $x \in B_\epsilon(x_0) \subset U$. By Theorem A.3.8 again, this means that $(\text{Hess } f)(x)$ is positive definite for all $x \in B_\epsilon(x_0)$.

As for one variable, we can now formulate a second derivative test in several variables:

**Theorem 3.6.4.** Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, let $f: U \to \mathbb{R}$ be twice continuously partially differentiable, and let $x_0 \in U$ be a stationary point for $f$. Then:

(i) if $(\text{Hess } f)(x_0)$ is positive definite, then $f$ has a local minimum at $x_0$;

(ii) if $(\text{Hess } f)(x_0)$ is negative definite, then $f$ has a local maximum at $x_0$;

(iii) if $(\text{Hess } f)(x_0)$ is indefinite, then $f$ has a saddle at $x_0$.
Proof. (i): By Lemma 3.6.3, there is $\epsilon > 0$ such that $B_\epsilon(x_0) \subset U$ and that $(\text{Hess } f)(x)$ is positive definite for all $x \in B_\epsilon(x_0)$. Let $\xi \in \mathbb{R}^N$ be such that $0 < \|\xi\| < \epsilon$. By Corollary 3.5.5, there is $\theta \in [0,1]$ such that

$$f(x_0 + \xi) = f(x_0) + (\text{grad } f)(x_0) \cdot \xi + \frac{1}{2} (\text{Hess } f)(x_0 + \theta \xi) \xi \cdot \xi > f(x_0).$$

Hence, $f$ has a local minimum at $x_0$.

(ii) is proven similarly.

(iii): Suppose that $(\text{Hess } f)(x_0)$ is indefinite. Then there are $\lambda_1, \lambda_2 \in \mathbb{R}$ with $\lambda_1 < 0 < \lambda_2$ and non-zero $\xi_1, \xi_2 \in \mathbb{R}^N$ such that

$$(\text{Hess } f)(x_0)\xi_j = \lambda_j \xi_j$$

for $j = 1, 2$. Let $\epsilon > 0$ be such that $B_\epsilon(x_0) \subset U$. Scaling $\xi_1$ and $\xi_2$ such that $\|\xi_j\| < \epsilon$ for $j = 1, 2$, we can suppose without loss of generality that \{x_0 + t\xi_j : t \in [0,1]\} $\subset B_\epsilon(x_0)$ for $j = 1, 2$. Since

$$(\text{Hess } f)(x_0)\xi_j \cdot \xi_j = \lambda_j \|\xi_j\|^2 \left\{ \begin{array}{ll} < 0, & j = 1, \\ > 0, & j = 2, \end{array} \right.$$ 

the continuity of the second partial derivatives yields $\delta \in (0,1]$ such that

$$(\text{Hess } f)(x_0 + t\xi_1)\xi_1 \cdot \xi_1 < 0 \quad \text{and} \quad (\text{Hess } f)(x_0 + t\xi_2)\xi_2 \cdot \xi_2 > 0$$

for all $t \in \mathbb{R}$ with $|t| \leq \delta$. From Corollary 3.5.5, we obtain $\theta_1, \theta_2 \in [0,1]$ such that

$$f(x_0 + \delta \xi_j) = f(x_0) + \frac{\delta^2}{2} (\text{Hess } f)(x_0 + \theta_j \delta \xi_j) \xi_j \cdot \xi_j \left\{ \begin{array}{ll} < f(x_0), & j = 1, \\ > f(x_0), & j = 2. \end{array} \right.$$

Consequently, for any $\epsilon > 0$ such that $B_\epsilon(x_0) \subset U$, we find $x_1, x_2 \in B_\epsilon(x_0)$ such that $f(x_1) < f(x_0) < f(x_2)$. Hence, $f$ must have a saddle at $x_0$. \hfill \Box

Example. Let

$$f : \mathbb{R}^3 \rightarrow \mathbb{R}, \quad (x,y,z) \mapsto x^2 + y^2 + z^2 + 2xyz,$$

so that

$$\nabla f(x,y,z) = (2x + 2yz, 2y + 2zx, 2z + 2xy).$$

It is not hard to see that

$$\nabla f(x,y,z) = 0 \iff (x,y,z) \in \{(0,0,0), (-1,1,1), (1,-1,1), (1,1,-1), (-1,1,-1)\}.$$

Hence, $(0,0,0), (-1,1,1), (1,-1,1), (1,1,-1), (-1,1,-1)$ are the only stationary points of $f$. 
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Since
\[
(Hess \ f)(x, y, z) = \begin{bmatrix}
2 & 2z & 2y \\
2z & 2 & 2x \\
2y & 2x & 2
\end{bmatrix},
\]
it follows that
\[
(Hess \ f)(0, 0, 0) = \begin{bmatrix}
2 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & 2
\end{bmatrix}
\]
is positive definite, so that \( f \) attains a local minimum at \((0, 0, 0)\).

To classify the other stationary points, first note that \((Hess \ f)(x, y, z)\) cannot be negative definite at any point because \(2 > 0\). Since
\[
\det \begin{bmatrix}
2 & 2z \\
2z & 2
\end{bmatrix} = 4 - 4z^2
\]
is zero whenever \(z^2 = 1\), it follows that \((Hess \ f)(x, y, z)\) is not positive definite for all non-zero stationary points of \( f \). Finally, we have
\[
\det \begin{bmatrix}
2 & 2z & 2y \\
2z & 2 & 2x \\
2y & 2x & 2
\end{bmatrix} = 2 \det \begin{bmatrix}
2 & 2x \\
2x & 2
\end{bmatrix} - 2z \det \begin{bmatrix}
2z & 2x \\
2y & 2
\end{bmatrix} + 2y \det \begin{bmatrix}
2z & 2 \\
2y & 2x
\end{bmatrix}
\]
\[
= 2(4 - 4x^2) - 2z(4z - 4xy) + 2y(4zx - 4y)
\]
\[
= 8 - 8x^2 - 8z^2 + 8xyz + 8xyz - 8y^2
\]
\[
= 8(1 - x^2 - y^2 - z^2 + 2xyz).
\]
This determinant is negative whenever \(|x| = |y| = |z| = 1\) and \(xyz = -1\). Consequently, \((Hess \ f)(x, y, z)\) is indefinite for all non-zero stationary points of \( f \), so that \( f \) has a saddle at those points.

**Corollary 3.6.5.** Let \( \emptyset \neq U \subset \mathbb{R}^2 \) be open, let \( f: U \to \mathbb{R} \) be twice continuously partially differentiable, and let \((x_0, y_0) \in U\) be such that
\[
\frac{\partial f}{\partial x}(x_0, y_0) = \frac{\partial f}{\partial y}(x_0, y_0) = 0.
\]
Then the following hold:

(i) if \( \frac{\partial^2 f}{\partial x^2}(x_0, y_0) > 0 \) and \( \frac{\partial^2 f}{\partial x^2}(x_0, y_0) \frac{\partial^2 f}{\partial y^2}(x_0, y_0) - \left( \frac{\partial^2 f}{\partial x \partial y}(x_0, y_0) \right)^2 > 0 \), then \( f \) has a local minimum at \((x_0, y_0)\);

(ii) if \( \frac{\partial^2 f}{\partial x^2}(x_0, y_0) < 0 \) and \( \frac{\partial^2 f}{\partial x^2}(x_0, y_0) \frac{\partial^2 f}{\partial y^2}(x_0, y_0) - \left( \frac{\partial^2 f}{\partial x \partial y}(x_0, y_0) \right)^2 > 0 \), then \( f \) has a local maximum at \((x_0, y_0)\);
(iii) if \( \frac{\partial^2 f}{\partial x^2}(x_0, y_0) \frac{\partial^2 f}{\partial y^2}(x_0, y_0) - \left( \frac{\partial^2 f}{\partial x \partial y}(x_0, y_0) \right)^2 < 0 \), then \( f \) has a saddle at \((x_0, y_0)\).

**Example.** Let

\[ D := \{(x, y) \in \mathbb{R}^2 : 0 \leq x, y, x + y \leq \pi \} , \]

and let

\[ f : D \to \mathbb{R}, \quad (x, y) \mapsto (\sin x)(\sin y) \sin(x + y) . \]

![Figure 3.3: The domain D](image)

It follows that \( f|_{\partial D} \equiv 0 \) and that \( f(x) > 0 \) for \((x, y) \in \text{int } D \).

Hence \( f \) has the global minimum 0, which is attained at each point of \( \partial D \).

In the interior of \( D \), we have

\[ \frac{\partial f}{\partial x}(x, y) = (\cos x)(\sin y) \sin(x + y) + (\sin x)(\sin y) \cos(x + y) \]

and

\[ \frac{\partial f}{\partial y}(x, y) = (\sin x)(\cos y) \sin(x + y) + (\sin x)(\sin y) \cos(x + y) . \]
It follows that \( \frac{\partial f}{\partial x}(x, y) = \frac{\partial f}{\partial y}(x, y) = 0 \) implies that
\[
(\cos x)\sin(x + y) = -(\sin x)\cos(x + y)
\]
and
\[
(\cos y)\sin(x + y) = -(\sin y)\cos(x + y).
\]
Division of the first equation by the second one yields
\[
\frac{\cos x}{\cos y} = \frac{\sin x}{\sin y}
\]
and thus \( \tan x = \tan y \). It follows that \( x = y \). Since \( \frac{\partial f}{\partial x}(x, x) = 0 \) implies
\[
0 = (\cos x)\sin(2x) + (\sin x)\cos(2x) = \sin(3x),
\]
which—for \( x + x \in [0, \pi] \)—is true only for \( x = \frac{\pi}{3} \), it follows that \( (\frac{\pi}{3}, \frac{\pi}{3}) \) is the only stationary point of \( f \).

It can be shown that
\[
\frac{\partial^2 f}{\partial x^2}\left(\frac{\pi}{3}, \frac{\pi}{3}\right) = -\sqrt{3} < 0
\]
and
\[
\frac{\partial^2 f}{\partial x^2}\left(\frac{\pi}{3}, \frac{\pi}{3}\right) \frac{\partial^2 f}{\partial y^2}\left(\frac{\pi}{3}, \frac{\pi}{3}\right) - \left(\frac{\partial^2 f}{\partial x \partial y}\left(\frac{\pi}{3}, \frac{\pi}{3}\right)\right)^2 = \frac{9}{4} > 0.
\]
Hence, \( f \) has a local (and thus global) maximum at \( (\frac{\pi}{3}, \frac{\pi}{3}) \), namely \( f\left(\frac{\pi}{3}, \frac{\pi}{3}\right) = \frac{3\sqrt{3}}{8} \).

**Exercises**

1. Determine and classify the stationary points of
\[
f : \mathbb{R}^2 \to \mathbb{R}, \quad (x, y) \mapsto (x^2 + 2y^2)e^{-(x^2 + y^2)}.
\]

If \( f \) has a local extremum at a stationary point, determine the nature of this extremum and evaluate \( f \) there.

2. Let \( c_1, \ldots, c_p \in \mathbb{R}^N \). For which \( x \in \mathbb{R}^N \) does \( \sum_{j=1}^p \|x - c_j\|^2 \) become minimal?

3. Determine the minimum and the maximum of
\[
f : D \to \mathbb{R}, \quad (x, y) \mapsto \sin x + \sin y + \sin(x + y),
\]
where \( D := \{(x, y) \in \mathbb{R}^2 : 0 \leq x, y \leq \frac{\pi}{2}\} \), and all points of \( D \) where they are attained.
Chapter 4

Integration in $\mathbb{R}^N$

4.1 Content in $\mathbb{R}^N$

What is the volume of a subset of $\mathbb{R}^N$?

Let

$$I = [a_1, b_1] \times \cdots \times [a_N, b_N] \subset \mathbb{R}^N$$

be a compact $N$-dimensional interval. Then we define its (Jordan) content $\mu(I)$ to be

$$\mu(I) := \prod_{j=1}^{N} (b_j - a_j).$$

For $N = 1, 2, 3$, the jordan content of a compact interval is then just its intuitive length/area/volume.

To be able to meaningfully speak of the content of more general set, we first define what it means for a set to have content zero.

**Definition 4.1.1.** A set $S \subset \mathbb{R}^N$ has content zero [$\mu(S) = 0$] if, for each $\epsilon > 0$, there are compact intervals $I_1, \ldots, I_n \subset \mathbb{R}^N$ with

$$S \subset \bigcup_{j=1}^{n} I_j \quad \text{and} \quad \sum_{j=1}^{n} \mu(I_j) < \epsilon.$$

**Examples.**

1. Let $x = (x_1, \ldots, x_N) \in \mathbb{R}^N$, and let $\epsilon > 0$. For $\delta > 0$, let

$$I_\delta := [x_1 - \delta, x_1 + \delta] \times \cdots \times [x_N - \delta, x_N + \delta].$$

It follows that $x \in I_\delta$ and $\mu(I_\delta) = 2^N \delta^N$. Choose $\delta > 0$ so small that $2^N \delta^N < \epsilon$ and thus $\mu(I_\delta) < \epsilon$. It follows that $\{x\}$ has content zero.
2. Let $S_1, \ldots, S_m \subset \mathbb{R}^N$ all have content zero. Let $\epsilon > 0$. Then, for $j = 1, \ldots, m$, there are compact intervals $I^{(j)}_1, \ldots, I^{(j)}_{n_j} \subset \mathbb{R}^N$ such that

$$ S_j \subset \bigcup_{k=1}^{n_j} I^{(j)}_k \quad \text{and} \quad \sum_{k=1}^{n_j} \mu(I^{(j)}_k) < \frac{\epsilon}{m}. $$

It follows that

$$ S_1 \cup \cdots \cup S_m \subset \bigcup_{j=1}^{m} \bigcup_{k=1}^{n_j} I^{(j)}_k $$

and

$$ \sum_{j=1}^{m} \sum_{k=1}^{n_j} \mu(I^{(j)}_k) < m \frac{\epsilon}{m} = \epsilon. $$

Hence, $S_1 \cup \cdots \cup S_m$ has content zero. In view of the previous examples, this means in particular that all finite subsets of $\mathbb{R}^N$ have content zero.

3. Let $f : [0,1] \to \mathbb{R}$ be continuous. We claim that \{$(x,f(x)) : x \in [0,1]$\} has content zero in $\mathbb{R}^2$.

Let $\epsilon > 0$. Since $f$ is uniformly continuous, there is $\delta \in (0,1)$ such that $|f(x) - f(y)| \leq \frac{\epsilon}{4}$ for all $x, y \in [0,1]$ with $|x - y| \leq \delta$. Choose $n \in \mathbb{N}$ such that $n\delta < 1$ and $(n+1)\delta \geq 1$. For $k = 0, \ldots, n$, let

$$ I_k := [k\delta, (k+1)\delta] \times \left[f(k\delta) - \frac{\epsilon}{4}, f(k\delta) + \frac{\epsilon}{4}\right]. $$

Let $x \in [0,1]$; then there is $k \in \{0, \ldots, n\}$ such that $x \in [k\delta, (k+1)\delta] \cap [0,1]$, so that $|x - k\delta| < \delta$. From the choice of $\delta$, it follows that $|f(x) - f(k\delta)| \leq \frac{\epsilon}{4}$, and thus $f(x) \in \left[f(k\delta) - \frac{\epsilon}{4}, f(k\delta) + \frac{\epsilon}{4}\right]$. It follows that $(x,f(x)) \in I_k$.

Since $x \in [0,1]$ was arbitrary, we obtain as a consequence that

$$ \{ (x, f(x)) : x \in [0,1] \} \subset \bigcup_{k=0}^{n} I_k. $$

Moreover, we have

$$ \sum_{k=0}^{n} \mu(I_k) \leq \sum_{k=1}^{n} \delta \frac{\epsilon}{2} = (n+1)\delta \frac{\epsilon}{2} \leq (1 + \delta) \frac{\epsilon}{2} < \epsilon. $$

This proves the claim.

4. Let $r > 0$. We claim that

$$ S := \{(x,y) \in \mathbb{R}^2 : x^2 + y^2 = r^2\} $$

has content zero.
Let
\[ S_1 := \{(x, y) \in \mathbb{R}^2 : x^2 + y^2 = r^2, \ y \geq 0\}. \]

Let
\[ f : [-r, r] \to \mathbb{R}, \ x \mapsto \sqrt{r^2 - x^2}. \]

The \( f \) is continuous, and \( S_1 = \{(x, f(x)) : x \in [-r, r]\}. \) By the previous example, \( \mu(S_1) = 0 \) holds. Similarly,
\[ S_2 := \{(x, y) \in \mathbb{R}^2 : x^2 + y^2 = r^2, \ y \leq 0\} \]
has content zero. Hence, \( S = S_1 \cup S_2 \) has content zero.

For an application later one, we require the following lemma:

**Lemma 4.1.2.** A set \( S \subset \mathbb{R}^N \) does not have content zero if and only if, there is \( \epsilon_0 > 0 \) such that, for any compact intervals \( I_1, \ldots, I_n \subset \mathbb{R}^N \) with \( S \subset \bigcup_{j=1}^n I_j \), we have
\[
\sum_{j=1}^n \mu(I_j) \geq \epsilon_0.
\]

**Proof.** Suppose that \( S \) does not have content zero. Then there is \( \bar{\epsilon}_0 > 0 \) such that, for any compact intervals \( I_1, \ldots, I_n \subset \mathbb{R}^N \) with \( S \subset \bigcup_{j=1}^n I_j \), we have \( \sum_{j=1}^n \mu(I_j) \geq \bar{\epsilon}_0 \).

Set \( \epsilon_0 := \frac{\bar{\epsilon}_0}{2} \), and let \( I_1, \ldots, I_n \subset \mathbb{R}^N \) a collection of compact intervals such that \( S \subset I_1 \cup \cdots \cup I_n \). We may suppose that there is \( m \in \{1, \ldots, n\} \) such that
\[
\text{int } I_j \cap S \neq \emptyset
\]
for \( j = 1, \ldots, m \) and that
\[
I_j \cap S \subset \partial I_j
\]
for \( j = m + 1, \ldots, n \). Since boundaries of compact intervals always have content zero,
\[
\bigcup_{j=m+1}^n I_j \cap S \subset \bigcup_{j=m+1}^n \partial I_j
\]
has content zero. Hence, there are compact intervals \( J_1, \ldots, J_k \subset \mathbb{R}^N \) such that
\[
\bigcup_{j=m+1}^n I_j \cap S \subset \bigcup_{j=1}^k J_j \quad \text{and} \quad \sum_{j=1}^n \mu(J_j) < \frac{\bar{\epsilon}_0}{2}.
\]

Since
\[
S \subset I_1 \cup \cdots \cup I_m \cup J_1 \cup \cdots \cup J_k,
\]
...
we have
\[ \tilde{\epsilon}_0 \leq \sum_{j=1}^{m} \mu(I_j) + \sum_{j=1}^{k} \mu(J_j), \]
which is possible only if
\[ \sum_{j=1}^{m} \mu(I_j) \geq \frac{\tilde{\epsilon}_0}{2} = \epsilon_0. \]
This completes the proof.

Exercises

1. Let \( I \subset \mathbb{R}^N \) be a compact interval. Show that \( \partial I \) has content zero.

4.2 The Riemann Integral in \( \mathbb{R}^N \)

Let
\[ I := [a_1, b_1] \times \cdots [a_N, b_N]. \]
For \( j = 1, \ldots, N \), let
\[ a_j = t_{j,0} < t_{j,1} < \cdots < t_{j,n_j} = b_j \]
and
\[ \mathcal{P}_j := \{ t_{j,k} : k = 0, \ldots, n_j \}. \]
Then \( \mathcal{P} := \mathcal{P}_1 \times \cdots \mathcal{P}_N \) is called a partition of \( I \).

Each partition of \( I \) generates a subdivision of \( I \) into subintervals of the form
\[ [t_{1,k_1}, t_{1,k_1+1}] \times [t_{2,k_2}, t_{2,k_2+1}] \times \cdots \times [t_{N,k_N}, t_{N,k_N+1}]; \]
these intervals only overlap at their boundaries (if at all).
Figure 4.1: Subdivision generated by a partition

There are $n_1 \cdots n_N$ such subintervals generated by $\mathcal{P}$.

**Definition 4.2.1.** Let $I \subset \mathbb{R}^N$ be a compact interval, let $f : I \rightarrow \mathbb{R}^M$ be a function, and let $\mathcal{P}$ be a partition of $I$ that generates a subdivision $(I_\nu)_\nu$. For each $\nu$, choose $x_\nu \in I_\nu$. Then

$$S(f, \mathcal{P}) := \sum_\nu f(x_\nu) \mu(I_\nu)$$

is called a *Riemann sum* of $f$ corresponding to $\mathcal{P}$.

Note that a Riemann sum is dependent not only on the partition, but also on the
particular choice of \((x_\nu)_{\nu}\).

Let \(\mathcal{P}\) and \(\mathcal{Q}\) be partitions of the compact interval \(I \subset \mathbb{R}^N\). Then \(\mathcal{Q}\) called a *refinement* of \(\mathcal{P}\) if \(\mathcal{P}_j \subset \mathcal{Q}_j\) for all \(j = 1, \ldots, N\).

![Diagram](image.png)

Figure 4.2: Subdivisions corresponding to a partition and to a refinement

If \(\mathcal{P}_1\) and \(\mathcal{P}_2\) are any two partitions of \(I\), there is always a common refinement \(\mathcal{Q}\) of \(\mathcal{P}_1\) and \(\mathcal{P}_2\).
Definition 4.2.2. Let $I \subset \mathbb{R}^N$ be a compact interval, let $f : I \rightarrow \mathbb{R}^M$ be a function, and suppose that there is $y \in \mathbb{R}^M$ with the following property: For each $\epsilon > 0$, there is a partition $P_\epsilon$ of $I$ such that, for each refinement $P$ of $P_\epsilon$ and for any Riemann sum $S(f,P)$ corresponding to $P$, we have $\|S(f,P) - y\| < \epsilon$. Then $f$ is said to be Riemann integrable on $I$, and $y$ is called the Riemann integral of $f$ over $I$.

In the situation of Definition 4.2.2, we write

$$y = \int_I f = : \int_I f \, d\mu = : \int_I f(x_1,\ldots,x_N) \, d\mu(x_1,\ldots,x_N).$$

The proof of the following is an easy exercise:

**Proposition 4.2.3.** Let $I \subset \mathbb{R}^N$ be a compact interval, and let $f : I \rightarrow \mathbb{R}^M$ be Riemann integrable. Then $\int_I f$ is unique.

**Theorem 4.2.4** (Cauchy Criterion for Riemann Integrability). Let $I \subset \mathbb{R}^N$ be a compact interval, and let $f : I \rightarrow \mathbb{R}^M$ be a function. Then the following are equivalent:

(i) $f$ is Riemann integrable;
(ii) for each $\epsilon > 0$, there is a partition $P_\epsilon$ of $I$ such that, for all refinements $P$ and $Q$ of $P_\epsilon$ and for all Riemann sums $S(f, P)$ and $S(f, Q)$ corresponding to $P$ and $Q$, respectively, we have $\|S(f, P) - S(f, Q)\| < \epsilon$.

Proof. (i) $\Rightarrow$ (ii): Let $y := \int_I f$, and let $\epsilon > 0$. Then there is a partition $P_\epsilon$ of $I$ such that

$$\|S(f, P) - y\| < \frac{\epsilon}{2}$$

for all refinements $P$ of $P_\epsilon$ and for all corresponding Riemann sums $S(f, P)$. Let $P$ and $Q$ be any two refinements of $P_\epsilon$, and let $S(f, P)$ and $S(f, Q)$ be the corresponding Riemann sums. Then we have

$$\|S(f, P) - S(f, Q)\| \leq \|S(f, P) - y\| + \|S(f, Q) - y\| < \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon,$$

which proves (ii).

(ii) $\Rightarrow$ (i): For each $n \in \mathbb{N}$, there is a partition $P_n$ of $I$ such that

$$\|S(f, P) - S(f, Q)\| < \frac{1}{2^n}$$

for all refinements $P$ and $Q$ of $P_n$ and for all Riemann sums $S(f, P)$ and $S(f, Q)$ corresponding to $P$ and $Q$, respectively. Without loss of generality suppose that $P_{n+1}$ is a refinement of $P_n$. For each $n \in \mathbb{N}$, fix a particular Riemann sum $S_n := S(f, P_n)$. For $n > m$, we then have

$$\|S_n - S_m\| \leq \sum_{k=m}^{n-1} \|S_{k+1} - S_k\| < \sum_{k=m}^{n-1} \frac{1}{2^k},$$

so that $(S_n)_{n=1}^\infty$ is a Cauchy sequence in $\mathbb{R}^M$. Let $y := \lim_{n \to \infty} S_n$. We claim that $y = \int_Y f$.

Let $\epsilon > 0$, and choose $n_0$ so large that $\frac{1}{2^{n_0}} < \frac{\epsilon}{2}$ and $\|S_{n_0} - y\| < \frac{\epsilon}{2}$. Let $P$ be a refinement of $P_{n_0}$, and let $S(f, P)$ be a Riemann sum corresponding to $P$. Then we have

$$\|S(f, P) - y\| \leq \|S(f, P) - S_{n_0}\| + \|S_{n_0} - y\| < \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon.$$

This proves (i). \qed

The Cauchy Criterion for Riemann Integrability has a somewhat surprising—and very useful—corollary. For its proof, we require the following lemma of which the proof is elementary, but unpleasant (and thus omitted):

**Lemma 4.2.5.** Let $I \subset \mathbb{R}^N$ be a compact interval, and let $P$ be a partition of $I$ subdividing it into $(I_\nu)_\nu$. Then we have

$$\mu(I) = \sum_\nu \mu(I_\nu).$$
Corollary 4.2.6. Let $I \subset \mathbb{R}^N$ be a compact interval, and let $f : I \to \mathbb{R}^M$ be a function. Then the following are equivalent:

(i) $f$ is Riemann integrable;

(ii) for each $\epsilon > 0$, there is a partition $\mathcal{P}_\epsilon$ of $I$ such that $\|S_1(f, \mathcal{P}_\epsilon) - S_2(f, \mathcal{P}_\epsilon)\| < \epsilon$ for any two Riemann sums $S_1(f, \mathcal{P}_\epsilon)$ and $S_2(f, \mathcal{P}_\epsilon)$ corresponding to $\mathcal{P}_\epsilon$.

Proof. (i) $\implies$ (ii) is clear in the light of Theorem 4.2.4.

(i) $\implies$ (i): Without loss of generality, suppose that $M = 1$.

Let $(I_\nu)_\nu$ be the subintervals of $I$ corresponding to $\mathcal{P}_\epsilon$. Let $\mathcal{P}$ and $\mathcal{Q}$ be refinements of $\mathcal{P}_\epsilon$ with subdivisions $(J_\mu)_\mu$ and $(K_\lambda)_\lambda$ of $I$, respectively. Note that

$$S(f, \mathcal{P}) - S(f, \mathcal{Q}) = \sum_{\mu} f(x_\mu)\mu(J_\mu) - \sum_{\nu} f(y_\nu)\mu(K_\lambda) = \sum_{\nu} \left( \sum_{J_\mu \subset I_\nu} f(x_\mu)\mu(J_\mu) - \sum_{K_\lambda \subset I_\nu} f(y_\lambda)\mu(K_\lambda) \right).$$

For any index $\nu$, choose $z^*_\nu, z_{\nu^*} \in I_\nu$ such that

$$f(z^*_\nu) = \max\{f(x_\mu), f(y_\lambda) : J_\mu, K_\lambda \subset I_\nu\}$$

and

$$f(z_{\nu^*}) = \min\{f(x_\mu), f(y_\lambda) : J_\mu, K_\lambda \subset I_\nu\}.$$

For $\nu$, we obtain

$$\begin{align*}
(f(z^*_{\nu}) - f(z^*_{\nu^*}))\mu(I_\nu) &= f(z^*_{\nu}) \sum_{J_\mu \subset I_\nu} \mu(J_\mu) - f(z^*_{\nu^*}) \sum_{K_\lambda \subset I_\nu} \mu(K_\lambda), \quad \text{by Lemma 4.2.5,} \\
&\leq \sum_{J_\mu \subset I_\nu} f(x_\mu)\mu(J_\mu) - \sum_{K_\lambda \subset I_\nu} f(y_\lambda)\mu(K_\lambda) \\
&\leq f(z^*_{\nu}) \sum_{J_\mu \subset I_\nu} \mu(J_\mu) - f(z_{\nu^*}) \sum_{K_\lambda \subset I_\nu} \mu(K_\lambda) \\
&= (f(z^*_{\nu}) - f(z_{\nu^*}))\mu(I_\nu),
\end{align*}$$

so that

$$\left| \sum_{J_\mu \subset I_\nu} f(x_\mu)\mu(J_\mu) - \sum_{K_\lambda \subset I_\nu} f(y_\lambda)\mu(K_\lambda) \right| \leq (f(z^*_{\nu}) - f(z_{\nu^*}))\mu(I_\nu).$$

It follows that

$$|S(f, \mathcal{P}) - S(f, \mathcal{Q})| \leq \sum_{\nu} (f(z^*_{\nu}) - f(z_{\nu^*}))\mu(I_\nu) = S_1(f, \mathcal{P}_\epsilon) - S_2(f, \mathcal{P}_\epsilon) < \epsilon,$$
which completes the proof. \hfill \Box

**Theorem 4.2.7.** Let $I \subset \mathbb{R}^N$ be a compact interval, and let $f : I \to \mathbb{R}^M$ be continuous. Then $f$ is Riemann integrable.

**Proof.** Since $I$ is compact, $f$ is uniformly continuous.

Let $\epsilon > 0$. Then there is $\delta > 0$ such that $\|f(x) - f(y)\| < \frac{\epsilon}{\mu(I)}$ for $x, y \in I$ with $\|x - y\| < \delta$.

Choose a partition $\mathcal{P}$ of $I$ with the following property: If $(I_\nu)_\nu$ is the subdivision of $I$ generated by $\mathcal{P}$, then, for each

$I_\nu := [a_1^{(\nu)}, b_1^{(\nu)}] \times \cdots \times [a_N^{(\nu)}, b_N^{(\nu)}],$

we have

$$\max_{j=1,\ldots,N} |a_j^{(\nu)} - b_j^{(\nu)}| < \frac{\delta}{\sqrt{N}}.$$ 

Let $S_1(f, \mathcal{P})$ and $S_2(f, \mathcal{P})$ be any two Riemann sums of $f$ corresponding to $\mathcal{P}$, namely

$$S_1(f, \mathcal{P}) = \sum_\nu f(x_\nu)\mu(I_\nu) \quad \text{and} \quad S_2(f, \mathcal{P}) = \sum_\nu f(y_\nu)\mu(I_\nu)$$

with $x_\nu, y_\nu \in I_\nu$. Hence,

$$\|x_\nu - y_\nu\| = \sqrt{\sum_{j=1}^N (x_{\nu,j} - y_{\nu,j})^2} < \sqrt{\sum_{j=1}^N \frac{\delta^2}{N}} = \delta$$

holds, so that

$$\|S_1(f, \mathcal{P}) - S_2(f, \mathcal{P})\| \leq \sum_\nu \|f(x_\nu) - f(y_\nu)\|\mu(I_\nu) < \frac{\epsilon}{\mu(I)} \sum_\nu \mu(I_\nu) = \epsilon.$$ 

This completes the proof. \hfill \Box

Our next theorem improves Theorem 4.2.8 and has a similar, albeit technically more involved proof:

**Theorem 4.2.8.** Let $I \subset \mathbb{R}^N$ be a compact interval, and let $f : I \to \mathbb{R}^M$ be bounded such that $S := \{x \in I : f \text{ is discontinuous at } x\}$ has content zero. Then $f$ is Riemann integrable.

**Proof.** Let $C \geq 0$ be such that $\|f(x)\| \leq C$ for $x \in I$, and let $\epsilon > 0$.

Choose a partition $\mathcal{P}$ of $I$ such that

$$\sum_{I_\nu \cap S \neq \emptyset} \mu(I_\nu) \leq \frac{\epsilon}{4(C + 1)}$$
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holds for the corresponding subdivision \((I_\nu)_\nu\) of \(I\), and let
\[
K := \bigcup_{I_\nu \cap S = \emptyset} I_\nu.
\]

Then \(K\) is compact, and \(f|_K\) is continuous; hence, \(f|_K\) is uniformly continuous.

Choose \(\delta > 0\) such that \(\|f(x) - f(y)\| < \frac{\epsilon}{2\mu(I)}\) for \(x, y \in K\) with \(\|x - y\| < \delta\). Choose a partition \(Q\) refining \(P\) such that, for each interval \(J_\lambda\) in the corresponding subdivision \((J_\lambda)_\lambda\) of \(I\) with
\[
J_\lambda := [a_1^{(\lambda)}, b_1^{(\lambda)}] \times \cdots \times [a_N^{(\lambda)}, b_N^{(\lambda)}],
\]
we have
\[
\max_{j=1, \ldots, N} |a_j^{(\lambda)} - b_j^{(\lambda)}| < \frac{\delta}{\sqrt{N}}.
\]

Let \(S_1(f, Q)\) and \(S_2(f, Q)\) be any two Riemann sums of \(f\) corresponding to \(Q\), namely
\[
S_1(f, Q) = \sum_\lambda f(x_\lambda)\mu(J_\lambda) \quad \text{and} \quad S_2(f, Q) = \sum_\lambda f(y_\lambda)\mu(J_\lambda).
\]
It follows that
\[
\|S_1(f, Q) - S_2(f, Q)\| \leq \sum_{\lambda} \|f(x_{\lambda}) - f(y_{\lambda})\| \mu(J_{\lambda})
\]
\[
= \sum_{J_{\lambda} \not\subset K} \|f(x_{\lambda}) - f(y_{\lambda})\| \mu(J_{\lambda}) + \sum_{J_{\lambda} \subset K} \|f(x_{\lambda}) - f(y_{\lambda})\| \mu(J_{\lambda})
\]
\[
\leq 2C \sum_{J_{\lambda} \not\subset K} \mu(J_{\lambda}) + \frac{\epsilon}{2} \sum_{J_{\lambda} \subset K} \mu(J_{\lambda})
\]
\[
\leq 2C \sum_{I_{\nu} \cap S \neq \emptyset} \mu(I_{\nu}) + \frac{\epsilon}{2}
\]
\[
< \frac{\epsilon}{2} + \frac{\epsilon}{2}
\]
\[
= \epsilon,
\]
which proves the claim. \(\square\)

Let \(D \subset \mathbb{R}^N\) be bounded, and let \(f : D \to \mathbb{R}^M\) be a function. Let \(I \subset \mathbb{R}^N\) be a compact interval such that \(D \subset I\). Define
\[
\tilde{f} : I \to \mathbb{R}^M, \quad x \mapsto \begin{cases} f(x), & x \in D, \\ 0, & x \notin D. \end{cases} \tag{4.1}
\]
We say that \(f\) is Riemann integrable on \(D\) of \(\tilde{f}\) is Riemann integrable on \(I\). We define
\[
\int_D := \int_I \tilde{f}.
\]
It is easy to see that this definition is independent of the choice of \(I\).

**Theorem 4.2.9.** Let \(\emptyset \neq D \subset \mathbb{R}^N\) be bounded with \(\mu(\partial D) = 0\), and let \(f : D \to \mathbb{R}^M\) be bounded and continuous. Then \(f\) is Riemann integrable on \(D\).

**Proof.** Define \(\tilde{f}\) as in (4.1). Then \(\tilde{f}\) is continuous at each point of int \(D\) as well as at each point of int \((I \setminus D)\). Consequently,
\[
\{x \in I : \tilde{f}\text{ is discontinuous at } x\} \subset \partial D
\]
has content zero. The claim then follows from Theorem 4.2.8. \(\square\)

**Definition 4.2.10.** Let \(D \subset \mathbb{R}^N\) be bounded. We say that \(D\) has content if \(1\) is Riemann integrable on \(D\). We write
\[
\mu(D) := \int_D 1.
\]
Sometimes, if we want to emphasize the dimension $N$, we write $\mu_N(D)$.

For any set $S \subset \mathbb{R}^N$, let its *indicator function* be

$$\chi_S: \mathbb{R}^N \to \mathbb{R}, \quad x \mapsto \begin{cases} 1, & x \in S, \\ 0, & x \not\in S. \end{cases}$$

If $D \subset \mathbb{R}^N$ is bounded, and $I \subset \mathbb{R}^N$ is a compact interval with $D \subset I$, then Definition 4.2.10 becomes

$$\mu(D) = \int_I \chi_D.$$

It is important not to confuse the statements “$D$ does not have content” and “$D$ has content zero”: a set with content zero always has content.

The following theorem characterizes the sets that have content in terms of their boundaries:

**Theorem 4.2.11.** The following are equivalent for a bounded set $D \subset \mathbb{R}^N$:

(i) $D$ has content.

(ii) $\partial D$ has content zero.

*Proof.* (ii) $\implies$ (i) is clear by Theorem 4.2.9.

(i) $\implies$ (ii): Assume towards a contradiction that $D$ has content, but that $\partial D$ does not have content zero. By Lemma 4.1.2, this means that there is $\epsilon_0 > 0$ such that, for any compact intervals $I_1, \ldots, I_n \subset \mathbb{R}^N$ with $\partial D \subset \bigcup_{j=1}^n I_j$, we have

$$\sum_{j=1}^n \mu(I_j) \geq \epsilon_0.$$

Let $I \subset \mathbb{R}^N$ be a compact interval such that $D \subset I$. Choose a partition $\mathcal{P}$ of $I$ such that

$$|S(\chi_D, \mathcal{P}) - \mu(D)| < \frac{\epsilon_0}{2}$$

for any Riemann sum of $\chi_D$ corresponding to $\mathcal{P}$. Let $(I_\nu)_\nu$ be the subdivision of $I$ corresponding to $\mathcal{P}$. Choose support points $x_\nu \in I_\nu$ with $x_\nu \in D$ whenever int $I_\nu \cap \partial D \neq \emptyset$. Let

$$S_1(\chi_D, \mathcal{P}) = \sum_\nu \chi_D(x_\nu) \mu(I_\nu).$$

Choose support points $y_\nu \in I_\nu$ such that $y_\nu = x_\nu$ if int $I_\nu \cap \partial D = \emptyset$ and $y_\nu \in D^c$ if int $I_\nu \cap \partial D \neq \emptyset$, and let

$$S_2(\chi_D, \mathcal{P}) = \sum_\nu \chi_D(y_\nu) \mu(I_\nu).$$
It follows that
\[ S_1(\chi_D, P) - S_2(\chi_D, P) = \sum_{(\text{int } I_\nu) \cap \partial D \neq \emptyset} \mu(I_\nu) \geq \epsilon_0. \]

On the other hand, however, we have
\[ |S_1(\chi_D, P) - S_2(\chi_D, P)| \leq |S_1(\chi_D, P) - \mu(D)| + |S_2(\chi_D, P) - \mu(D)| < \epsilon_0, \]
which is a contradiction.

Before go ahead and actually compute Riemann integrals, we sum up (and prove) a few properties of the Riemann integral:

Proposition 4.2.12 (Properties of the Riemann Integral). The following are true:

(i) Let \( \emptyset \neq D \subset \mathbb{R} \) be bounded, let \( f, g: D \to \mathbb{R}^M \) be Riemann integrable on \( D \), and let \( \lambda, \mu \in \mathbb{R} \). Then \( \lambda f + \mu g \) is Riemann integrable on \( D \) such that
\[ \int_D (\lambda f + \mu g) = \lambda \int_D f + \mu \int_D g. \]

(ii) Let \( \emptyset \neq D \subset \mathbb{R}^N \) be bounded, and let \( f: D \to \mathbb{R} \) be non-negative and Riemann integrable on \( D \). Then \( \int_D f \) is non-negative.

(iii) If \( f \) is Riemann integrable on \( \emptyset \neq D \subset \mathbb{R}^N \), then so is \( \|f\| \) with
\[ \left\| \int_D f \right\| \leq \int_D \|f\|. \]

(iv) Let \( D_1, D_2 \subset \mathbb{R}^N \) be non-empty and bounded such that \( \mu(D_1 \cap D_2) = 0 \), and let \( f: D_1 \cup D_2 \to \mathbb{R}^M \) be Riemann integrable on \( D_1 \) and \( D_2 \). Then \( f \) is Riemann integrable on \( D_1 \cup D_2 \) such that
\[ \int_{D_1 \cup D_2} f = \int_{D_1} f + \int_{D_2} f. \]

(v) Let \( \emptyset \neq D \subset \mathbb{R}^N \) have content, let \( f: D \to \mathbb{R} \) be Riemann integrable, and let \( m, M \in \mathbb{R} \) be such that
\[ m \leq f(x) \leq M \]
for \( x \in D \). Then
\[ m \mu(D) \leq \int_D f \leq M \mu(D) \]
holds.
(vi) Let $\emptyset \neq D \subseteq \mathbb{R}^M$ be compact, connected, and have content, and let $f : D \to \mathbb{R}$ be continuous. Then there is $x_0 \in D$ such that

$$\int_D f = f(x_0)\mu(D).$$

Proof. (i) is routine.

(ii): Without loss of generality, suppose that $I$ is a compact interval. Assume that $\int_I f < 0$. Let $\epsilon := -\int_I f > 0$, and choose a partition $P$ of $I$ such that for all Riemann sums $S(f, P)$ corresponding to $P$, the inequality

$$\left| S(f, P) - \int_I f \right| < \frac{\epsilon}{2}$$

holds. It follows that $S(f, P) < -\frac{\epsilon}{2} < 0$, whereas, on the other hand,

$$S(f, P) = \sum_{\nu} f(x_\nu)\mu(I_\nu) \geq 0,$$

where $(I_\nu)_\nu$ is the subdivision of $I$ corresponding to $P$.

(iii): Again, suppose that $D$ is a compact interval $I$.

Let $\epsilon > 0$, and let $f_1, \ldots, f_M$ denote the components of $f$. By Corollary 4.2.6, there is a partition $P_\epsilon$ of $I$ such that

$$|S_1(f_j, P_\epsilon) - S_2(f_j, P_\epsilon)| < \frac{\epsilon}{M}$$

for $j = 1, \ldots, M$ and for all Riemann sums $S_1(f_j, P_\epsilon)$ and $S_2(f_j, P_\epsilon)$ corresponding to $P_\epsilon$. Let $(I_\nu)_\nu$ be the subdivision of $I$ induced by $P_\epsilon$. Choose support points $x_\nu, y_\nu \in I_\nu$. Fix $j \in \{1, \ldots, M\}$. Let $z_\nu^*, z_{\nu*} \in \{x_\nu, y_\nu\}$ be such that

$$f_j(z_\nu^*) = \max\{f_j(x_\nu), f_j(y_\nu)\} \quad \text{and} \quad f_j(z_{\nu*}) = \max\{f_j(x_\nu), f_j(y_\nu)\}$$

We then have that

$$\sum_{\nu} |f_j(x_\nu) - f_j(y_\nu)|\mu(I_\nu) = \sum_{\nu} (f_j(z_\nu^*) - f_j(z_{\nu*}))\mu(I_\nu) = \sum_{\nu} f_j(z_\nu^*)\mu(I_\nu) - \sum_{\nu} f_j(z_{\nu*})\mu(I_\nu) < \frac{\epsilon}{M}.$$
It follows that
\[
\left| \sum_{\nu} \|f(x_{\nu})\| \mu(I_{\nu}) - \sum_{\nu} \|f(y_{\nu})\| \mu(I_{\nu}) \right| \leq \sum_{\nu} \|f(x_{\nu}) - f(y_{\nu})\| \mu(I_{\nu})
\]
\[
\leq \sum_{\nu} \sum_{j=1}^{M} |f_j(x_{\nu}) - f_j(y_{\nu})| \mu(I_{\nu})
\]
\[
\leq \sum_{j=1}^{M} \sum_{\nu} |f_j(x_{\nu}) - f_j(y_{\nu})| \mu(I_{\nu})
\]
\[
< M \frac{\epsilon}{M}
\]
\[
= \epsilon,
\]
so that \(\|f\|\) is Riemann integrable by the Cauchy criterion.

Let \(\epsilon > 0\) and choose a partition \(\mathcal{P}\) of \(I\) with corresponding subdivision \((I_{\nu})_{\nu}\) of \(I\) and support points \(x_{\nu} \in I_{\nu}\) such that
\[
\left| \sum_{\nu} f(x_{\nu}) \mu(I_{\nu}) - \int_I f \right| < \frac{\epsilon}{2}
\]
and
\[
\left| \sum_{\nu} \|f(x_{\nu})\| \mu(I_{\nu}) - \int_I \|f\| \right| < \frac{\epsilon}{2}.
\]
It follows that
\[
\left| \int_I f \right| \leq \left| \sum_{\nu} f(x_{\nu}) \mu(I_{\nu}) \right| + \frac{\epsilon}{2} \leq \sum_{\nu} \|f(x_{\nu})\| \mu(I_{\nu}) + \frac{\epsilon}{2} \leq \int_I \|f\| + \epsilon.
\]
Since \(\epsilon > 0\) was arbitrary, this means that \(\|\int_I f\| \leq \int_I \|f\|\).

(iv): Choose a compact interval \(I \subset \mathbb{R}^N\) such that \(D_1, D_2 \subset I\), and note that
\[
\int_{D_j} f = \int_I f \chi_{D_j} = \int_{D_1 \cup D_2} f \chi_{D_j}
\]
for \(j = 1, 2\). In particular, \(f \chi_{D_1}\) and \(f \chi_{D_2}\) are Riemann integrable on \(D_1 \cup D_2\). Since \(\mu(D_1 \cap D_2) = 0\), the function \(f \chi_{D_1 \cap D_2}\) is automatically Riemann integrable, so that
\[
f = f \chi_{D_1} + f \chi_{D_2} - f \chi_{D_1 \cap D_2}
\]
is Riemann integrable. It follows from (i) that
\[
\int_{D_1 \cup D_2} f = \int_{D_1} f + \int_{D_2} f - \int_{D_1 \cap D_2} f = 0.
\]
(v): Since $M - f(x) \geq 0$ holds for all $x \in D$, we have by (ii) that
\[
0 \leq \int_D (M - f) = M \int_D 1 - \int_D f = M \mu(D) - \int_D f.
\]
Similarly, one proves that $m \mu(D) \leq \int_D f$.

(vi): Without loss of generality, suppose that $\mu(D) > 0$. Let
\[
m := \inf\{f(x) : x \in D\} \quad \text{and} \quad M := \sup\{f(x) : x \in D\},
\]
so that
\[
m \leq \frac{\int_D f}{\mu(D)} \leq M.
\]
Let $x_1, x_2 \in D$ be such that $f(x_1) = m$ and $f(x_2) = M$. By the intermediate value theorem, there is $x_0 \in D$ such that $f(x_0) = \frac{\int_D f}{\mu(D)}$. \hfill \Box

Exercises

1. Let $I$ be a compact interval, and let $f = (f_1, \ldots, f_M) : I \to \mathbb{R}^M$. Show that $f$ is Riemann integrable if and only if $f_j : I \to \mathbb{R}$ is Riemann integrable for each $j = 1, \ldots, M$ and that, in this case,
\[
\int_I f = \left(\int_I f_1, \ldots, \int_I f_M\right)
\]
holds.

2. Let $I \subset \mathbb{R}^N$ be a compact interval, and let $f : I \to \mathbb{R}^M$ be Riemann integrable. Show that $f$ is bounded.

3. Let $\emptyset \neq D \subset \mathbb{R}^N$ be bounded, and let $f, g : D \to \mathbb{R}$ be Riemann-integrable. Show that $fg : D \to \mathbb{R}$ is Riemann-integrable.
Do we have
\[
\int_D fg = \left(\int_D f\right) \left(\int_D g\right)?
\]
(Hint: First treat the case where $f = g$, treat the general case by observing that $fg = \frac{1}{2}((f + g)^2 - f^2 - g^2)$.)

4. Let $\emptyset \neq U \subset \mathbb{R}^N$ be open with content, and let $f : U \to [0, \infty)$ be bounded and continuous such that $\int_U f = 0$. Show that $f \equiv 0$ on $U$. 
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4.3 Evaluation of Integrals in One Variable: A Review

In this section, we review the basic techniques for evaluating Riemann integrals of functions of one variable:

**Theorem 4.3.1.** Let \( f : [a, b] \to \mathbb{R} \) be continuous, and let \( F : [a, b] \to \mathbb{R} \) be defined as

\[
F(x) := \int_a^x f(t) \, dt
\]

for \( x \in [a, b] \). Then \( F \) is an antiderivative of \( f \), i.e., \( F \) is differentiable such that \( F' = f \).

**Proof.** Let \( x \in [a, b] \), and let \( h \neq 0 \) such that \( x + h \in [a, b] \). By the mean value theorem of integration, we obtain that

\[
F(x + h) - F(x) = \int_x^{x+h} f(t) \, dt = f(\xi_h)h
\]

for some \( \xi_h \) between \( x + h \) and \( x \). It follows that

\[
\frac{F(x + h) - F(x)}{h} = f(\xi_h) \xrightarrow{h \to 0} f(x)
\]

because \( f \) is continuous.

**Proposition 4.3.2.** Let \( F_1 \) and \( F_2 \) be antiderivatives of a function \( f : [a, b] \to \mathbb{R} \). Then \( F_1 - F_2 \) is constant.

**Proof.** This is clear because \((F_1 - F_2)' = f - f = 0\).

**Theorem 4.3.3** (Fundamental Theorem of Calculus). Let \( f : [a, b] \to \mathbb{R} \) be continuous, and let \( F : [a, b] \to \mathbb{R} \) be any antiderivative of \( f \). Then

\[
\int_a^b f(x) \, dx = F(b) - F(a) = : F(x) \bigg|_a^b
\]

holds.

**Proof.** By Theorem 4.3.1 and by Proposition 4.3.2, there is \( C \in \mathbb{R} \) such that

\[
\int_a^x f(t) \, dt = F(x) - C
\]

for all \( x \in [a, b] \). Since

\[
F(a) - C = \int_a^a f(t) \, dt = 0,
\]

we have \( C = F(a) \) and thus

\[
\int_a^b f(t) \, dt = F(b) - F(a).
\]

This proves the claim.
Example. Since \( \frac{d}{dx} \sin x = \cos x \), it follows that
\[
\int_0^\pi \sin x \, dx = \cos x \bigg|_0^\pi = 2.
\]

**Corollary 4.3.4** (Change of Variables). Let \( \phi: [a,b] \to \mathbb{R} \) be continuously differentiable, let \( f: [c,d] \to \mathbb{R} \) be continuous, and suppose that \( \phi([a,b]) \subset [c,d] \). Then
\[
\int_{\phi(a)}^{\phi(b)} f(x) \, dx = \int_a^b f(\phi(t))\phi'(t) \, dt
\]
holds.

**Proof.** Let \( F \) be an antiderivative of \( f \). The chain rule yields that
\[
(F \circ \phi)' = (f \circ \phi)\phi',
\]
so that \( F \circ \phi \) is an antiderivative of \( (f \circ \phi)\phi' \). By the fundamental theorem of calculus, we thus have
\[
\int_{\phi(a)}^{\phi(b)} f(x) \, dx = F(\phi(b)) - F(\phi(a)) = (F \circ \phi)(b) - (F \circ \phi)(a) = \int_a^b f(\phi(t))\phi'(t) \, dt
\]
as claimed. \( \square \)

**Examples.**  1. We have
\[
\int_0^{\sqrt{\pi}} x \sin(x^2) \, dx = \frac{1}{2} \int_0^{\sqrt{\pi}} 2x \sin(x^2) \, dx
\]
\[
= \frac{1}{2} \int_0^{\pi} \sin u \, du
\]
\[
= -\frac{1}{2} \cos u \bigg|_0^{\pi}
\]
\[
= \frac{1}{2} + \frac{1}{2}
\]
\[
= 1.
\]

2. We have
\[
\int_0^1 \sqrt{1 - x^2} \, dx = \int_0^{\pi/2} \sqrt{1 - \sin^2 t} \cos t \, dt = \int_0^{\pi/2} \sqrt{\cos^2 t} \cos t \, dt = \int_0^{\pi/2} \cos^2 t \, dt.
\]

**Corollary 4.3.5** (Integration by Parts). Let \( f, g: [a,b] \to \mathbb{R} \) be continuously differentiable. Then
\[
\int_a^b f(x)g'(x) \, dx = f(b)g(b) - f(a)g(a) - \int_a^b f'(x)g(x) \, dx
\]
holds.
Proof. By the product rule, we have
\[ \frac{d}{dx} f(x)g(x) = f(x)g'(x) - f'(x)g(x) \]
for \( x \in [a, b] \), and the fundamental theorem of calculus yields
\[
\begin{align*}
  f(b)g(b) - f(a)g(a) &= \int_a^b \frac{d}{dx} f(x)g(x) \, dx \\
  &= \int_a^b (f(x)g'(x) - f'(x)g(x)) \, dx \\
  &= \int_a^b f(x)g'(x) \, dx - \int_a^b f'(x)g(x) \, dx
\end{align*}
\]
as claimed.

Examples. 1. Note that
\[
\begin{align*}
  \int_0^{\pi/2} \cos^2 x \, dx &= -\sin(0) \cos(0) + \sin\left(\frac{\pi}{2}\right) \cos\left(\frac{\pi}{2}\right) + \int_0^{\pi/2} \sin^2 x \, dx \\
  &= \int_0^{\pi/2} \sin^2 x \, dx \\
  &= \int_0^{\pi/2} (1 - \cos^2 x) \, dx \\
  &= \frac{\pi}{2} - \int_0^{\pi/2} \cos^2 x \, dx,
\end{align*}
\]
so that
\[ \int_0^{\pi/2} \cos^2 x \, dx = \frac{\pi}{4}. \]
Combining this with the second example on change of variables, we also obtain that
\[ \int_0^1 \sqrt{1 - t^2} \, dt = \int_0^{\pi/2} \cos^2 x \, dx = \frac{\pi}{4}. \]

2. We have
\[
\int_1^x \ln t \, dt = \int_1^x 1 \ln t \, dt = \left. t \ln t \right|_1^x - \int_1^x \frac{1}{t} \, dt = x \ln x - (x - 1).
\]
Hence,
\[ (0, \infty) \to \mathbb{R}, \quad x \mapsto x \ln x - x \]
is an antiderivative of the natural logarithm.
4.4 Fubini’s Theorem

Fubini’s theorem is the first major tool for the actual computation of Riemann integrals in several dimensions (the other one is change of variables). It asserts that multi-dimensional Riemann integrals can be computed through iteration of one-dimensional ones:

**Theorem 4.4.1 (Fubini’s Theorem).** Let $I \subset \mathbb{R}^N$ and $J \subset \mathbb{R}^M$ be compact intervals, and let $f : I \times J \to \mathbb{R}^K$ be Riemann integrable such that, for each $x \in I$, the integral

$$F(x) := \int_J f(x, y) \, d\mu_M(y)$$

exists. Then $F : I \to \mathbb{R}^K$ is Riemann integrable such that

$$\int_I F = \int_{I \times J} f.$$

**Proof.** Let $\epsilon > 0$.

Choose a partition $\mathcal{P}_\epsilon$ of $I \times J$ such that

$$\left\| S(f, \mathcal{P}) - \int_{I \times J} f \right\| < \frac{\epsilon}{2}$$

for any Riemann sum $S(f, \mathcal{P})$ of $f$ corresponding to a partition $\mathcal{P}$ of $I \times J$ finer than $\mathcal{P}_\epsilon$.

Let $\mathcal{P}_{\epsilon,x}$ and $\mathcal{P}_{\epsilon,y}$ be the partitions of $I$ and $J$, respectively, such that $\mathcal{P}_\epsilon := \mathcal{P}_{\epsilon,x} \times \mathcal{P}_{\epsilon,y}$. Set $\mathcal{Q}_\epsilon := \mathcal{P}_{\epsilon,x}$, and let $\mathcal{Q}$ be a refinement of $\mathcal{Q}_\epsilon$ with corresponding subdivision $(I_\nu)_{\nu}$ of $I$; pick $x_\nu \in I_\nu$. For each $\nu$, there is a partition $\mathcal{R}_{\epsilon,\nu}$ of $J$ such that, for each refinement $\mathcal{R}$ of $\mathcal{R}_{\epsilon,\nu}$ with corresponding subdivision $(J_\lambda)_{\lambda}$, we have

$$\left\| \sum_\lambda f(x_\nu, y_\lambda) \mu_M(J_\lambda) - F(x_\nu) \right\| < \frac{\epsilon}{2\mu_N(I)} \quad (4.2)$$

for any choice of $y_\lambda \in J_\lambda$. Let $\mathcal{R}_\epsilon$ be a common refinement of $(\mathcal{R}_{\epsilon,\nu})_\nu$ and $\mathcal{P}_{\epsilon,y}$ with corresponding subdivision $(J_\lambda)_{\lambda}$ of $J$. Consequently, $\mathcal{Q} \times \mathcal{R}_\epsilon$ is a refinement of $\mathcal{P}_\epsilon$ with corresponding subdivision $(I_\nu \times J_\lambda)_{\lambda,\nu}$ of $I \times J$. Picking $y_\lambda \in J_\lambda$, we thus have

$$\left\| \sum_{\nu,\lambda} f(x_\nu, y_\lambda) \mu_N(I_\nu) \mu_M(J_\lambda) - \int_{I \times J} f \right\| < \frac{\epsilon}{2} \quad (4.3)$$
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We therefore obtain
\[
\left\| \sum_{\nu} F(x_\nu)\mu_N(I_\nu) - \int_{I\times J} f \right\| \\
\leq \left\| \sum_{\nu} F(x_\nu)\mu_N(I_\nu) - \sum_{\nu,\lambda} f(x_\nu, y_\lambda)\mu_N(I_\nu)\mu_M(J_\lambda) \right\| \\
+ \left\| \sum_{\nu,\lambda} f(x_\nu, y_\lambda)\mu_N(I_\nu)\mu_M(J_\lambda) - \int_{I\times J} f \right\| \\
< \left\| \sum_{\nu} f(x_\nu)\mu_N(I_\nu) - \sum_{\nu,\lambda} f(x_\nu, y_\lambda)\mu_N(I_\nu)\mu_M(J_\lambda) \right\| + \frac{\epsilon}{2}, \text{ by (4.3)},
\]
\[
\leq \sum_{\nu} \left\| F(x_\nu) - \sum_{\nu,\lambda} f(x_\nu, y_\lambda)\mu_M(J_\lambda) \right\| \mu_N(I_\nu) + \frac{\epsilon}{2}
\]
\[
< \sum_{\nu} \frac{\epsilon}{2\mu_N(I)}\mu(I_\nu) + \frac{\epsilon}{2}
\]
\[
= \frac{\epsilon}{2} + \frac{\epsilon}{2}
\]
\[
= \epsilon.
\]

Since this holds for each refinement $Q$ of $Q_\epsilon$, and for any choice of $x_\nu \in I_\nu$, we obtain that $F$ is Riemann integrable such that
\[
\int_I F = \int_{I\times J} f,
\]
as claimed.

\[\square\]

**Examples.** 1. Let
\[
f : [0, 1] \times [0, 1] \to \mathbb{R}, \quad (x, y) \mapsto xy.
\]

We obtain
\[
\int_{[0,1]\times[0,1]} f = \int_0^1 \left( \int_0^1 xy \, dy \right) \, dx
\]
\[
= \int_0^1 x \left( \int_0^1 y \, dy \right) \, dx
\]
\[
= \int_0^1 x \left( \frac{y^2}{2} \bigg|_0^1 \right) \, dx
\]
\[
= \int_0^1 \frac{1}{2} x \, dx
\]
\[
= \frac{1}{4}.
\]
2. Let 

\[ f : [0, 1] \times [0, 1] \to \mathbb{R}, \quad (x, y) \mapsto y^3 e^{xy^2}. \]

Then Fubini’s Theorem yields

\[ \int_{[0,1] \times [0,1]} f = \int_0^1 \left( \int_0^1 y^3 e^{xy^2} \, dy \right) \, dx = \text{?}. \]

Changing the order of integration, however, we obtain

\[ \int_{[0,1] \times [0,1]} f = \int_0^1 \left( \int_0^1 y^3 e^{xy^2} \, dx \right) \, dy = \text{?} = \frac{1}{2} e - 1. \]

The following corollary is a straightforward specialization of Fubini’s Theorem applied twice (in each variable).

**Corollary 4.4.2.** Let \( I = [a, b] \times [c, d] \), let \( f : I \to \mathbb{R} \) be Riemann integrable, and suppose that:

(a) for each \( x \in [a, b] \), the integral \( \int_c^d f(x, y) \, dy \) exists;

(b) for each \( y \in [c, d] \), the integral \( \int_a^b f(x, y) \, dx \) exists.

Then

\[ \int_a^b \left( \int_c^d f(x, y) \, dy \right) \, dx = \int_I f = \int_c^d \left( \int_a^b f(x, y) \, dx \right) \, dy \]

holds.

Similarly straightforward is the next corollary:

**Corollary 4.4.3.** Let \( I = [a, b] \times [c, d] \), and let \( f : I \to \mathbb{R} \) be bounded such that the set \( D_0 \) of its discontinuity points has content zero and satisfies \( \mu_1(\{ y \in [c, d] : (x, y) \in D_0 \}) = 0 \) for each \( x \in [a, b] \). Then \( f \) is Riemann integrable such that

\[ \int_I f = \int_a^b \left( \int_c^d f(x, y) \, dy \right) \, dx. \]
Another, less straightforwarded consequence is:

**Corollary 4.4.4.** Let \( \phi, \psi : [a, b] \to \mathbb{R} \) be continuous such that \( \phi \leq \psi \), let

\[
D := \{(x, y) \in \mathbb{R}^2 : x \in [a, b], \phi(x) \leq y \leq \psi(x)\},
\]

and let \( f : D \to \mathbb{R} \) be bounded such that the set \( D_0 \) of its discontinuity points has content zero and satisfies \( \mu_1(\{y \in [c, d] : (x, y) \in D_0\}) = 0 \) for each \( x \in \mathbb{R} \). Then \( f \) is Riemann integrable such that

\[
\int_D f = \int_a^b \left( \int_{\phi(x)}^{\psi(x)} f(x, y) \, dy \right) \, dx.
\]

**Proof.** Choose \( c, d \in \mathbb{R} \) such that \( D \subset [a, b] \times [c, d] \) and extend \( f \) as \( \tilde{f} \) to \( [a, b] \times [c, d] \) by setting it equal to zero outside \( D \). It is not difficult to see that the set of discontinuity points of \( \tilde{f} \) is contained in \( D_0 \cup \partial D \) and thus has content zero. Hence, Fubini's theorem is applicable and yields

\[
\int_D f = \int_{[a,b] \times [c,d]} \tilde{f} = \int_a^b \left( \int_c^d \tilde{f}(x, y) \, dy \right) \, dx = \int_a^b \left( \int_{\phi(x)}^{\psi(x)} f(x, y) \, dy \right) \, dx.
\]

This completes the proof. \( \square \)
Example. Let
\[ D := \{(x, y) \in \mathbb{R}^2 : 1 \leq x \leq 3, x^2 \leq y \leq x^2 + 1\}. \]

It follows that
\[
\mu(D) = \int_D 1 = \int_1^3 \left( \int_{x^2}^{x^2+1} 1 \, dy \right) \, dx = \int_1^3 1 \, dx = 2.
\]

**Corollary 4.4.5** (Cavalieri’s Principle). Let \( S, T \subset \mathbb{R}^N \) have content. For each \( x \in \mathbb{R} \), let
\[ S_x := \{(x_1, \ldots, x_{N-1}) \in \mathbb{R}^{N-1} : (x, x_1, \ldots, x_{N-1}) \in S\} \]
and
\[ T_x := \{(x_1, \ldots, x_{N-1}) \in \mathbb{R}^{N-1} : (x, x_1, \ldots, x_{N-1}) \in T\}. \]

Suppose that \( S_x \) and \( T_x \) have content with \( \mu_{N-1}(S_x) = \mu_{N-1}(T_x) \) for each \( x \in \mathbb{R} \). Then \( \mu_N(S) = \mu_N(T) \) holds.

**Proof.** Let \( I \subset \mathbb{R} \) and \( J \subset \mathbb{R}^{N-1} \) be compact intervals such that \( S, T \subset I \times J \), and note that
\[
\mu_N(S) = \int_{I \times J} \chi_S \\
= \int_I \left( \int_J \chi_S(x, x_1, \ldots, x_{N-1}) \, d\mu_{N-1}(x_1, \ldots, x_{N-1}) \right) \, dx \\
= \int_I \left( \int_J \chi_{S_x} \right) \, dx \\
= \int_I \mu_{N-1}(S_x) \\
= \int_I \mu_{N-1}(T_x) \\
= \int_I \left( \int_J \chi_{T_x} \right) \, dx \\
= \int_I \left( \int_J \chi_T(x, x_1, \ldots, x_{N-1}) \, d\mu_{N-1}(x_1, \ldots, x_{N-1}) \right) \, dx \\
= \int_{I \times J} \chi_T \\
= \mu_N(T).
\]

This completes the proof. \( \square \)

**Example.** Let
\[ D := \{(x, y, z) \in \mathbb{R}^3 : x \geq 0, x^2 + y^2 + z^2 \leq r^2\}, \]
where \( r > 0 \). For each \( x \in \mathbb{R} \), we then have

\[
D_x := \begin{cases} 
\{(y, z) \in \mathbb{R}^2 : y^2 + z^2 \leq r^2 - x^2\}, & x \in [0, r], \\
\emptyset, & \text{otherwise}.
\end{cases}
\]

It follows that \( \mu_2(D_x) = \pi(r^2 - x^2) \). By the proof of Cavalieri’s principle, we have

\[
\mu_3(D) = \int_0^r \mu_2(D_x) \, dx = \pi \int_0^r (r^2 - x^2) \, dx = \pi r^3 - \pi \int_0^r x^2 \, dx = \pi r^3 - \pi \left. \frac{x^3}{3} \right|_0^r = \frac{2\pi}{3} r^3.
\]

As a consequence, the volume of a ball in \( \mathbb{R}^3 \) with radius \( r \) is \( \frac{4\pi}{3} r^3 \).

**Exercises**

1. Let 

\[
f : [0, 1] \times [0, 1] \to \mathbb{R}, \quad (x, y) \mapsto xy.
\]

Evaluate \( \int_{[0,1] \times [0,1]} f \) using only the definition of the Riemann integral, i.e., in particular, without use of Fubini’s Theorem.

2. Let \( \emptyset \neq D \subset \mathbb{R}^N \) have content zero, and let \( f : D \to \mathbb{R}^M \) be bounded. Show that \( f \) is Riemann-integrable on \( D \) such that

\[
\int_D f = 0.
\]

3. Let \( I \subset \mathbb{R}^N \) be a compact interval. Show that

\[
\mathcal{A} := \{ A \subset I : A \text{ has content} \}
\]

is an *algebra* over \( I \), i.e.,

(a) \( \emptyset, I \in \mathcal{A} \),

(b) if \( A \in \mathcal{A} \), then \( I \setminus A \in \mathcal{A} \), and

(c) if \( A_1, \ldots, A_n \in \mathcal{A} \), then \( A_1 \cup \cdots \cup A_n \in \mathcal{A} \).

4. Calculate \( \int_I f \) for the following \( I \) and \( f \):
5. Let $a < b$, let $f : [a, b] \to [0, \infty)$ be continuous, and let
\[ D := \{(x, y) : x \in [a, b], y \in [0, f(x)]\}. \]
Show that $D$ has content and that
\[ \mu(D) = \int_a^b f(x) \, dx. \]

6. Let
\[ D := \{(x, y) \in \mathbb{R} : x, y \geq 0, x^2 + y^2 \leq 1\}, \]
and let
\[ f : D \to \mathbb{R}, \quad (x, y) \mapsto \frac{4y^3}{(x+1)^2}. \]
Evaluate $\int_D f$.

7. Define $f : [0, 1] \times [0, 1] \to \mathbb{R}$ by letting
\[ f(x, y) = \begin{cases} 
2^{2n}, & \text{if } (x, y) \in [2^{-n}, 2^{-n+1}) \times [2^{-n}, 2^{-n+1}) \text{ for some } n \in \mathbb{N}, \\
-2^{2n+1}, & \text{if } (x, y) \in [2^{-n-1}, 2^{-n}) \times [2^{-n}, 2^{-n+1}) \text{ for some } n \in \mathbb{N}, \\
0, & \text{otherwise.} 
\end{cases} \]
Show that the iterated integrals
\[ \int_0^1 \left( \int_0^1 f(x, y) \, dy \right) \, dx \quad \text{and} \quad \int_0^1 \left( \int_0^1 f(x, y) \, dx \right) \, dy \]
both exist, but that
\[ \int_0^1 \left( \int_0^1 f(x, y) \, dy \right) \, dx \neq \int_0^1 \left( \int_0^1 f(x, y) \, dx \right) \, dy. \]
Why doesn’t this contradict Fubini’s Theorem?

4.5 Integration in Polar, Spherical, and Cylindrical Coordinates

The second main tool for the calculation of multi-dimensional integrals is the multi-dimensional change of variables formula:
Theorem 4.5.1 (Change of Variables). Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, let $\emptyset \neq K \subset U$ be compact with content, let $\phi: U \rightarrow \mathbb{R}^N$ be continuously partially differentiable, and suppose that there is a set $Z \subset K$ with content zero such that $\phi|_{K \setminus Z}$ is injective and $\det J_\phi(x) \neq 0$ for all $x \in K \setminus Z$. Then $\phi(K)$ has content and

$$\int_{\phi(K)} f = \int_K (f \circ \phi)| \det J_\phi|$$

holds for all continuous functions $f: \phi(U) \rightarrow \mathbb{R}^M$.

Proof. Postponed, but not skipped! □

Examples. 1. Let $a, b, c > 0$ and let

$$E := \left\{ (x, y, z) \in \mathbb{R}^3 : \frac{x^2}{a^2} + \frac{y^2}{b^2} + \frac{z^2}{c^2} \leq 1 \right\}.$$

What is the content of $E$?

Let

$$\phi: \mathbb{R}^3 \rightarrow \mathbb{R}^3, \quad (r, \theta, \sigma) \mapsto (ar \cos \theta \cos \sigma, br \cos \theta \sin \sigma, cr \sin \theta),$$

and let

$$K := [0, 1] \times \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right] \times [0, 2\pi],$$

so that $E = \phi(K)$. Note that

$$J_\phi(r, \theta, \sigma) = \begin{bmatrix} a \cos \theta \cos \sigma, & -ar \sin \theta \cos \sigma, & -ar \cos \theta \sin \sigma \\ b \cos \theta \sin \sigma, & -br \sin \theta \sin \sigma, & br \cos \theta \cos \sigma \\ c \sin \theta, & cr \cos \theta, & 0 \end{bmatrix},$$

and thus

$$\det J_\phi(r, \theta, \sigma) = abc \det \begin{bmatrix} \cos \theta \cos \sigma, & -r \sin \theta \cos \sigma, & -r \cos \theta \sin \sigma \\ \cos \theta \sin \sigma, & -r \sin \theta \sin \sigma, & r \cos \theta \cos \sigma \\ \sin \theta, & r \cos \theta, & 0 \end{bmatrix}$$

$$= abc \begin{bmatrix} \sin \theta & -r \sin \theta \cos \sigma, & -r \cos \theta \sin \sigma \\ -r \sin \theta \sin \sigma, & r \cos \theta \cos \sigma \\ -r \cos \theta & \cos \theta \cos \sigma, & -r \cos \theta \sin \sigma \\ \cos \theta \sin \sigma, & r \cos \theta \cos \sigma \end{bmatrix}$$

$$= -abc r^2 \begin{bmatrix} \sin \theta & (\sin \theta)(\cos \theta)(\cos^2 \sigma) + (\sin \theta)(\cos \theta)(\sin^2 \sigma) \\ -r \sin \theta \cos \sigma, & -r \cos \theta \sin \sigma \\ -r \sin \theta \sin \sigma, & r \cos \theta \cos \sigma \\ \cos \theta \sin \sigma, & r \cos \theta \cos \sigma \end{bmatrix}$$

$$= -abc r^2 \cos \theta \left( (\sin^2 \theta)(\cos^2 \sigma) + (\sin^2 \theta)(\sin^2 \sigma) + \cos^2 \theta \right)$$

$$= -abc r^2 \cos \theta \left( \sin^2 \theta + \cos^2 \theta \right)$$

$$= -abc r^2 \cos \theta.$$
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It follows that

\[
\mu(E) = \int_E 1 = \int_K 1 |\det J_\phi| \\
= \int_0^1 1 \left( \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \left( \int_0^{2\pi} r^2 \cos \theta \, d\theta \right) \, dr \right)
\]

\[
= 2\pi abc \int_0^1 r^2 \left( \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \cos \theta \, d\theta \right) \, dr
\]

\[
= 2\pi abc \int_0^1 r^2 \left. \sin \theta \right|_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \, dr
\]

\[
= 4\pi abc \int_0^1 r^2 \, dr
\]

\[
= 4\pi abc \left. \frac{r^3}{3} \right|_0^1
\]

\[
= \frac{4\pi}{3} abc.
\]

2. Let

\[
f: \mathbb{R}^2 \to \mathbb{R}, \quad (x, y) \mapsto \frac{1}{x^2 + y^2 + 1}.
\]

Find \(\int_{B_1[0]} f\).

Use polar coordinates, i.e., let

\[
\phi: \mathbb{R}^2 \to \mathbb{R}^2, \quad (r, \theta) \mapsto (r \cos \theta, r \sin \theta).
\]
It follows that $B_1[0] = \phi(K)$, where $K = [0, 1] \times [0, 2\pi]$. We have

$$J_{\phi}(r, \theta) = \begin{bmatrix} \cos \theta, & -r \sin \theta \\ \sin \theta, & r \cos \theta \end{bmatrix}$$

and thus

$$\det J_{\phi}(r, \theta) = r.$$
From the change of variables theorem, we obtain

\[
\int_{B_1[0]} f = \int_K \frac{r}{r^2 + 1} \\
= \int_0^1 \left( \int_0^{2\pi} \frac{r}{r^2 + 1} \, d\theta \right) \, dr \\
= 2\pi \int_0^1 \frac{r}{r^2 + 1} \, dr \\
= \pi \int_0^1 \frac{2r}{r^2 + 1} \, dr \\
= \pi \int_1^2 \frac{1}{s} \, ds \\
= \pi \ln s|_1^2 \\
= \pi \ln 2.
\]

3. Let

\[ f : \mathbb{R}^3 \to \mathbb{R}, \quad (x, y, z) \mapsto \sqrt{x^2 + y^2 + z^2}, \]

and let \( R > 0 \).

Find \( \int_{B_R[0]} f \).

Use spherical coordinates, i.e., let

\[ \phi : \mathbb{R}^3 \to \mathbb{R}^3, \quad (r, \theta, \sigma) \mapsto (r \cos \theta \cos \sigma, r \cos \theta \sin \sigma, r \sin \theta), \]

so that

\[ \det J_\phi(r, \theta, \sigma) = -r^2 \cos \theta. \]
Figure 4.7: Spherical coordinates

Note that $B_R[0] = \phi(K)$, where $K = [0, R] \times [-\frac{\pi}{2}, \frac{\pi}{2}] \times [0, 2\pi]$. By the change of variables theorem, we thus have

$$
\int_{B_R[0]} F = \int_K r^3 \cos \theta
$$

$$
= \int_0^R \left( \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \left( \int_0^{2\pi} r^3 \cos \theta \, d\sigma \right) \, d\theta \right) \, dr
$$

$$
= 2\pi \int_0^R \left( r^3 \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \cos \theta \, d\theta \right) \, dr
$$

$$
= 4\pi \int_0^R r^3 \, dr
$$

$$
= 4\pi \frac{r^4}{4} \Bigg|_0^R
$$

$$
= \pi R^4.
$$

4. Let

$$
D := \{(x, y, z) \in \mathbb{R}^3 : x, y \geq 0, 1 \leq z \leq x^2 + y^2 \leq e^2\},
$$
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and let

\[ f: D \to \mathbb{R}, \quad (x, y, z) \mapsto \frac{1}{(x^2 + y^2)z}. \]

Compute \( \int_D f \).

Use cylindrical coordinates, i.e., let

\[ \phi: \mathbb{R}^3 \to \mathbb{R}^3, \quad (r, \theta, z) \mapsto (r \cos \theta, r \sin \theta, z), \]

so that

\[
J_\phi(r, \theta, z) = \begin{bmatrix}
          \cos \theta, & -r \sin \theta, & 0 \\
          \sin \theta, & r \cos \theta, & 0 \\
          0, & 0, & 1
      \end{bmatrix}
\]

and

\[ \det J_\phi(r, \theta, z) = r. \]

\[ \text{Figure 4.8: Cylindrical coordinates} \]

It follows that \( D = \phi(K) \), where

\[ K := \left\{ (r, \theta, z) : r \in [1, e], \theta \in \left[ 0, \frac{\pi}{2} \right], \ z \in [1, r^2] \right\}. \]
We thus obtain

\[
\int_{D} f = \int_{K} \frac{r}{r^2 z} = \int_{1}^{e} \left( \int_{0}^{\frac{\pi}{2}} \left( \int_{1}^{r^2} \frac{1}{r z} \, dz \right) \, d\theta \right) \, dr
\]

\[
= \frac{\pi}{2} \int_{1}^{e} \left( \frac{1}{r} \int_{1}^{r^2} \frac{1}{z} \, dz \right) \, dr
\]

\[
= \frac{\pi}{2} \int_{1}^{e} \frac{2 \log r}{r} \, dr
\]

\[
= \pi \int_{0}^{1} s \, ds
\]

\[
= \frac{\pi}{2}
\]

5. Let \(R > 0\), and let

\[
C := \{(x, y, z) \in \mathbb{R}^3 : x^2 + y^2 \leq R^2\}
\]

and

\[
B := \{(x, y, z) \in \mathbb{R}^3 : x^2 + y^2 + z^2 \leq 4R^2\}.
\]

Find \(\mu(C \cap B)\).
Note that
\[ \mu(C \cap B) = 2(\mu(D_1) + \mu(D_2)), \]
where
\[ D_1 := \left\{ (x, y, z) \in \mathbb{R}^3 : x^2 + y^2 + z^2 \leq 4R^2, \quad z \geq \sqrt{3(x^2 + y^2)} \right\} \]
and
\[ D_2 := \left\{ (x, y, z) \in \mathbb{R}^3 : x^2 + y^2 \leq R^2, \quad 0 \leq z \leq \sqrt{3(x^2 + y^2)} \right\}. \]

Use spherical coordinates to compute \( \mu(D_1) \).

Note that \( D_1 = \phi(K_1) \), where
\[ K_1 = [0, 2R] \times \left[ \frac{\pi}{3}, \frac{\pi}{2} \right] \times [0, 2\pi]. \]

We obtain
\[ \mu(D_1) = \int_{K_1} r^2 \cos \theta \]
\[ = \int_0^{2R} \left( \int_0^{\frac{\pi}{2}} \left( \int_0^{2\pi} r^2 \cos \theta \, d\sigma \right) \, d\theta \right) \, dr \]
\[ = 2\pi \int_0^{2R} \left( r^2 \int_0^{\frac{\pi}{2}} \cos \theta \, d\theta \right) \, dr \]
\[ = 2\pi \int_0^{2R} r^2 \left( \sin \left( \frac{\pi}{2} \right) - \sin \left( \frac{\pi}{3} \right) \right) \, dr \]
\[ = 2\pi \left( 1 - \frac{\sqrt{3}}{2} \right) \int_0^{2R} r^2 \, dr \]
\[ = \frac{8R^3}{3} \pi(2 - \sqrt{3}). \]

Use cylindrical coordinates to compute \( \mu(D_2) \), and note that \( D_2 = \phi(K_2) \), where
\[ K_2 = \left\{ (r, \theta, z) : r \in [0, R], \theta \in [0, 2\pi], \quad z \in \left[ 0, \sqrt{3}r \right] \right\}. \]

We obtain
\[ \mu(D_2) = \int_{K_2} r \]
\[ = \int_0^R \left( \int_0^{2\pi} \left( \int_0^{\sqrt{3}r} r \, dz \right) \, d\theta \right) \, dr \]
\[ = 2\pi \sqrt{3} \int_0^R r^2 \, dr \]
\[ = \frac{2\sqrt{3}R^3}{3} \pi. \]
All in all, we have

\[
\mu(B \cap C) = 2(\mu(D_1) + \mu(D_2))
\]

\[
= \frac{8R^3}{3} \pi (2 - \sqrt{3}) + \frac{2\sqrt{3}R^3}{3} \pi
\]

\[
= \frac{16R^3}{3} \pi - \frac{8\sqrt{3}R^3}{3} \pi + \frac{2\sqrt{3}R^3}{3} \pi
\]

\[
= \left( \frac{16}{3} - 2\sqrt{3} \right) \pi R^3.
\]

Exercises

1. Let \(a, b > 0\). Determine the area of the ellipse

\[
E := \{ (x, y) \in \mathbb{R}^2 : \frac{x^2}{a^2} + \frac{y^2}{b^2} \leq 1 \}.
\]

2. Let \(D \subset \mathbb{R}^3\) be the region in the first octant, i.e., with \(x, y, z \geq 0\), which is bounded by the cylinder given by \(x^2 + y^2 = 16\) and the plane given by \(z = 3\). Evaluate

\[
\int_D xyz.
\]

3. Let \(R > 0\), and define, for \(0 < \rho < R\),

\[
A_{\rho,R} := \{ (x, y, z) \in \mathbb{R}^3 : \rho^2 \leq x^2 + y^2 + z^2 \leq R^2 \}.
\]

Determine

\[
\lim_{\rho \to 0} \int_{A_{\rho,R}} \frac{1}{\sqrt{x^2 + y^2 + z^2}}.
\]

4. Let \(D\) in spherical coordinates be given as the solid lying between the spheres given by \(r = 2\) and \(r = 4\), above the \(xy\)-plane and below the cone given by the angle \(\theta = \frac{\pi}{3}\). Evaluate the integral \(\int_D xyz\).

6*. Let \(D \subset \mathbb{R}^2\) be the trapeze with vertices \((1, 0), (2, 0), (0, -2),\) and \((0, -1)\). Evaluate \(\int_D \exp\left(\frac{x+y}{x-y}\right)\). (Hint: Consider

\[
\phi : \mathbb{R}^2 \to \mathbb{R}^2, \quad (u, v) \mapsto \left( \frac{1}{2}(u + v), \frac{1}{2}(u - v) \right)
\]

and apply Change of Variables.)
Chapter 5

The Implicit Function Theorem
and Applications

5.1 Local Properties of $C^1$-Functions

In this section, we study “local” properties of certain functions, i.e., properties that hold if the function is restricted to certain subsets of its domain, but not necessarily for the function on its whole domain.

We start this section with introducing some “shorthand” notation:

**Definition 5.1.1.** Let $\emptyset \neq U \subset \mathbb{R}^N$ be open. We say that $f : U \rightarrow \mathbb{R}^M$ is of class $C^1$—in symbols: $f \in C^1(U, \mathbb{R}^M)$—if $f$ is continuously partially differentiable, i.e., all partial derivatives of $f$ exist on $U$ and are continuous.

Our first local property is the following:

**Definition 5.1.2.** Let $\emptyset \neq D \subset \mathbb{R}^N$, and let $f : D \rightarrow \mathbb{R}^M$. Then $f$ is **locally injective at** $x_0 \in D$ if there is a neighborhood $U$ of $x_0$ such that $f$ is injective on $U \cap D$. If $f$ is locally injective at each point of $U$, we simply call $f$ **locally injective** on $D$.

Trivially, every injective function is locally injective. But what about the converse?

**Lemma 5.1.3.** Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, and let $f \in C^1(U, \mathbb{R}^N)$ be such that $\det J_f(x_0) \neq 0$ for some $x_0 \in U$. Then $f$ is locally injective at $x_0$.

**Proof.** Choose $\epsilon > 0$ such that $B_\epsilon(x_0) \subset U$ and

$$
\det \begin{bmatrix}
\frac{\partial f_1}{\partial x_1}(x(1)), & \cdots, & \frac{\partial f_1}{\partial x_N}(x(1)) \\
\vdots & \ddots & \vdots \\
\frac{\partial f_N}{\partial x_1}(x(N)), & \cdots, & \frac{\partial f_N}{\partial x_N}(x(N))
\end{bmatrix} \neq 0
$$
for all $x^{(1)}, \ldots, x^{(N)} \in B_{\epsilon}(x_0)$.

Choose $x, y \in B_{\epsilon}(x_0)$ such that $f(x) = f(y)$, and let $\xi := y - x$. By Taylor’s theorem, there is, for each $j = 1, \ldots, N$, a number $\theta_j \in [0, 1]$ such that

$$f_j(x + \xi) = f_j(x) + \sum_{k=1}^{N} \frac{\partial f_j}{\partial x_k} (x + \theta_j \xi) \xi_j = f_j(x).$$

It follows that

$$\sum_{k=1}^{N} \frac{\partial f_j}{\partial x_k} (x + \theta_j \xi) \xi_j = 0$$

for $j = 1, \ldots, N$. Let

$$A := \begin{bmatrix} \frac{\partial f_1}{\partial x_1} (x + \theta_1 \xi), & \ldots, & \frac{\partial f_1}{\partial x_N} (x + \theta_1 \xi) \\ \vdots & \ddots & \vdots \\ \frac{\partial f_N}{\partial x_1} (x + \theta_N \xi), & \ldots, & \frac{\partial f_N}{\partial x_N} (x + \theta_N \xi) \end{bmatrix},$$

so that $A \xi = 0$. On the other hand, $\det A \neq 0$ holds, so that $\xi = 0$, i.e., $x = y$.

**Theorem 5.1.4.** Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, let $M \geq N$, and let $f \in C^1(U, \mathbb{R}^M)$ be such that $\operatorname{rank} J_f(x) = N$ for all $x \in U$. Then $f$ is locally injective on $U$.

**Proof.** Let $x_0 \in U$. Without loss of generality suppose that

$$\operatorname{rank} \begin{bmatrix} \frac{\partial f_1}{\partial x_1}(x_0), & \ldots, & \frac{\partial f_1}{\partial x_N}(x_0) \\ \vdots & \ddots & \vdots \\ \frac{\partial f_N}{\partial x_1}(x_0), & \ldots, & \frac{\partial f_N}{\partial x_N}(x_0) \end{bmatrix} = N.$$

Let $\tilde{f} := (f_1, \ldots, f_N)$. It follows that

$$J_{\tilde{f}}(x) = \begin{bmatrix} \frac{\partial f_1}{\partial x_1}(x), & \ldots, & \frac{\partial f_1}{\partial x_N}(x) \\ \vdots & \ddots & \vdots \\ \frac{\partial f_N}{\partial x_1}(x), & \ldots, & \frac{\partial f_N}{\partial x_N}(x) \end{bmatrix}$$

for $x \in U$ and, in particular, $\det J_{\tilde{f}}(x_0) \neq 0$.

By Lemma 5.1.3, $\tilde{f}$—and hence $f$—is therefore locally injective at $x_0$.

**Example.** The function

$$f : \mathbb{R} \to \mathbb{R}^2, \quad x \mapsto (\cos x, \sin x)$$

satisfies the hypothesis of Theorem 5.1.4 and thus is locally injective. Nevertheless,

$$f(x + 2\pi) = f(x)$$

holds for all $x \in \mathbb{R}$, so that $f$ is not injective.
Next, we turn to an application of local injectivity:

**Lemma 5.1.5.** Let \( \emptyset \neq U \subset \mathbb{R}^N \) be open, and let \( f \in C^1(U, \mathbb{R}^N) \) be such that \( \det J_f(x) \neq 0 \) for \( x \in U \). Then \( f(U) \) is open.

**Proof.** Fix \( y_0 \in f(U) \), and let \( x_0 \in U \) be such that \( f(x_0) = y_0 \).

Choose \( \delta > 0 \) such that

\[
B_\delta[x_0] := \{ x \in \mathbb{R}^N : \| x - x_0 \| \leq \delta \} \subset U
\]

and such that \( f \) is injective on \( B_\delta[x_0] \) (the latter is possible by Lemma 5.1.3). Since \( f(\partial B_\delta[x_0]) \) is compact and does not contain \( y_0 \), we have that

\[
\epsilon := \frac{1}{3} \inf \{ \| y_0 - f(x) \| : x \in \partial B_\delta[x_0] \} > 0.
\]

We claim that \( B_\epsilon(y_0) \subset f(U) \).

Fix \( y \in B_\epsilon(y_0) \), and define

\[
g : B_\delta[x_0] \to \mathbb{R}, \quad x \mapsto \| f(x) - y \|^2.
\]

Then \( g \) is continuous, and thus attains its minimum at some \( \tilde{x} \in B_\delta[x_0] \). Assume towards a contradiction that \( \tilde{x} \in \partial B_\delta[x_0] \). It then follows that

\[
\sqrt{g(\tilde{x})} = \| f(\tilde{x}) - y \| \geq \| f(\tilde{x}) - y_0 \| - \| y_0 - y \| \geq 2\epsilon > \epsilon > \| f(x_0) - y \| = \sqrt{g(x_0)},
\]

and thus \( g(\tilde{x}) > g(x_0) \), which is a contradiction. It follows that \( \tilde{x} \in B_\delta(x_0) \).

Consequently, \( \nabla g(\tilde{x}) = 0 \) holds. Since

\[
g(x) = \sum_{j=1}^{N} (f_j(x) - y_j)^2
\]

for \( x \in B_\delta[x_0] \), it follows that

\[
\frac{\partial g}{\partial x_k}(x) = 2 \sum_{j=1}^{N} \frac{\partial f_j}{\partial x_k}(x)(f_j(x) - y_j)
\]

holds for \( k = 1, \ldots, N \) and \( x \in B_\delta(x_0) \). In particular, we have

\[
0 = \sum_{j=1}^{N} \frac{\partial f_j}{\partial x_k}(\tilde{x})(f_j(\tilde{x}) - y_j)
\]

for \( k = 1, \ldots, N \), and therefore

\[
J_f(\tilde{x})f(\tilde{x}) = J_f(\tilde{x})y,
\]

so that \( f(\tilde{x}) = y \). It follows that \( y = f(\tilde{x}) \in f(B_\delta(x_0)) \subset f(U) \). \( \square \)
**Theorem 5.1.6.** Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, let $M \leq N$, and let $f \in \mathcal{C}^1(U,\mathbb{R}^M)$ with rank $J_f(x) = M$ for $x \in U$. Then $f(U)$ is open.

**Proof.** Let $x_0 = (x_{0,1},\ldots,x_{0,N}) \in U$. We need to show that $f(U)$ is a neighborhood of $f(x_0)$. Without loss of generality suppose that

$$\det \begin{bmatrix} \frac{\partial f_1}{\partial x_1}(x_0), & \cdots & \frac{\partial f_1}{\partial x_M}(x_0) \\ \vdots & \ddots & \vdots \\ \frac{\partial f_M}{\partial x_1}(x_0), & \cdots & \frac{\partial f_M}{\partial x_M}(x_0) \end{bmatrix} \neq 0$$

and—making $U$ smaller if necessary—even that

$$\det \begin{bmatrix} \frac{\partial f_1}{\partial x_1}(x), & \cdots & \frac{\partial f_1}{\partial x_M}(x) \\ \vdots & \ddots & \vdots \\ \frac{\partial f_M}{\partial x_1}(x), & \cdots & \frac{\partial f_M}{\partial x_M}(x) \end{bmatrix} \neq 0$$

for $x \in U$. Define

$$\tilde{f} : \tilde{U} \to \mathbb{R}^M, \quad x \mapsto f(x_1,\ldots,x_M,x_{0,M+1},\ldots,x_{0,N}),$$

where

$$\tilde{U} := \{(x_1,\ldots,x_M) \in \mathbb{R}^M : (x_1,\ldots,x_M,x_{0,M+1},\ldots,x_{0,N}) \in U\} \subset \mathbb{R}^M.$$

Then $\tilde{U}$ is open in $\mathbb{R}^M$, $\tilde{f}$ is of class $\mathcal{C}^1$ on $\tilde{U}$, and $\det J_{\tilde{f}}(x) \neq 0$ holds on $\tilde{U}$. By Lemma 5.1.5, $\tilde{f}(\tilde{U})$ is open in $\mathbb{R}^M$. Consequently, $f(U) \supset \tilde{f}(\tilde{U})$ is a neighborhood of $f(x_0)$. \qed

**Exercises**

1. Let $U := \mathbb{R}^2 \setminus \{(0,0)\}$, and let

$$f : U \to \mathbb{R}^2, \quad (x,y) \mapsto \left( \frac{x}{\sqrt{x^2+y^2}}, \frac{y}{\sqrt{x^2+y^2}} \right).$$

(a) Calculate $\det J_f(x,y)$ for all $(x,y) \in U$.

(b) Determine $f(U)$. Does it contain a non-empty open subset?

2. Is the following “theorem” true or not?

Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, let $x_0 \in U$, and let $f \in \mathcal{C}^1(U,\mathbb{R}^N)$ be such that $f(V)$ is open for each open neighborhood $V \subset U$ of $x_0$. Then $\det J_f(x_0) \neq 0$.

Give a proof or provide a counterexample.
3. Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, and let $f \in C^1(U, \mathbb{R}^N)$ be such that $\det J_f(x) \neq 0$ for all $x \in U$.

(a) Show that

$$U \rightarrow \mathbb{R}, \ x \mapsto \|f(x)\|$$

has no local maximum.

(b) Suppose that $U$ is bounded (so that $\overline{U}$ is compact) and that $f$ has a continuous extension $\tilde{f}: \overline{U} \rightarrow \mathbb{R}^N$. Show that the continuous map

$$\overline{U} \rightarrow \mathbb{R}, \ x \mapsto \|\tilde{f}(x)\|$$

attains its maximum on $\partial U$.

5.2 The Implicit Function Theorem

The function we have encountered so far were “explicitly” given, i.e., they were describe by some sort of algebraic expression. Many functions occurring “in nature”, howere, are not that easily accessible. For instance, a $\mathbb{R}$-valued function of two variables can be thought of as a surface in three-dimensional space. The level curves can often—at least locally—be parametrized as functions—even though they are impossible to describe explicitly:

![Figure 5.1: Level curves](image-url)
In the figure above, the curves corresponding to the levels $c_1$ and $c_3$ can locally be parametrized, whereas the curve corresponding to $c_2$ allows no such parametrization close to $f(x_0, y_0)$.

More generally (and more rigorously), given equations

$$\mathbf{f}(x_1, \ldots, x_M, y_1, \ldots, y_N) = 0$$

for $j = 1, \ldots, N$, can $y_1, \ldots, y_N$ be uniquely expressed as functions $y_j = \phi_j(x_1, \ldots, x_M)$?

**Examples.**

1. “Yes” if $f(x, y) = x^2 - y$: choose $\phi(x) = x^2$.

2. “No” if $f(x, y) = y^2 - x$: both $\phi(x) = \sqrt{x}$ and $\psi(x) = -\sqrt{x}$ solve the equation.

The implicit function theorem will provides necessary conditions for a positive answer.

**Lemma 5.2.1.** Let $\emptyset \neq K \subset \mathbb{R}^N$ be compact, and let $f : K \rightarrow \mathbb{R}^M$ be injective and continuous. Then the inverse map

$$f^{-1} : f(K) \rightarrow K, \quad f(x) \mapsto x$$

is also continuous.

**Proof.** Let $x \in K$, and let $(x_n)_{n=1}^{\infty}$ be a sequence in $K$ such that $\lim_{n \rightarrow \infty} f(x_n) = f(x)$. We need to show that $\lim_{n \rightarrow \infty} x_n = x$. Assume that this is not true. Then there is $\epsilon_0 > 0$ and a subsequence $(x_{n_k})_{k=1}^{\infty}$ of $(x_n)_{n=1}^{\infty}$ such that $\|x_{n_k} - x\| \geq \epsilon_0$ for all $k \in \mathbb{N}$. Since $K$ is compact, we may suppose that $(x_{n_k})_{k=1}^{\infty}$ converges to some $x' \in K$. Since $f$ is continuous, this means that $\lim_{k \rightarrow \infty} f(x_{n_k}) = f(x')$. Since $\lim_{n \rightarrow \infty} f(x_n) = f(x)$, this implies that $f(x) = f(x')$, and the injectivity of $f$ yields $x = x'$, so that $\lim_{k \rightarrow \infty} x_{n_k} = x$. This, however, contradicts that $\|x_{n_k} - x\| \geq \epsilon_0$ for all $k \in \mathbb{N}$. \hfill $\square$

**Proposition 5.2.2** (Baby Inverse Function Theorem). Let $I \subset \mathbb{R}$ be an open interval, let $f \in C^1(I, \mathbb{R})$, and let $x_0 \in I$ be such that $f'(x_0) \neq 0$. Then there is an open interval $J \subset I$ with $x_0 \in J$ such that $f$ restricted to $J$ is injective. Moreover, $f^{-1} : f(J) \rightarrow \mathbb{R}$ is a $C^1$-function such that

$$\frac{df^{-1}}{dy}(f(x)) = \frac{1}{f'(x)} \quad (5.1)$$

for $x \in J$.

**Proof.** Without loss of generality, let $f'(x_0) > 0$. Since $I$ is open, and since $f'$ is continuous, there is $\epsilon > 0$ with $[x_0 - \epsilon, x_0 + \epsilon] \subset I$ such that $f'(x) > 0$ for all $x \in [x_0 - \epsilon, x_0 + \epsilon]$. It follows that $f$ is strictly increasing on $[x_0 - \epsilon, x_0 + \epsilon]$ and therefore injective. From Lemma 5.2.1, it follows that $f^{-1} : f([x_0 - \epsilon, x_0 + \epsilon]) \rightarrow \mathbb{R}$ is continuous. Let $J := (x_0 - \epsilon, x_0 + \epsilon)$, so that $f(J)$ is an open interval and $f^{-1} : f(J) \rightarrow \mathbb{R}$ is continuous.
Let $y, \tilde{y} \in f(J)$ such that $y \neq \tilde{y}$. Let $x, \tilde{x} \in J$ be such that $y = f(x)$ and $\tilde{y} = f(\tilde{x})$. Since $f^{-1}$ is continuous, we obtain that

$$\lim_{\tilde{y} \to y} \frac{f^{-1}(y) - f^{-1}(\tilde{y})}{y - \tilde{y}} = \lim_{\tilde{x} \to x} \frac{x - \tilde{x}}{f(x) - f(\tilde{x})} = \frac{1}{f'(x)},$$

which proves (5.1). From (5.1), it is also clear that $\frac{df^{-1}}{dy}$ is continuous on $f(J)$. □

**Lemma 5.2.3.** Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, let $f \in C^1(U, \mathbb{R}^N)$, and let $x_0 \in U$ be such that $\det J_f(x_0) \neq 0$. Then there is a neighborhood $V \subset U$ of $x_0$ and $C > 0$ such that

$$\|f(x) - f(x_0)\| \geq C\|x - x_0\|$$

for all $x \in V$.

**Proof.** Since $\det J_f(x_0) \neq 0$, the matrix $J_f(x_0)$ is invertible. For all $x \in \mathbb{R}^N$, we have

$$\|x\| = \|J_f(x_0)^{-1}J_f(x_0)x\| \leq \|||J_f(x_0)^{-1}|||\|J_f(x_0)x\|$$

and therefore

$$\frac{1}{\|||J_f(x_0)^{-1}|||}\|x\| \leq \|J_f(x_0)x\|.$$

Let $C := \frac{1}{2\|||J_f(x_0)^{-1}|||}$, so that

$$2C\|x - x_0\| \leq \|J_f(x_0)(x - x_0)\|$$

holds for all $x \in \mathbb{R}^N$. Choose $\epsilon > 0$ such that $B_\epsilon(x_0) \subset U$ and

$$\|f(x) - f(x_0) - J_f(x_0)(x - x_0)\| \leq C\|x - x_0\|$$

for all $x \in B_\epsilon(x_0) =: V$. Then we have for $x \in V$:

$$C\|x - x_0\| \geq \|f(x) - f(x_0) - J_f(x_0)(x - x_0)\| \geq \|J_f(x_0)(x - x_0)\| - \|f(x) - f(x_0)\| \geq 2C\|x - x_0\| - \|f(x) - f(x_0)\|.$$

This proves the claim. □

**Lemma 5.2.4.** Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, let $f \in C^1(U, \mathbb{R}^N)$ be injective such that $\det J_f(x) \neq 0$ for all $x \in U$. Then $f(U)$ is open, and $f^{-1}$ is a $C^1$-function such that $J_{f^{-1}}(f(x)) = J_f(x)^{-1}$ for all $x \in U$.

**Proof.** The openness of $f(U)$ follows immediately from Theorem 5.1.6.

Fix $x_0 \in U$, and define

$$g: U \to \mathbb{R}^N, \quad x \mapsto \left\{ \begin{array}{ll} \frac{f(x) - f(x_0) - J_f(x_0)(x - x_0)}{\|x - x_0\|}, & x \neq x_0, \\ 0, & x = x_0. \end{array} \right.$$
Then \( g \) is continuous and satisfies

\[
\|x - x_0\| J_f(x_0)^{-1} g(x) = J_f(x_0)^{-1} (f(x) - f(x_0)) - (x - x_0)
\]

for \( x \in U \). With \( C > 0 \) as in Lemma 5.2.3, we obtain for \( y_0 = f(x_0) \) and \( y = f(x) \) for \( x \) in a neighborhood of \( x_0 \) that

\[
\frac{1}{C} \|y - y_0\| \|J_f(x_0)^{-1} g(x)\| = \frac{1}{C} \|f(x) - f(x_0)\| \|J_f(x_0)^{-1} g(x)\|
\geq \|x_0 - x\| \|J_f(x_0)^{-1} g(x)\|
= \|J_f(x_0)^{-1} (f(x) - f(x_0)) - (x - x_0)\|.
\]

Since \( f^{-1} \) is continuous at \( y_0 \) by Lemma 5.2.1, we obtain that

\[
\frac{\|f^{-1}(y) - f^{-1}(y_0) - J_f(x_0)^{-1} (y - y_0)\|}{\|y - y_0\|} \leq \frac{1}{C} \|J_f(x_0)^{-1} g(x)\| \to 0
\]

as \( y \to y_0 \). Consequently, \( f^{-1} \) is totally differentiable at \( y_0 \) with \( J_{f^{-1}}(y_0) = J_f(x_0)^{-1} \).

Since \( y_0 \in f(U) \) was arbitrary, we have that \( f^{-1} \) is totally differentiable at each point of \( y \in f(U) \) with \( J_{f^{-1}}(y) = J_f(x)^{-1} \), where \( x = f^{-1}(y) \). By Cramer’s Rule, the entries of \( J_{f^{-1}}(y) = J_f(x)^{-1} \) are rational functions of the entries of \( J_f(x) \). It follows that \( f^{-1} \in C^1(f(U), \mathbb{R}^N) \).

**Theorem 5.2.5 (Inverse Function Theorem).** Let \( \emptyset \neq U \subset \mathbb{R}^N \) be open, let \( f \in C^1(U, \mathbb{R}^N) \), and let \( x_0 \in U \) be such that \( \det J_f(x_0) \neq 0 \). Then there is an open neighborhood \( V \subset U \) of \( x_0 \) such that \( f \) is injective on \( V \), \( f(V) \) is open, and \( f^{-1} : f(V) \to \mathbb{R}^N \) is a \( C^1 \)-function such that \( J_{f^{-1}} = J_f^{-1} \).

**Proof.** By Theorem 5.1.4, there is an open neighborhood \( V \subset U \) of \( x_0 \) with \( \det J_f(x) \neq 0 \) for \( x \in V \) and such that \( f \) restricted to \( V \) is injective. The remaining claims then follow immediately from Lemma 5.2.4. \( \Box \)

For the implicit function theorem, we consider the following situation: Let \( \emptyset \neq U \subset \mathbb{R}^{M+N} \) be open, and let

\[
f : U \to \mathbb{R}^N, \quad (x_1, \ldots, x_M, y_1, \ldots, y_N) \mapsto f(x_1, \ldots, x_M, y_1, \ldots, y_N)
\]

be such that \( \frac{\partial f}{\partial y_j} \) and \( \frac{\partial f}{\partial x_k} \) exists on \( U \) for \( j = 1, \ldots, N \) and \( k = 1, \ldots, M \). We define

\[
\frac{\partial f}{\partial x}(x, y) := \begin{bmatrix}
\frac{\partial f_1}{\partial x_1}(x, y), & \ldots, & \frac{\partial f_1}{\partial x_M}(x, y) \\
\vdots & \ddots & \vdots \\
\frac{\partial f_N}{\partial x_1}(x, y), & \ldots, & \frac{\partial f_N}{\partial x_M}(x, y)
\end{bmatrix}
\]
and
\[
\frac{\partial f}{\partial y}(x, y) := \begin{bmatrix}
\frac{\partial f_1}{\partial y_1}(x, y), & \ldots, & \frac{\partial f_N}{\partial y_1}(x, y) \\
\vdots & \ddots & \vdots \\
\frac{\partial f_N}{\partial y_N}(x, y), & \ldots, & \frac{\partial f_N}{\partial y_N}(x, y)
\end{bmatrix}.
\]

**Theorem 5.2.6** (Implicit Function Theorem). Let \( \emptyset \neq U \subset \mathbb{R}^{M+N} \) be open, let \( f \in C^1(U, \mathbb{R}^{N}) \), and let \((x_0, y_0) \in U\) be such that \( f(x_0, y_0) = 0 \) and \( \det \frac{\partial f}{\partial y}(x_0, y_0) \neq 0 \). Then there are neighborhoods \( V \subset \mathbb{R}^M \) of \( x_0 \) and \( W \subset \mathbb{R}^N \) of \( y_0 \) with \( V \times W \subset U \) and a unique \( \phi \in C^1(V, \mathbb{R}^N) \) such that:

(i) \( \phi(x_0) = y_0; \)

(ii) \( f(x, y) = 0 \) if and only if \( \phi(x) = y \) for all \((x, y) \in V \times W.\)

Moreover, we have
\[
J_\phi = -\left( \frac{\partial f}{\partial y} \right)^{-1} \frac{\partial f}{\partial x}.
\]

![Figure 5.2: The implicit function theorem](image)

**Proof.** Define
\[
F: U \rightarrow \mathbb{R}^{M+N}, \quad (x, y) \mapsto (x, f(x, y)),
\]
so that $F \in C^1(U, \mathbb{R}^{M+N})$ with

$$J_F(x, y) = \begin{bmatrix} E_M & 0 \\ \frac{\partial f}{\partial x}(x, y) & \frac{\partial f}{\partial y}(x, y) \end{bmatrix}.$$ 

It follows that

$$\det J_F(x_0, y_0) = \det \frac{\partial f}{\partial y}(x_0, y_0) \neq 0.$$ 

By the Inverse Function Theorem, there are therefore open neighborhoods $V \subset \mathbb{R}^M$ of $x_0$ and $W \subset \mathbb{R}^N$ of $y_0$ with $V \times W \subset U$ such that:

- $F$ restricted to $V \times W$ is injective;
- $F(V \times W)$ is open (and therefore a neighborhood of $(x_0, 0) = F(x_0, y_0)$);
- $F^{-1} \in C^1(F(V \times W), \mathbb{R}^{M+N}).$

Let

$$\pi: \mathbb{R}^{M+N} \to \mathbb{R}^N, \quad (x, y) \mapsto y.$$ 

Then we have for $(x, y) \in F(V \times W)$ that

$$(x, y) = F(F^{-1}(x, y)) = F(x, \pi(F^{-1}(x, y))) = (x, f(x, \pi(F^{-1}(x, y))))$$

and thus

$$y = f(x, \pi(F^{-1}(x, y))).$$

Since $\{(x, 0): x \in V\} \subset F(V \times W)$, we can define

$$\phi: V \to \mathbb{R}^N, \quad x \mapsto \pi(F^{-1}(x, 0)).$$

It follows that $\phi \in C^1(V, \mathbb{R}^N)$ with $\phi(x_0) = y_0$ and $f(x, \phi(x)) = 0$ for all $x \in V$. If $(x, y) \in V \times W$ is such that $f(x, y) = 0 = f(x, \phi(x))$, the injectivity of $F$—and hence of $f$—yields $y = \phi(x)$. This also proves the uniqueness of $\phi$.

Let

$$\psi: V \to \mathbb{R}^{M+N}, \quad x \mapsto (x, \phi(x)),$$

so that $\psi \in C^1(V, \mathbb{R}^{M+N})$ with

$$J_\psi(x) = \begin{bmatrix} E_M \\ J_\phi(x) \end{bmatrix}$$

for $x \in V$. Since $f \circ \psi = 0$, the chain rule yields for $x \in V$ that

$$0 = J_f(\psi(x))J_\psi(x)$$

$$= \begin{bmatrix} \frac{\partial f}{\partial x}(\psi(x)) & \frac{\partial f}{\partial y}(\psi(x)) \end{bmatrix} \begin{bmatrix} E_M \\ J_\phi(x) \end{bmatrix}$$

$$= \frac{\partial f}{\partial x}(x, \phi(x)) + \frac{\partial f}{\partial y}(x, \phi(x))J_\phi(x)$$
and therefore
\[ J_\phi(x) = -\left( \frac{\partial f}{\partial y}(x, \phi(x)) \right)^{-1} \frac{\partial f}{\partial x}(x, \phi(x)). \]

This completes the proof. \qed

*Example.* The system
\[
\begin{align*}
x^2 + y^2 - 2z^2 &= 0, \\
x^2 + 2y^2 + z^2 &= 4
\end{align*}
\]
of equations has the solutions \(x_0 = 0, \ y_0 = \sqrt{\frac{8}{5}}, \text{ and } z_0 = \sqrt{\frac{4}{5}}.\) Define
\[ f : \mathbb{R}^3 \to \mathbb{R}^2, \quad (x, y, z) \mapsto (x^2 + y^2 - 2z^2, x^2 + 2y^2 + z^2 - 4), \]
so that \(f(x_0, y_0, z_0) = 0.\) Note that
\[
\begin{bmatrix}
\frac{\partial f_1}{\partial y}(x, y, z), & \frac{\partial f_1}{\partial z}(x, y, z) \\
\frac{\partial f_2}{\partial y}(x, y, z), & \frac{\partial f_2}{\partial z}(x, y, z)
\end{bmatrix}
= \begin{bmatrix}
2y, & -4z \\
4y, & 2z
\end{bmatrix}.
\]

Hence,
\[
\det \begin{bmatrix}
\frac{\partial f_1}{\partial y}(x, y, z), & \frac{\partial f_1}{\partial z}(x, y, z) \\
\frac{\partial f_2}{\partial y}(x, y, z), & \frac{\partial f_2}{\partial z}(x, y, z)
\end{bmatrix} = 4yz + 16yz \neq 0
\]
whenever \(y \neq 0 \neq z.\) By the Implicit Function Theorem, there is \(\epsilon > 0\) and a unique \(\phi \in C^1((-\epsilon, \epsilon), \mathbb{R}^2)\) such that
\[ \phi_1(0) = \sqrt{\frac{8}{5}}, \quad \phi_2(0) = \sqrt{\frac{4}{5}}, \quad \text{and} \quad f(x, \phi_1(x), \phi_2(x)) = 0 \]
for \(x \in (-\epsilon, \epsilon).\) Moreover, we have
\[
J_\phi(x) = \begin{bmatrix}
\frac{d\phi_1}{dx}(x) & \frac{d\phi_2}{dx}(x)
\end{bmatrix} = - \begin{bmatrix}
2y, & -4z \\
4y, & 2z
\end{bmatrix}^{-1} \begin{bmatrix}
2x \\
2x
\end{bmatrix}
= -\frac{1}{20y^2} \begin{bmatrix}
2z, & 4z \\
-4y, & 2y
\end{bmatrix} \begin{bmatrix}
2x \\
2x
\end{bmatrix} = \begin{bmatrix}
\frac{12xz}{20y^2}, & \frac{-4yz}{20y^2} \\
\frac{-4yz}{20y^2}, & \frac{12xz}{20y^2}
\end{bmatrix} = \begin{bmatrix}
\frac{3}{5} \frac{x}{y} \\
\frac{1}{5} \frac{x}{z}
\end{bmatrix}
\]
and thus
\[ \phi_1'(x) = -\frac{3}{5} \frac{x}{\phi_1(x)} \quad \text{and} \quad \phi_2'(x) = \frac{1}{5} \frac{x}{\phi_2(x)} \]
for \(x \in (-\epsilon, \epsilon).\)
Exercises

1. Let 
   \[ f: \mathbb{R}^2 \to \mathbb{R}, \quad (x, y) \mapsto x^2 + y^2. \]

   Show that, there is \( \epsilon > 0 \) and a \( C^1 \)-function \( \phi: (-\epsilon, \epsilon) \to \mathbb{R} \) with \( \phi(0) = 1 \) such that 
   \( y = \phi(x) \) solves the equation \( f(x, y) = 1 \) for all \( x \in \mathbb{R} \) with \( |x| < \epsilon \). Show without 
   explicitly determining \( \phi \) that 
   \[ \phi'(x) = -\frac{x}{\phi(x)} \quad (x \in (-\epsilon, \epsilon)). \]

2. Show that there are \( \epsilon > 0 \), and \( u, v, w \in C^1(B_\epsilon((1, 1)), \mathbb{R}) \) such that \( u(1, 1) = 1 \), 
   \( v(1, 1) = 1 \), and \( w(1, 1) = -1 \), and 
   \[ u(x, y)^5 + x v(x, y)^2 - y + w(x, y) = 0, \]
   \[ v(x, y)^5 + y u(x, y) - x + w(x, y) = 0, \]

   and 
   \[ w(x, y)^4 + y^5 - x^4 = 1 \]

   for \((x, y) \in B_\epsilon((1, 1))\).

3. Let \( f_0, \ldots, f_{n-1}: \mathbb{R} \to \mathbb{R} \) be continuously differentiable, and let 
   \[ p: \mathbb{R}^2 \to \mathbb{R}, \quad (x, y) \mapsto y^n + f_{n-1}(x)y^{n-1} + \cdots + f_1(x)y + f_0(x). \]

   Suppose that \( f_0(0) = 0 \) and that \( f_1(0) \neq 0 \). Show that there is \( \epsilon > 0 \) and a unique 
   \( C^1 \)-function \( \phi: (-\epsilon, \epsilon) \to \mathbb{R} \) with \( \phi(0) = 0 \) such that \( p(x, \phi(x)) = 0 \) for all \( x \in (-\epsilon, \epsilon) \).

4. Let \( f \in C^1(\mathbb{R}^2, \mathbb{R}) \) be such that 
   \[ f^{-1}(\{0\}) = \{(x, y) \in \mathbb{R}^2 : (x-1)^2 + y^2 = 1 \text{ or } (x+1)^2 + y^2 = 1 \}. \]

   (a) Sketch \( f^{-1}(\{0\}) \).

   (b) Show that 
   \[ \frac{\partial f}{\partial y}(0, 0) = \frac{\partial f}{\partial x}(0, 0) = 0. \]

5.3 Local Extrema with Constraints

Example. Let 
   \[ f: B_1[(0, 0)] \to \mathbb{R}, \quad (x, y) \mapsto 4x^2 - 3xy. \]
Since $B_1((0,0)]$ is compact, and $f$ is continuous, there are $(x_1,y_1),(x_2,y_2) \in B_1((0,0)]$ such that

$$f(x_1,y_1) = \sup_{(x,y) \in B_1((0,0)]} f(x,y) \quad \text{and} \quad f(x_2,y_2) = \inf_{(x,y) \in B_1((0,0)]} f(x,y).$$

The problem is to find $(x_1,y_1)$ and $(x_2,y_2)$. If $(x_1,y_1)$ and $(x_2,y_2)$ are in $B_1((0,0))$, then $f$ has local extrema at $(x_1,y_1)$ and $(x_2,y_2)$, and we know how to determine them.

Since

$$\frac{\partial f}{\partial x}(x,y) = 8x - 3y \quad \text{and} \quad \frac{\partial f}{\partial y}(x,y) = -3x,$$

the only stationary point for $f$ in $B_1((0,0))$ is $(0,0)$. Furthermore, we have

$$\frac{\partial^2 f}{\partial x^2}(x,y) = 8, \quad \frac{\partial^2 f}{\partial y^2}(x,y) = 0, \quad \text{and} \quad \frac{\partial^2 f}{\partial x \partial y}(x,y) = -3,$$

so that

$$(\text{Hess } f)(x,y) = \begin{bmatrix} 8 & -3 \\ -3 & 0 \end{bmatrix}.$$ 

Since $\det(\text{Hess } f)(0,0) = -9$, it follows that $f$ has a saddle at $(0,0)$.

Hence, $(x_1,y_1)$ and $(x_2,y_2)$ must lie in $\partial B_1((0,0)]$.

To tackle the problem that occurred in the example, we first introduce a definition:

**Definition 5.3.1.** Let $\emptyset \neq D \subset \mathbb{R}^N$, and let $f, \phi : D \to \mathbb{R}$. We say that $f$ has a local maximum [minimum] at $x_0 \in D$ under the constraint $\phi(x) = 0$ if $\phi(x_0) = 0$ and if there is a neighborhood $U$ of $x_0$ such that $f(x) \leq f(x_0)$ [$f(x) \geq f(x_0)$] for all $x \in U \cap D$ with $\phi(x) = 0$.

**Theorem 5.3.2 (Lagrange Multiplier Theorem).** Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, let $f, \phi \in C^1(U, \mathbb{R})$, and let $x_0 \in U$ be such that $f$ has a local extremum, i.e., a minimum or a maximum, at $x_0$ under the constraint $\phi(x) = 0$ and such that $\nabla \phi(x_0) \neq 0$. Then there is $\lambda \in \mathbb{R}$, a Lagrange multiplier, such that

$$\nabla f(x_0) = \lambda \nabla \phi(x_0).$$

**Proof.** Without loss of generality suppose that $\frac{\partial \phi}{\partial x_N}(x_0) \neq 0$. By the Implicit Function Theorem, there are an open neighborhood $V$ of $\bar{x}_0 := (x_{0,1}, \ldots, x_{0,N-1})$ and $\psi \in C^1(V, \mathbb{R})$ such that

$$\psi(\bar{x}_0) = x_{0,N} \quad \text{and} \quad \phi(x,\psi(x)) = 0 \quad \text{for all } x \in V.$$ 

It follows that

$$0 = \frac{\partial \phi}{\partial x_j}(x,\psi(x)) + \frac{\partial \phi}{\partial x_N}(x,\psi(x)) \frac{\partial \psi}{\partial x_j}(x),$$
for all $j = 1,\ldots,N-1$ and $x \in V$. In particular,

$$0 = \frac{\partial \phi}{\partial x_j}(x_0) + \frac{\partial \phi}{\partial x_N}(x_0) \frac{\partial \psi}{\partial x_j}(\tilde{x}_0)$$  \hfill (5.2)

holds for all $j = 1,\ldots,N-1$.

The function

$$g: V \to \mathbb{R}, \ (x_1,\ldots,x_{N-1}) \mapsto f(x_1,\ldots,x_{N-1},\psi(x_1,\ldots,x_{N-1}))$$

has a local extremum at $\tilde{x}_0$, so that $\nabla g(\tilde{x}_0) = 0$ and thus

$$0 = \frac{\partial g}{\partial x_j}(\tilde{x}_0) = \frac{\partial f}{\partial x_j}(x_0) + \frac{\partial f}{\partial x_N}(x_0) \frac{\partial \psi}{\partial x_j}(\tilde{x}_0)$$  \hfill (5.3)

for $j = 1,\ldots,N-1$. Set

$$\lambda := \frac{\partial f}{\partial x_N}(x_0) \left( \frac{\partial \phi}{\partial x_N}(x_0) \right)^{-1},$$

so that $\frac{\partial f}{\partial x_N}(x_0) = \lambda \frac{\partial \phi}{\partial x_N}(x_0)$ holds trivially. From (5.2) and (5.3), it also follows that

$$\frac{\partial f}{\partial x_j}(x_0) = \lambda \frac{\partial \phi}{\partial x_j}(x_0)$$

holds as well for $j = 1,\ldots,N-1$.

\textit{Example.} Consider again $f: B_1((0,0)] \to \mathbb{R}, \ (x,y) \mapsto 4x^2 - 3xy$.

Since $f$ has no local extrema on $B_1((0,0))$, it must attain its minimum and maximum on $\partial B_1[(0,0)]$.

Let

$$\phi: \mathbb{R}^2 \to \mathbb{R}, \ (x,y) \mapsto x^2 + y^2 - 1,$

so that

$$\partial B_1((0,0)] = \{(x,y) \in \mathbb{R}^2 : \phi(x,y) = 0\}.$$

Hence, the minimum and maximum of $f$ on $B_1((0,0))$ are local extrema under the constraint $\phi(x,y) = 0$. Since $\nabla \phi(x,y) = (2x,2y)$ for $x,y \in \mathbb{R}$, $\nabla \phi$ never vanishes on $\partial B_1[(0,0)]$.

Suppose that $f$ has a local extremum at $(x_0,y_0)$ under the constraint $\phi(x,y) = 0$. By the Lagrange Multiplier Theorem, there is thus $\lambda \in \mathbb{R}$ such that $\nabla f(x_0,y_0) = \lambda \nabla \phi(x_0,y_0)$, i.e.,

$$8x_0 - 3y_0 = 2\lambda x_0,$$

$$-3x_0 = 2\lambda y_0.$$
For notational simplicity, we write \((x, y)\) instead of \((x_0, y_0)\). Solve the equations:

\[
\begin{align*}
8x - 3y &= 2\lambda x; \\
-3x &= 2\lambda y; \\
x^2 + y^2 &= 1.
\end{align*}
\]

From (5.5), it follows that \(x = -\frac{2}{3}\lambda y\). Plugging this expression into (5.4), we obtain

\[
-\frac{16}{3}\lambda y - 3y = -\frac{4}{3}\lambda^2 y.
\]

Case 1: \(y = 0\). Then (5.5) implies \(x = 0\), which contradicts (5.6). Hence, this case cannot occur.

Case 2: \(y \neq 0\). Dividing (5.7) by \(\frac{y}{3}\) yields

\[
4\lambda^2 - 16\lambda - 9 = 0
\]

and thus

\[
\lambda^2 - 4\lambda - \frac{9}{4} = 0.
\]

Completing the square, we obtain \((\lambda - 2)^2 = \frac{25}{4}\) and thus the solutions \(\lambda = \frac{9}{2}\) and \(\lambda = -\frac{1}{2}\).

Case 2.1: \(\lambda = -\frac{1}{2}\). The (5.5) yields \(-3x = -y\) and thus \(y = 3x\). Plugging into (5.6), we get \(10x^2 = 1\), so that \(x = \pm\frac{1}{\sqrt{10}}\). Hence, \(\left(\frac{1}{\sqrt{10}}, \frac{3}{\sqrt{10}}\right)\) and \(\left(-\frac{1}{\sqrt{10}}, -\frac{3}{\sqrt{10}}\right)\) are possible candidates for extrema to be attained at.

Case 2.2: \(\lambda = \frac{9}{2}\). The (5.5) yields \(-3x = 9y\) and thus \(x = -3y\). Plugging into (5.6), we get \(10y^2 = 1\), so that \(y = \pm\frac{1}{\sqrt{10}}\). Hence, \(\left(\frac{3}{\sqrt{10}}, -\frac{1}{\sqrt{10}}\right)\) and \(\left(-\frac{3}{\sqrt{10}}, \frac{1}{\sqrt{10}}\right)\) are possible candidates for extrema to be attained at.

Evaluating \(f\) at those points, we obtain:

\[
\begin{align*}
f\left(\frac{1}{\sqrt{10}}, \frac{3}{\sqrt{10}}\right) &= -\frac{1}{2}; \\
f\left(-\frac{1}{\sqrt{10}}, -\frac{3}{\sqrt{10}}\right) &= -\frac{1}{2}; \\
f\left(\frac{3}{\sqrt{10}}, -\frac{1}{\sqrt{10}}\right) &= \frac{9}{2}; \\
f\left(-\frac{3}{\sqrt{10}}, \frac{1}{\sqrt{10}}\right) &= \frac{9}{2}.
\end{align*}
\]

All in all, \(f\) has on \(B_1((0,0))\) the maximum \(\frac{9}{2}\), attained at \(\left(\frac{3}{\sqrt{10}}, -\frac{1}{\sqrt{10}}\right)\) and \(\left(-\frac{3}{\sqrt{10}}, \frac{1}{\sqrt{10}}\right)\), and the minimum \(-\frac{1}{2}\), which is attained at \(\left(\frac{1}{\sqrt{10}}, \frac{3}{\sqrt{10}}\right)\) and \(\left(-\frac{1}{\sqrt{10}}, -\frac{3}{\sqrt{10}}\right)\).

Given a bounded, open set \(\emptyset \neq U \subset \mathbb{R}^N\) an open set \(\overline{U} \subset V \subset \mathbb{R}^N\) and a \(C^1\)-function \(f: V \to \mathbb{R}\) which is of class \(C^1\) on \(U\), the following is a strategy to determine the minimum and maximum (as well as those points in \(\overline{U}\) where they are attained) of \(f\) on \(\overline{U}\):
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• Determine all stationary points of \( f \) on \( U \).

• If possible (with a reasonable amount of work), classify those stationary points and evaluate \( f \) there in the case of a local extremum.

• If classifying the stationary points isn’t possible (or simply too much work), simply evaluate \( f \) at all of its stationary points.

• Describe \( \partial U \) in terms of a constraint \( \phi(x) = 0 \) for some \( \phi \in C^1(V, \mathbb{R}) \) and check if the Lagrange Multiplier Theorem is applicable.

• If so, determine all \( x \in V \) with \( \phi(x) = 0 \) and \( \nabla f(x) = \lambda \nabla \phi(x) \) for some \( \lambda \in \mathbb{R} \), and evaluate \( f \) at those points.

• Compare all the values of \( f \) you have obtain in the process and pick the largest and the smallest one.

This is not a fail safe algorithm, but rather a strategy that may have to be modified depending on the circumstances (or that may not even work at all...).

**Exercises**

1. Determine the maximum and the minimum attained by
\[
f : \mathbb{R}^2 \to \mathbb{R}, \quad (x, y) \mapsto (x - 1)^2 + y^2
\]
on
\[
K := \{(x, y) \in \mathbb{R}^2 : x^2 + y^2 \leq 4\}.
\]

2. Determine the minimum and the maximum attained by
\[
f : \mathbb{R}^3 \to \mathbb{R}, \quad (x, y, z) \mapsto xz + y(y - 1)
\]
on
\[
K := \{(x, y, z) \in \mathbb{R}^3 : x^2 + 4y^2 + z^2 \leq 9\},
\]
as well as all those points in \( K \), where \( f \) attains its minimum and maximum, respectively.

3. Determine the maximum and the minimum of
\[
f : \mathbb{R}^2 \to \mathbb{R}, \quad (x, y) \mapsto x^2 + y^2 + xy
\]
on
\[
K := \{(x, y) \in \mathbb{R}^2 : 2 \leq x^2 + y^2 \leq 8\}.
\]
Also, find all points in \( K \), where the maximum and the minimum, respectively, are attained.
4. Find the minimum and maximum of

\[ f : \mathbb{R}^2 \to \mathbb{R}, \quad (x, y) \mapsto x^2 - y^2 \]

on

\[ K := \{ (x, y) : x^2 + 2y^2 \leq 2 \} \]

and determine all points in \( K \) where the minimum and the maximum, respectively, are attained.

5. Of course, the definition of a local extremum under a constraint, can also be formulated with respect to a vector-valued function \( \phi \). Prove the following generalization of the Lagrange multiplier theorem from class:

Let \( \emptyset \neq U \subset \mathbb{R}^N \) be open, let \( \phi \in C^1(U, \mathbb{R}^M) \) with \( M < N \), let \( f \in C^1(U, \mathbb{R}) \) have a local extremum at \( x_0 \in U \) under the constraint \( \phi(x) = 0 \), and suppose that \( J_\phi(x_0) \) has rank \( M \). Then there are \( \lambda_1, \ldots, \lambda_M \in \mathbb{R} \) such that

\[ (\nabla f)(x_0) = \sum_{j=1}^M \lambda_j(\nabla \phi_j)(x_0). \]
Chapter 6

Change of Variables and the Integral Theorems by Green, Gauß, and Stokes

6.1 Change of Variables

In this section, we shall actually prove the change of variables formula stated earlier:

Theorem 6.1.1 (Change of Variables). Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, let $\emptyset \neq K \subset U$ be compact with content, let $\phi \in C^1(U, \mathbb{R}^N)$, and suppose that there is a set $Z \subset K$ with content zero such that $\phi|_{K\setminus Z}$ is injective and $\det J_\phi(x) \neq 0$ for all $x \in K \setminus Z$. Then $\phi(K)$ has content and

$$\int_{\phi(K)} f = \int_K (f \circ \phi) |\det J_\phi|$$

holds for all continuous functions $f: \phi(U) \to \mathbb{R}^M$.

The reason why we didn’t proof the theorem when we first encountered it were twofold: first of all, there simply wasn’t enough time to both prove the theorem and cover applications, but secondly, the proof also requires some knowledge of local properties of $C^1$-functions, which wasn’t available to us then.

Before we delve into the proof, we give yet another example:

Example. Let

$$D := \{(x, y) \in \mathbb{R}^2 : 1 \leq x^2 + y^2 \leq 4\}$$

and determine

$$\int_D \frac{1}{x^2 + y^2}.$$ 

Use polar coordinates:

$$\phi: \mathbb{R}^2 \to \mathbb{R}^2, \quad (r, \theta) \mapsto (r \cos \theta, r \sin \theta),$$
so that \( \det J_\phi(r, \theta) = r \). Let \( K = [1, 2] \times [0, 2\pi] \), so that \( \phi(K) = D \). It follows that

\[
\int_D \frac{1}{x^2 + y^2} = \int_K \frac{r}{r^2} = \int_K \frac{1}{r} = \int_1^2 \left( \int_0^{2\pi} \frac{1}{r} \, d\theta \right) \, dr = 2\pi \log 2.
\]

To prove Theorem 6.1.1, we proceed through a series of steps.

Given a compact subset \( K \) of \( \mathbb{R}^N \) and a (sufficiently nice) \( C^1 \)-function \( \phi \) on a neighborhood of \( K \), we first establish that \( \phi(K) \) does indeed have content.

**Lemma 6.1.2.** Let \( \varnothing \neq U \subset \mathbb{R}^N \) be open, let \( \phi \in C^1(U, \mathbb{R}^N) \), and let \( K \subset U \) be compact with content zero. Then \( \phi(K) \) is compact with content zero.

**Proof.** Clearly, \( \phi(K) \) is compact.

Choose an open set \( V \subset \mathbb{R}^N \) with \( K \subset V \), and such that \( V \subset U \) is compact. Choose \( C > 0 \) such that

\[
\| J_\phi(x) \xi \| \leq C \| \xi \| \tag{6.1}
\]

for \( \xi \in \mathbb{R}^N \) and \( x \in V \) (this is possible because \( \phi \) is a \( C^1 \)-function).

Let \( \epsilon > 0 \), and choose compact intervals \( I_1, \ldots, I_n \subset V \) with

\[
K \subset \bigcup_{j=1}^n I_j \quad \text{and} \quad \sum_{j=1}^n \mu(I_j) < \frac{\epsilon}{(2C\sqrt{N})^N}.
\]

![Figure 6.1: K, U, V, and I₁, \ldots, Iₙ](image-url)
Without loss of generality, suppose that each $I_j$ is a cube, i.e.,

$$I_j = [x_{j,1} - r_j, x_{j,1} + r_j] \times \cdots \times [x_{j,N} - r_j, x_{j,N} + r_j]$$

with $(x_{j,1}, \ldots, x_{j,N}) \in \mathbb{R}^N$ and $r_j > 0$: this can be done by first making sure that each $I_j$ is of the form

$$I_j = [a_1, b_1] \times \cdots \times [a_N, b_N]$$

with $a_1, b_1, \ldots, a_N, b_N \in \mathbb{Q}$, so that the ratios between the lengths of the different sides of $I_j$ are rational, and then splitting it into sufficiently many cubes.

Let $j \in \{1, \ldots, n\}$, and let $x, y \in I_j$. Then we have

$$|\phi_k(x) - \phi_k(y)| \leq \|\phi(x) - \phi(y)\|
\quad = \left\| \int_0^1 J_\phi(x + t(y-x))(y-x) \, dt \right\|
\quad \leq \int_0^1 \|J_\phi(x + t(y-x))(y-x)\| \, dt
\quad \leq \int_0^1 C\|x - y\| \, dt, \quad \text{by (6.1)},
\quad = C\|x - y\|
\quad = C \sqrt{\sum_{\nu=1}^N (x_\nu - y_\nu)^2}
\quad \leq C \sqrt{\sum_{\nu=1}^N (2r_j)^2}
\quad = C \sqrt{N} 2r_j
\quad = C \sqrt{N} \mu(I_j)^{\frac{1}{N}}.$$

for $k = 1, \ldots, N$. 

Figure 6.2: Splitting a 2-dimensional interval into cubes
Fix \( x_0 \in I_j \), and \( R_j := C\sqrt{N} \mu(I_j)^{\frac{1}{N}} \), and define
\[
J_j := [\phi_1(x_0) - R_j, \phi_1(x_0) + R_j] \times \cdots \times [\phi_N(x_0) - R_j, \phi_N(x_0) + R_j].
\]
It follows that \( \phi(I_j) \subset J_j \) and that
\[
\mu(J_j) = (2R_j)^N = (2C\sqrt{N})^N \mu(I_j).
\]
All in all we obtain, that \( \phi(K) \subset \bigcup_{j=1}^{n} J_j \) and
\[
\sum_{j=1}^{n} \mu(J_j) = (2C\sqrt{N})^N \sum_{j=1}^{n} \mu(I_j) < \epsilon.
\]
Hence, \( \phi(K) \) has content zero.

**Lemma 6.1.3.** Let \( \varnothing \neq U \subset \mathbb{R}^N \) be open, let \( \phi \in \mathcal{C}^1(U, \mathbb{R}^N) \) be such that \( \det J_\phi(x) \neq 0 \) for all \( x \in U \), and let \( K \subset U \) be compact. Then
\[
\{ x \in K : \phi(x) \in \partial \phi(K) \} \subset \partial K
\]
holds. In particular, \( \partial \phi(K) \subset \phi(\partial K) \) holds.

**Proof.** First note, that \( \partial \phi(K) \subset \phi(K) \) because \( \phi(K) \) is compact and thus closed. Let \( x \in K \) be such that \( \phi(x) \in \partial \phi(K) \), and let \( V \subset U \) be a neighborhood \( x \), which we can suppose to be open. By Lemma 5.1.5, \( \phi(V) \) is a neighborhood of \( \phi(x) \), and since \( \phi(x) \in \partial \phi(K) \), it follows that \( \phi(V) \cap (\mathbb{R}^N \setminus \phi(K)) \neq \varnothing \). Assume that \( V \subset K \). Then \( \phi(V) \subset \phi(K) \) holds, which contradicts \( \phi(V) \cap (\mathbb{R}^N \setminus \phi(K)) \neq \varnothing \). Consequently, we have \( V \cap (\mathbb{R}^N \setminus K) \neq \varnothing \). Since trivially \( V \cap K \neq \varnothing \), we conclude that \( x \in \partial K \).

Since \( \phi(K) \) is compact and thus closed, we have \( \partial \phi(K) \subset \phi(K) \) and thus \( \partial \phi(K) \subset \phi(\partial K) \). \( \square \)

**Proposition 6.1.4.** Let \( \varnothing \neq U \subset \mathbb{R}^N \) be open, let \( \phi \in \mathcal{C}^1(U, \mathbb{R}^N) \) be such that \( \det J_\phi(x) \neq 0 \) for all \( x \in U \), and let \( K \subset U \) be compact with content. Then \( \phi(K) \) is compact with content.

**Proof.** Since \( K \) has content, \( \partial K \) has content zero. From Lemma 6.1.2, we conclude that \( \mu(\phi(\partial K)) = 0 \). Since \( \partial \phi(K) \subset \phi(\partial K) \) by Lemma 6.1.3, it follows that \( \mu(\partial \phi(K)) = 0 \). By Theorem 4.2.11, this means that \( \phi(K) \) has content. \( \square \)

Next, we investigate how applying a \( \mathcal{C}^1 \)-function to a set with content affects that content.
Lemma 6.1.5. Let $D \subset \mathbb{R}^N$ have content. Then
\[ \mu(D) = \inf \sum_{j=1}^{n} \mu(I_j) \] (6.2)
holds, where the infimum is taken over all $n \in \mathbb{N}$ and all compact intervals $I_1, \ldots, I_n \subset \mathbb{R}^N$ such that $D \subset I_1 \cup \cdots \cup I_n$.

Proof. See Exercise 2 below. \qed

Proposition 6.1.6. Let $\emptyset \neq K \subset \mathbb{R}^N$ be compact with content, and let $T : \mathbb{R}^N \to \mathbb{R}^N$ be linear. Then $T(K)$ has content such that
\[ \mu(T(K)) = |\det T| \mu(K). \]

Proof. We first prove three separate cases of the claim:

Case 1:
\[ T(x_1, \ldots, x_N) = (x_1, \ldots, \lambda x_j, \ldots x_N) \]
with $\lambda \in \mathbb{R}$ for $x_1, \ldots, x_N \in \mathbb{R}$.

Suppose first that $K$ is an interval, say $K = [a_1, b_1] \times \cdots \times [a_N, b_N]$, so that
\[ T(K) = [a_1, b_1] \times \cdots \times [\lambda a_j, \lambda b_j] \times \cdots \times [a_N, b_N] \]
if $\lambda \geq 0$ and
\[ T(K) = [a_1, b_1] \times \cdots \times [\lambda b_j, \lambda a_j] \times \cdots \times [a_N, b_N] \]
if $\lambda < 0$. Since $\det T = \lambda$, this settles the claim in this particular case.

Suppose that $K$ is now arbitrary and $\lambda \neq 0$. Then $T$ is invertible, so that $T(K)$ has content by Proposition 6.1.4. For any closed intervals $I_1, \ldots, I_n \subset \mathbb{R}^N$ with $K \subset I_1 \cup \ldots \cup I_n$, we then obtain
\[ \mu(T(K)) \leq \sum_{j=1}^{n} \mu(T(I_j)) = |\det T| \sum_{j=1}^{n} \mu(I_j) \]
and thus $\mu(T(K)) \leq |\det T| \mu(K)$ by Lemma 6.1.5. Since $T^{-1}$ is of the same form, we get also get $\mu(K) = \mu(T^{-1}(T(K))) \leq |\det T|^{-1} \mu(T(K))$ and thus $\mu(T(K)) \geq |\det T| \mu(K)$.

For arbitrary $K$ and $\lambda = 0$. Let $I \subset \mathbb{R}^N$ be a compact interval with $K \subset I$. Then $T(I)$ has content zero, and so has $T(K) \subset T(I)$.

Case 2:
\[ T(x_1, \ldots, x_j, \ldots, x_k, \ldots, x_N) = (x_1, \ldots, x_k, \ldots, x_j, \ldots, x_N) \]
with $j < k$ for $x_1, \ldots, x_N \in \mathbb{R}$. Again, $T$ is invertible, so that $T(K)$ has content by Proposition 6.1.4. Since $\det T = -1$, the claim is trivially true if $K$ is an interval and for general $K$ by Lemma 6.1.5 in a way similar to Case 1.
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Case 3:

\[ T(x_1, \ldots, x_j, \ldots, x_k, \ldots, x_N) = (x_1, \ldots, x_j, \ldots, x_k + x_j, \ldots, x_N) \]

with \( j < k \) for \( x_1, \ldots, x_N \in \mathbb{R} \). It is clear that then \( T \) is invertible, so that \( T(K) \) has content by Proposition 6.1.4. Again, suppose first that \( K \) is a compact interval. As only the two coordinates \( j \) and \( k \) are concerned, it follows from a straightforward application of Fubini’s Theorem, that we can limit ourselves to the case where \( j = 1 \) and \( k = N = 2 \).

Let \( K = [a, b] \times [c, d] \), so that

\[ T(K) = \{(x, y) \in \mathbb{R}^2 : x \in [a, b], y \in [c, d]\} = \{(x, y) \in \mathbb{R}^2 : x \in [a, b], c + x \leq y \leq d + x\}. \]

Applying Fubini’s Theorem again, we obtain

\[
\mu(T(K)) = \int_a^b \int_{c+x}^{d+x} 1 \, dy \, dx \\
= \int_a^b (d - c) \, dx \\
= (b - a)(d - c) \\
= \mu(K).
\]

Since \( \det T = 1 \), this settles the claim in this case.

Now, let \( K \) be arbitrary. Invoking Lemma 6.1.5 as in Case 1, we obtain \( \mu(T(K)) \leq \mu(K) \). Obtaining the reversed inequality is a little bit harder than in Cases 1 and 2 because \( T^{-1} \) is not of the form covered by Case 3 (in fact, it isn’t covered by any of Cases 1, 2, 3). Let \( S: \mathbb{R}^N \rightarrow \mathbb{R}^N \) be defined by

\[ S(x_1, \ldots, x_j, \ldots, x_N) = (x_1, \ldots, -x_j, \ldots, x_N). \]

It follows that \( T^{-1} = S \circ T \circ S \), so that—in view of Case 1—we get

\[
\mu(K) = \mu(T^{-1}(T(K))) = \mu(S(T(S(T(K))))) = \mu(T(S(T(K)))) \leq \mu(S(T(K))) = \mu(T(K)).
\]

All in all, \( \mu(T(K)) = \mu(K) \) holds.

Suppose now that \( T \) is arbitrary. Then there are linear maps \( T_1, \ldots, T_n: \mathbb{R}^N \rightarrow \mathbb{R}^N \) such that \( T = T_1 \circ \cdots \circ T_n \), and each \( T_j \) is of one of the forms discussed in Cases 1, 2, and 3. We therefore obtain eventually

\[
\mu(T(K)) = \mu(T_1(\cdots T_n(K) \cdots)) \\
= |\det T_1| \mu(T_2(\cdots T_n(K) \cdots)) = \cdots = |\det T_1| \cdots |\det T_n| \mu(K) = |\det T| \mu(K).
\]

This completes the proof. \( \square \)
Next, we move from linear maps to $C^1$-maps:

**Lemma 6.1.7.** Let $U \subset \mathbb{R}^N$ be open, let $r > 0$ be such that $K := [-r,r]^N \subset U$, and let $\phi \in C^1(U,\mathbb{R}^N)$ be such that $\det J_\phi(x) \neq 0$ for all $x \in K$. Furthermore, suppose that $\alpha \in \left(0, \frac{1}{\sqrt{N}}\right)$ is such that $\|\phi(x) - x\| \leq \alpha \|x\|$ for $x \in K$. Then

$$(1 - \alpha \sqrt{N})^N \leq \frac{\mu(\phi(K))}{\mu(K)} \leq (1 + \alpha \sqrt{N})^N$$

holds.

**Proof.** Let $x \in K$. Then

$$\|\phi(x) - x\| \leq \alpha \|x\| \leq \alpha \sqrt{N} r$$

holds and, consequently,

$$|\phi_j(x)| \leq |x_j| + \|\phi(x) - x\| \leq (1 + \alpha \sqrt{N}) r$$

for $j = 1, \ldots, N$. This means that

$$\phi(K) \subset [-(1 + \alpha \sqrt{N})r, (1 + \alpha \sqrt{N})r]^N. \quad (6.3)$$

Let $x = (x_1, \ldots, x_N) \in \partial K$, so that $|x_j| = r$ for some $j \in \{1, \ldots, N\}$. Consequently,

$$r = |x_j| \leq \|x\| \leq \sqrt{N} r$$

holds and thus

$$|\phi_j(x)| \geq |x_j| - \|x - \phi(x)\| \geq (1 - \alpha \sqrt{N}) r.$$

Since $\partial \phi(K) \subset \phi(\partial K)$ by Lemma 6.1.3, this means that

$$\partial \phi(K) \subset \phi(\partial K) \subset \mathbb{R}^N \setminus (-1 - \alpha \sqrt{N})r, (1 - \alpha \sqrt{N})r)^N$$

and thus

$$(-1 - \alpha \sqrt{N})r, (1 - \alpha \sqrt{N})r)^N \subset \mathbb{R}^N \setminus \partial \phi(K).$$

Let $U := \text{int } \phi(K)$ and $V := \text{int } (\mathbb{R}^N \setminus \phi(K))$. Then $U$ and $V$ are open, non-empty, and satisfy

$$U \cup V = \mathbb{R}^N \setminus \partial \phi(K).$$

Since $(-1 - \alpha \sqrt{N})r, (1 - \alpha \sqrt{N})r)^N$ is connected, this means that it is contained either in $U$ or in $V$. Since

$$\|\phi(0)\| = \|\phi(0) - 0\| \leq \alpha \|0\| = 0,$$

it follows that $0 \in (-1 - \alpha \sqrt{N})r, (1 - \alpha \sqrt{N})r)^N \cap U$ and thus

$$(-1 - \alpha \sqrt{N})r, (1 - \alpha \sqrt{N})r)^N \subset U \subset \phi(K). \quad (6.4)$$
From (6.3) and (6.4), we conclude that
\[(1 - \alpha \sqrt{N})^N (2r)^N \leq \mu(\phi(K)) \leq (1 + \alpha \sqrt{N})^N (2r)^N.\]
Division by \(\mu(K) = (2r)^N\) yields the claim. \(\square\)

For \(x = (x_1, \ldots, x_N) \in \mathbb{R}^N\) and \(r > 0\), we denote by
\[K[x, r] := [x_1 - r, x_1 + r] \times \cdots \times [x_N - r, x_N + r]\]
the cube with center \(x\) and side length \(2r\).

**Proposition 6.1.8.** Let \(\emptyset \neq U \subset \mathbb{R}^N\) be open, and let \(\phi \in C^1(U, \mathbb{R}^N)\) be such that \(J_\phi(x) \neq 0\) for all \(x \in U\). Then, for each compact set \(\emptyset \neq K \subset U\) and for each \(\epsilon \in (0, 1)\), there is \(r_\epsilon > 0\) such that \(K[x, r] \subset U\) and
\[|\det J_\phi(x)|(1 - \epsilon)^N \leq \frac{\mu(\phi(K[x, r]))}{\mu(K[x, r])} \leq |\det J_\phi(x)|(1 + \epsilon)^N\]
for all \(x \in K\) and for all \(r \in (0, r_\epsilon)\).

**Proof.** Let \(C > 0\) be such that
\[\|J_\phi(x)^{-1}\| \leq C\|\xi\|\]
for all \(x \in K\) and \(\xi \in \mathbb{R}^N\), and choose \(r_\epsilon > 0\) such that \(K[x + \xi, r_\epsilon] \subset U\) and
\[\|\phi(x + \xi) - \phi(x) - J_\phi(x)\| \leq \frac{\epsilon}{C\sqrt{N}}\|\xi\|\]
for all \(x \in K\) and \(\xi \in K[0, r_\epsilon]\). Fix \(x \in K\), and define
\[\psi(\xi) := J_\phi(x)^{-1}(\phi(x + \xi) - \phi(x)).\]
For \(r \in (0, r_\epsilon)\), we thus have
\[\|\psi(\xi)\| = \|J_\phi(x)^{-1}(\phi(x + \xi) - \phi(x) - J_\phi(x)\xi)\| \leq C\|\phi(x + \xi) - \phi(x) - J_\phi(x)\| \leq \frac{\epsilon}{\sqrt{N}}\|\xi\|\]
for \(\xi \in K[0, r]\). From Lemma 6.1.7 (with \(\alpha = \frac{\epsilon}{\sqrt{N}}\)), we conclude that
\[(1 - \epsilon)^N \leq \frac{\mu(\psi(K[0, r]))}{\mu(K[0, r])} \leq (1 + \epsilon)^N.\] \hspace{1cm} (6.5)

Since
\[\psi(K[0, r]) = J_\phi(x)^{-1}\phi(K[x, r]) - J_\phi(x)^{-1}\phi(x),\]
Proposition 6.1.6 yields that
\[\mu(\psi(K[0, r])) = \mu(J_\phi(x)^{-1}\phi(K[x, r])) = |\det J_\phi(x)^{-1}|\mu(\phi(K[x, r])).\]
Since \(\mu(K[0, r]) = \mu(K[x, r])\), multiplying (6.5) with \(|\det J_\phi(x)|\) we obtain
\[|\det J_\phi(x)|(1 - \epsilon)^N \leq \frac{\mu(\phi(K[x, r]))}{\mu(K[x, r])} \leq |\det J_\phi(x)|(1 + \epsilon)^N,\]
as claimed. \(\square\)
We can now prove:

**Theorem 6.1.9.** Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, let $\emptyset \neq K \subset U$ be compact with content, let $\phi \in C^1(U, \mathbb{R}^N)$ be injective on $K$ and such that $\det J_\phi(x) \neq 0$ for all $x \in K$. Then $\phi(K)$ has content and

$$\int_{\phi(K)} f = \int_K (f \circ \phi) |\det J_\phi|$$

(6.6)

holds for all continuous functions $f : \phi(U) \to \mathbb{R}^M$.

**Proof.** Let $f : \phi(U) \to \mathbb{R}^M$ be continuous. By Proposition 6.1.4, $\phi(K)$ has content. Hence, both integrals in (6.6) exist, and we are left with showing that they are equal.

Suppose without loss of generality that $M = 1$. Since

$$f = \frac{1}{2}(f + |f|) - \frac{1}{2}(|f| - f),$$

we can also suppose that $f \geq 0$.

For each $x \in K$, choose $U_x \subset U$ open with $\det J_\phi(y) \neq 0$ for all $y \in U_x$. Since $\{U_x : x \in K\}$ is an open cover of $K$, there are $x_1, \ldots, x_l \in K$ with

$$K \subset U_{x_1} \cup \cdots \cup U_{x_l}.$$  

Replacing $U$ by $U_{x_1} \cup \cdots \cup U_{x_m}$, we can thus suppose that $\det J_\phi(x) \neq 0$ for all $x \in U$.

Let $\epsilon \in (0, 1)$, and choose compact intervals $I_1, \ldots, I_n \subset U$ with the following properties:

(a) for $j \neq k$, the intervals $I_j$ and $I_k$ have only boundary points in common, and we have $K \subset \bigcup_{j=1}^n I_j \subset U$;

(b) if $m \leq n$ is such that $I_j \cap \partial K \neq \emptyset$ if and only if $j \in \{1, \ldots, m\}$, then $\sum_{j=1}^m \mu(I_j) < \epsilon$ holds (this is possible because $\mu(\partial K) = 0$);

(c') for any choice of $\xi_j, \eta_j \in I_j$ for $j = 1, \ldots, n$ we have

$$\left| \int_K (f \circ \phi) |\det J_\phi| - \sum_{j=1}^n (f \circ \phi)(\xi_j) |\det J_\phi(\eta_j)||\mu(I_j) \right| < \epsilon.$$  

Arguing as in the proof of Lemma 6.1.2, we can suppose that $I_1, \ldots, I_n$ are actually cubes with centers $x_1, \ldots, x_n$, respectively. From (c'), we then obtain

(c)

$$\left| \int_K (f \circ \phi) |\det J_\phi| - \sum_{j=1}^n (f \circ \phi)(\xi_j) |\det J_\phi(x_j)||\mu(I_j) \right| < \epsilon.$$  

for any choice of $\xi_j \in I_j$ for $j = 1, \ldots, n$ (compare Exercise 3).
Making our cubes even smaller, we can also suppose that

\[ |\det J_\phi(x_j)|(1-\epsilon)^N \leq \frac{\mu(\phi(I_j))}{\mu(I_j)} \leq |\det J_\phi(x_j)|(1+\epsilon)^N \]

for \( j = 1, \ldots, n \).

Let \( V \subset U \) be open and bounded such that

\[ \bigcup_{j=1}^n I_j \subset V \subset U \]

and let \( C := \text{sup}\{|\det J_\phi(x)| : x \in \overline{V}\} \). Together, (b) and (d) yield that

\[ \sum_{j=1}^m \mu(\phi(I_j)) \leq 2^N C \epsilon. \]

Let \( j \in \{m+1, \ldots, n\} \), so that \( I_j \cap \partial K = \emptyset \), but \( I_j \cap K \neq \emptyset \). As in the proof of Lemma 6.1.7, the connectedness of \( I_j \) yields that \( I_j \subset K \). Note that, thanks to the injectivity of \( \phi \) on \( K \), we have

\[ \phi(K) \setminus \bigcup_{j=m+1}^n \phi(I_j) = \phi \left( K \setminus \bigcup_{j=m+1}^n I_j \right). \]

Let \( \tilde{C} := \text{sup}\{|f(\phi(x))| : x \in \overline{V}\} \), and note that

\[ \left| \int_{\phi(K)} f - \sum_{j=1}^n \int_{\phi(I_j)} f \right| \leq \left\| \int_{\phi(K)} f - \sum_{j=m+1}^n \int_{\phi(I_j)} f \right\| + \left| \sum_{j=1}^m \int_{\phi(I_j)} f \right| \]

\[ \leq \int_{\phi(K) \setminus \bigcup_{j=m+1}^n I_j} f + 2^N C \tilde{C} \epsilon \]

\[ \leq \int_{\phi(\bigcup_{j=1}^m I_j)} f + 2^N C \tilde{C} \epsilon \]

\[ \leq 2^{N+1} C \tilde{C} \epsilon. \quad (6.7) \]

Let \( j \in \{1, \ldots, n\} \). Since the set \( \phi(I_j) \) is connected, there is \( y_j \in \phi(I_j) \) such that

\[ \int_{\phi(I_j)} f = f(y_j) \mu(\phi(I_j)) \]; choose \( \xi_j \in I_j \) such that \( y_j = \phi(\xi_j) \). It follows that

\[ \sum_{j=1}^n \int_{\phi(I_j)} f = \sum_{j=1}^n f(y_j)\mu(\phi(I_j)) = \sum_{j=1}^n f(\phi(\xi_j))\mu(\phi(I_j)). \quad (6.8) \]
Since \( f \geq 0 \), we obtain
\[
\sum_{j=1}^{n} f(\phi(\xi_j)) \mid \det J_\phi(x_j) \mid \mu(I_j)(1 - \epsilon)^N \quad (6.9)
\]
\[
\leq \sum_{j=1}^{n} f(\phi(\xi_j)) \mu(\phi(I_j)), \quad \text{by (d)},
\]
\[
= \sum_{j=1}^{n} \int_{\phi(I_j)} f, \quad \text{by (6.8),}
\]
\[
\leq \sum_{j=1}^{n} f(\phi(\xi_j)) \mid \det J_\phi(x_j) \mid \mu(I_j)(1 + \epsilon)^N. \quad (6.11)
\]

As \( \epsilon \to 0 \), both (6.9) and (6.11) converge to the right hand side of (6.6) by (c), whereas (6.10) converges to the left hand side of (6.6) by (6.7). \( \square \)

Even though Theorem 6.1.1 almost looks like the Change of Variables Theorem, it is still not general enough to cover polar, spherical, or cylindrical coordinates.

**Proof of Theorem 6.1.1.** We leave showing that \( \phi(K) \) has content as an exercise (see below).

Let \( \epsilon > 0 \), and let \( C > 0 \) be such that
\[
C \geq \sup\{ |f(\phi(x)) \det J_\phi(x)|, |f(\phi(x))| : x \in K \}.
\]

Choose compact intervals \( I_1, \ldots, I_n \subset U \) and \( J_1, \ldots, J_n \subset \mathbb{R}^N \) such that \( \phi(I_j) \subset J_j \) for \( j = 1, \ldots, N \),
\[
Z \subset \bigcup_{j=1}^{n} \text{int } I_j, \quad \sum_{j=1}^{n} \mu(I_j) < \frac{\epsilon}{2C}, \quad \text{and} \quad \sum_{j=1}^{n} \mu(J_j) < \frac{\epsilon}{2C}.
\]

Let \( K_0 := K \setminus \bigcup_{j=1}^{n} \text{int } I_j \). Then \( K_0 \) is compact, \( \phi|_{K_0} \) is injective and \( \det J_\phi(x) \neq 0 \) for \( x \in K_0 \). From Theorem 6.1.9, we conclude that
\[
\int_{\phi(K_0)} f = \int_{K_0} (f \circ \phi) \mid \det J_\phi \mid.
\]

From the choice of the intervals \( I_j \), it follows that
\[
\left| \int_{K} (f \circ \phi) \mid \det J_\phi \mid - \int_{K_0} (f \circ \phi) \mid \det J_\phi \mid \right| < \frac{\epsilon}{2},
\]
and since \( \phi(K) \setminus \phi(K_0) \subset J_1 \cup \cdots \cup J_n \), the choice of \( J_1, \ldots, J_n \) yields
\[
\left| \int_{\phi(K)} f - \int_{\phi(K_0)} f \right| < \frac{\epsilon}{2}.
\]
We thus conclude that
\[
\left| \int_{\phi(K)} f - \int_{K} (f \circ \phi) \right| \det J_\phi < \epsilon.
\]
Since \( \epsilon > 0 \) is arbitrary, this completes the proof. \( \square \)

**Example.** For \( R > 0 \), let \( D \subset \mathbb{R}^3 \) be the upper hemisphere of the ball centered at 0 with radius \( R \) intersected with the cylinder standing on the \( xy \)-plane, whose hull intersects that plane in the circle given by the equation
\[
x^2 - Rx + y^2 = 0. \tag{6.12}
\]

What is the volume of \( D \)?

First note that
\[
x^2 - Rx + y^2 = 0 \iff x^2 - 2 \frac{R}{2} x + \frac{R^2}{4} + y^2 = \frac{R^2}{4} \iff \left( x - \frac{R}{2} \right)^2 + y^2 = \frac{R^2}{4}.
\]

Hence, (6.12) describes a circle centered at \( (\frac{R}{2}, 0) \) with radius \( \frac{R}{2} \). It follows that
\[
D = \left\{ (x, y, z) \in \mathbb{R}^3 : x^2 + y^2 + z^2 \leq R^2, z \geq 0, \left( x - \frac{R}{2} \right)^2 + y^2 \leq \frac{R^2}{4} \right\}
\]
\[
= \left\{ (x, y, z) \in \mathbb{R}^3 : x^2 + y^2 + z^2 \leq R^2, z \geq 0, x^2 + y^2 \leq Rx \right\}.
\]

![Figure 6.3: Intersection of a ball with a cylinder](image-url)
Use cylindrical coordinates, i.e.,

\[ \phi : \mathbb{R}^3 \to \mathbb{R}^3, \quad (r, \theta, z) \mapsto (r \cos \theta, r \sin \theta, z). \]

Since

\[ x^2 + y^2 \leq Rx \iff r^2 = r^2(\cos \theta)^2 + r^2(\sin \theta)^2 \leq R \cos \theta \]

\[ \iff r \leq R \cos \theta, \]

it follows that \( D = \phi(K) \) with

\[ K := \{(r, \theta, z) \in [0, \infty) \times [-\pi, \pi] \times \mathbb{R} : \theta \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right], r \in [0, R \cos \theta], z \in \left[ 0, \sqrt{R^2 - r^2} \right] \}. \]

The Change of Variables Formula then yields

\[ \mu(D) = \int_D \frac{1}{r} \]

\[ = \int_K (1 \circ \phi) | \det J_\phi | \]

\[ = \int_K r \]

\[ = \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \left( \int_0^{R \cos \theta} \left( \int_0^{\sqrt{R^2 - r^2}} r \, dz \right) \, dr \right) \, d\theta \]

\[ = \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \left( \int_0^{R \cos \theta} r \sqrt{R^2 - r^2} \, dr \right) \, d\theta \]

\[ = -\frac{1}{2} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \left( \int_0^{R \cos \theta} (-2r) \sqrt{R^2 - r^2} \, dr \right) \, d\theta \]

\[ = -\frac{1}{2} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \left( \int_0^{R \cos \theta} (2r) \sqrt{u} \, du \right) \, d\theta \]

\[ = \frac{1}{2} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \left( \int_0^{R^2} \sqrt{u} \, du \right) \, d\theta \]

\[ = \frac{1}{2} \left. \frac{2}{3} u^{\frac{3}{2}} \right|_{u=R^2}^{u=0} \, d\theta \]

\[ = \frac{1}{2} \left( R^3 \right) \left( \frac{3}{2} \right) \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \sin \theta \, d\theta \]

\[ = \frac{R^3}{3} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \sin \theta \, d\theta. \]

We perform an auxiliary calculation. First note that

\[ \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} |\sin \theta| \, d\theta = 2 \int_0^{\frac{\pi}{2}} (\sin \theta)^3 \, d\theta. \]
As
\[
\int_{0}^{\pi/2} (\sin \theta)^3 d\theta = \int_{0}^{\pi/2} (\sin \theta)(\sin \theta)^2 d\theta \\
= \int_{0}^{\pi/2} (\sin \theta)(1 - (\cos \theta)^2) d\theta \\
= \int_{0}^{\pi/2} \sin \theta \, d\theta + \int_{0}^{\pi/2} (-\sin \theta)(\cos \theta)^2 d\theta \\
= 1 + \int_{1}^{0} u^2 \, du \\
= 1 - \int_{0}^{1} u^2 \, du \\
= \frac{2}{3},
\]
it follows that
\[
\int_{-\pi/2}^{\pi/2} |\sin \theta|^3 d\theta = \frac{4}{3}.
\]
All in all, we obtain that
\[
\mu(D) = \frac{R^3}{3} \left( \pi - \frac{4}{3} \right).
\]

Exercises

1. An \(N\)-dimensional cube is a subset \(C\) of \(\mathbb{R}^N\) such that
\[
C = [x_1 - r, x_1 + r] \times \cdots \times [x_N - r, x_N + r]
\]
with \(x_1, \ldots, x_N \in \mathbb{R}\) and \(r > 0\).

Let \(\emptyset \neq U \subset \mathbb{R}^N\) be open and let \(Z \subset U\) be compact with content zero. Show that, for each \(\epsilon > 0\), there are cubes \(C_1, \ldots, C_n \subset U\) with
\[
Z \subset C_1 \cup \cdots \cup C_n \quad \text{and} \quad \sum_{j=1}^{n} \mu(C_j) < \epsilon.
\]

2. Let \(D \subset \mathbb{R}^N\) have content. Show that
\[
\mu(D) = \inf \sum_{j=1}^{n} \mu(I_j)
\]
holds, where the infimum on the right hand side is taken over all \(n \in \mathbb{N}\) and all compact intervals \(I_1, \ldots, I_n \subset \mathbb{R}^N\) such that \(D \subset I_1 \cup \cdots \cup I_n\).
3. Let $I \subset \mathbb{R}^N$ be a compact interval, let $f, g: I \to \mathbb{R}$ be continuous, and let $\epsilon > 0$. Show that there is a partition $\mathcal{P}_\epsilon$ of $I$ such that, for each refinement $\mathcal{P}$ of $\mathcal{P}_\epsilon$, we have

$$\left| \int_I fg - \sum_{\nu} f(x_{\nu})g(y_{\nu})\mu(I_{\nu}) \right| < \epsilon,$$

where $(I_{\nu})_\nu$ is the subdivision of $I$ corresponding to $\mathcal{P}$ and $x_{\nu}, y_{\nu} \in I_{\nu}$ are arbitrary.

4. Show that:

- (a) if $D \subset \mathbb{R}^N$ has content, then so has $D$ such that $\mu(D) = \mu(D)$;
- (b) if $\emptyset \neq U \subset \mathbb{R}^N$ is open, $Z$ is a set of content zero with $Z \subset U$, and $\phi: U \to \mathbb{R}^N$ is a $C^1$-function, then $\phi(Z)$ has content zero.

5. Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, let $K \subset U$ be compact with content, let $\phi \in C^1(U, \mathbb{R}^N)$, and suppose that there is $Z \subset K$ with content zero such that $\det J_\phi(x) \neq 0$ for all $x \in K \setminus Z$. Show that $\phi(K)$ has content. (Hint: Show that $\partial \phi(K) \subset \phi(Z) \cup \phi(\partial K)$.)

6. Let $C$ be the cylinder standing perpendicularly on the $xy$-plane such that its intersection with that plane is the closed unit disc, and let $P$ be the prism (extending from $-\infty$ to $\infty$ along the $y$-axis) standing perpendicularly on the $xz$-plane such that its intersection with that plane is the diamond given by $|x| + |z| \leq 1$. Compute the content of $C \cap P$.

7. We may identify $\mathbb{C}$ with $\mathbb{R}^2$. For $0 < \rho < R$, let

$$A_{R,\rho} := \{ z \in \mathbb{C} : \rho \leq |z| \leq R \}.$$

Calculate $\int_{A_{R,\rho}} \frac{1}{z}$.

8. Let $\emptyset \neq K \subset \mathbb{R}^3$ be a compact body with content, and let $\mu: K \to \mathbb{R}$ be a continuous density. The Newton potential generated by $K$ at $x_0 \in \mathbb{R}^3 \setminus K$ is given (up to a factor) by

$$u(x_0) := \int_K \frac{\mu(x)}{\|x_0 - x\|} \, dx.$$

Suppose that $K = B_R((0,0,0))$ with $R > 0$, and that $\mu$ is rotation symmetric, i.e., there is a continuous function $\tilde{\mu}: [0, R] \to \mathbb{R}$ such $\mu(x) = \tilde{\mu}(\|x\|)$ for all $x \in K$. Show that

$$u(x_0) = \frac{1}{\|x_0\|} \int_K \mu.$$

for all $x_0 \in \mathbb{R}^3 \setminus K$. (Hint: First, argue that we can suppose that $x_0 = (0,0,\|x_0\|)$ without loss of generality; then use spherical coordinates.)

9. Show that a slice of pizza of radius $r > 0$ and with angle $\alpha$ has the area $\frac{1}{2}r^2\alpha$. 
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6.2 Curves in $\mathbb{R}^N$

What is the circumference of a circle of radius $r > 0$? Of course, we “know” the answer: $2\pi r$. But how can this be proven? More generally, what is the length of a curve in the plane, in space, or in general $N$-dimensional Euclidean space?

We first need a rigorous definition of a curve:

**Definition 6.2.1.** A curve in $\mathbb{R}^N$ is a continuous map $\gamma : [a, b] \to \mathbb{R}^N$. The set $\{\gamma\} := \gamma([a, b])$ is called the trace or line element of $\gamma$.

**Examples.**

1. For $r > 0$, let
   \[ \gamma : [0, 2\pi] \to \mathbb{R}^2, \quad t \mapsto (r \cos t, r \sin t). \]
   Then $\{\gamma\}$ is a circle centered at $(0,0)$ with radius $r$.

2. Let $c, v \in \mathbb{R}^N$ with $v \neq 0$, and let
   \[ \gamma : [a, b] \to \mathbb{R}^N, \quad t \mapsto c + tv. \]
   Then $\{\gamma\}$ is the line segment from $c + av$ to $c + bv$. Slightly abusing terminology, we will also call $\gamma$ a line segment.

3. Let $\gamma : [a, b] \to \mathbb{R}^N$ be a curve, and suppose that there is a partition $a = t_0 < t_1 < \cdots < t_n = b$ such that $\gamma|_{[t_{j-1}, t_j]}$ is a line segment for $j = 1, \ldots, n$. Then $\gamma$ is called a polygonal path: one can think of it as a concatenation of line segments.

4. For $r > 0$ and $s \neq 0$, let
   \[ \gamma : [0, 6\pi] \to \mathbb{R}^3, \quad t \mapsto (r \cos t, r \sin t, st). \]
   Then $\{\gamma\}$ is a helix:
If $\gamma: [a, b] \to \mathbb{R}^N$ is a line segment, it makes sense to define its length as $\|\gamma(b) - \gamma(a)\|$. It is equally intuitive how to define the length of a polygonal path: sum up the lengths of all the line segments it is made up of.

For more general curves, one tries to successively approximate them with polygonal paths:
This motivates the following definition:

**Definition 6.2.2.** A curve \( \gamma: [a,b] \to \mathbb{R}^N \) is called **rectifiable** if

\[
\left\{ \sum_{j=1}^{n} \| \gamma(t_{j-1}) - \gamma(t_j) \| : n \in \mathbb{N}, \ a = t_0 < t_1 < \cdots < t_n = b \right\} \tag{6.13}
\]

is bounded. The supremum of (6.13) is called the **length** of \( \gamma \).

Even though this definition for the length of a curve is intuitive, it does not provide any effective means to calculate the length of a curve (except for polygonal paths).

**Lemma 6.2.3.** Let \( \gamma: [a,b] \to \mathbb{R}^N \) be a \( \mathcal{C}^1 \)-curve. Then, for each \( \epsilon > 0 \), there is \( \delta > 0 \) such that

\[
\left\| \frac{\gamma(t) - \gamma(s)}{t-s} - \gamma'(t) \right\| < \epsilon
\]

for all \( s, t \in [a,b] \) such that \( 0 < |s-t| < \delta \).

**Proof.** Let \( \epsilon > 0 \), and suppose first that \( N = 1 \). Since \( \gamma' \) is uniformly continuous on \( [a,b] \), there is \( \delta > 0 \) such that

\[
|\gamma'(s) - \gamma'(t)| < \epsilon
\]

for \( s, t \in [a,b] \) with \( |s-t| < \delta \). Fix \( s, t \in [a,b] \) with \( 0 < |s-t| < \delta \). By the mean value theorem, there is \( \xi \) between \( s \) and \( t \) such that

\[
\frac{\gamma(t) - \gamma(s)}{t-s} = \gamma'({\xi}).
\]
It follows that
\[
\left| \frac{\gamma(t) - \gamma(s)}{t-s} - \gamma'(t) \right| = |\gamma'() - \gamma'(t)| < \epsilon
\]

Suppose now that \( N \) is arbitrary. By the case \( N = 1 \), there are \( \delta_1, \ldots, \delta_N > 0 \) such that, for \( j = 1, \ldots, N \), we have
\[
\left| \frac{\gamma_j(t) - \gamma_j(s)}{t-s} - \gamma_j'(t) \right| < \frac{\epsilon}{\sqrt{N}}
\]
for all \( s, t \in [a, b] \) such that \( 0 < |s-t| < \delta_j \). Since
\[
\| \gamma(t) - \gamma(s) - \gamma'(t) \| \leq \sqrt{N} \max_{j=1,\ldots,N} \left| \frac{\gamma_j(t) - \gamma_j(s)}{t-s} - \gamma_j'(t) \right|
\]
for \( s, t \in [a, b], s \neq t \), this yields the claim with \( \delta := \min_{j=1,\ldots,N} \delta_j \). \( \square \)

**Theorem 6.2.4.** Let \( \gamma: [a, b] \to \mathbb{R}^N \) be a \( C^1 \)-curve. Then \( \gamma \) is rectifiable, and its length is calculated as
\[
\int_a^b \| \gamma'(t) \| \, dt.
\]

**Proof.** Let \( \epsilon > 0 \).

There is \( \delta_1 > 0 \) such that
\[
\left| \int_a^b \| \gamma'(t) \| \, dt - \sum_{j=1}^n \| \gamma'() \| (t_j - t_{j-1}) \right| < \frac{\epsilon}{2}
\]
for each partition \( a = t_0 < t_1 < \cdots < t_n = b \) and \( \xi_j \in [t_{j-1}, t_j] \) such that \( t_j - t_{j-1} < \delta_1 \) for \( j = 1, \ldots, n \). Moreover, by Lemma 6.2.3, there is \( \delta_2 > 0 \) such that
\[
\left\| \frac{\gamma(t) - \gamma(s)}{t-s} - \gamma'(t) \right\| < \frac{\epsilon}{2(b-a)}
\]
for \( s, t \in [a, b] \) such that \( 0 < |s-t| < \delta_2 \).

Let \( \delta := \min \{ \delta_1, \delta_2 \} \), and let \( a = t_0 < t_1 < \cdots < t_n = b \) such that \( \max_{j=1,\ldots,n} (t_j - t_{j-1}) < \delta \). First, note that
\[
\| \gamma(t_j) - \gamma(t_{j-1}) \| - \| \gamma'(t_j) \| (t_j - t_{j-1}) \| \| \gamma(t_j) - \gamma(t_{j-1}) \| - \| \gamma'(t_j) \| (t_j - t_{j-1}) \| < \frac{\epsilon}{2} \frac{t_j - t_{j-1}}{b-a}
\]
for $j = 1, \ldots, n$. It follows that

\[
\left| \sum_{j=1}^{n} \| \gamma(t_j) - \gamma(t_{j-1}) \| - \int_{a}^{b} \| \gamma'(t) \| \, dt \right| \\
\leq \left| \sum_{j=1}^{n} \| \gamma(t_j) - \gamma(t_{j-1}) \| - \sum_{j=1}^{n} \| \gamma'(t_j) \| (t_j - t_{j-1}) \right| \\
+ \left| \sum_{j=1}^{n} \| \gamma'(t_j) \| (t_j - t_{j-1}) - \int_{a}^{b} \| \gamma'(t) \| \, dt \right| \\
< \sum_{j=1}^{n} \left[ \| \gamma(t_j) - \gamma(t_{j-1}) \| - \| \gamma'(t_j) \| (t_j - t_{j-1}) \right] + \frac{\epsilon}{2} \\
< \frac{t_j - t_{j-1}}{b-a}.
\]

This yields the claim.

Let now $a = s_0 < s_1 < \cdots < s_m = b$ be any partition, and choose a partition $a = t_0 < t_1 < \cdots < t_n = b$ such that $\max_{j=1,\ldots,n} (t_j - t_{j-1}) < \delta$ and $\{s_0, \ldots, s_m\} \subset \{t_0, \ldots, t_n\}$. By the foregoing, we then obtain that

\[
\sum_{j=1}^{m} \| \gamma(s_{j-1}) - \gamma(s_j) \| \leq \sum_{j=1}^{n} \| \gamma(t_{j-1}) - \gamma(t_j) \| < \int_{a}^{b} \| \gamma'(t) \| \, dt + \epsilon
\]

and, since $\epsilon > 0$ is arbitrary,

\[
\sum_{j=1}^{m} \| \gamma(s_{j-1}) - \gamma(s_j) \| \leq \int_{a}^{b} \| \gamma'(t) \| \, dt.
\]

Hence, $\int_{a}^{b} \| \gamma'(t) \| \, dt$ is an upper bound of the set (6.13), so that $\gamma$ is rectifiable. Since, for any $\epsilon > 0$, we can find $a = t_0 < t_1 < \cdots < t_n = b$ with

\[
\left| \sum_{j=1}^{n} \| \gamma(t_j) - \gamma(t_{j-1}) \| - \int_{a}^{b} \| \gamma'(t) \| \, dt \right| < \epsilon,
\]

it is clear that $\int_{a}^{b} \| \gamma'(t) \| \, dt$ is even the supremum of (6.13).

Examples. 1. A circle of radius $r$ is described through the curve

\[
\gamma: [0, 2\pi] \rightarrow \mathbb{R}^2, \quad t \mapsto (r \cos t, r \sin t).
\]

Clearly, $\gamma$ is a $C^1$-curve with

\[
\gamma'(t) = (-r \sin t, r \cos t),
\]
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so that \( \| \gamma'(t) \| = r \) for \( t \in [0, 2\pi] \). Hence, the length of \( \gamma \) is

\[
\int_0^{2\pi} r \, dt = 2\pi r.
\]

2. A cycloid is the curve on which a point on the boundary of a circle travels while the circle is rolled along the \( x \)-axis:

\[
\gamma : [0, 2\pi] \rightarrow \mathbb{R}^2, \quad t \mapsto (t - \sin t, 1 - \cos t).
\]

Consequently, \( \gamma'(t) = (1 - \cos t, \sin t) \) holds and thus

\[
\|\gamma'(t)\|^2 = (1 - \cos t)^2 + (\sin t)^2
= 1 - 2 \cos t + (\cos t)^2 + (\sin t)^2
= 2 - 2 \cos t
= 2 - 2 \cos \left( \frac{t}{2} + \frac{t}{2} \right)
= 2 - 2 \cos \left( \frac{t}{2} \right)^2 + 2 \sin \left( \frac{t}{2} \right)^2
= 2 \left( \sin \left( \frac{t}{2} \right)^2 + \sin \left( \frac{t}{2} \right)^2 \right)
= 4 \sin \left( \frac{t}{2} \right)^2
\]

for \( t \in [0, 2\pi] \). Therefore, \( \gamma \) has the length

\[
\int_0^{2\pi} 2 \left| \sin \left( \frac{t}{2} \right) \right| \, dt = 4 \int_0^{\pi} \sin u \, du = 8.
\]

Figure 6.6: Cycloid
3. The first example is a very natural, but not the only way to describe a circle. Here is another one:

\[ \gamma : [0, \sqrt{2\pi}] \to \mathbb{R}^2, \quad t \mapsto (r \cos(t^2), r \sin(t^2)). \]

Then \[ \gamma'(t) = (-2rt \sin(t^2), 2rt \cos(t^2)), \]
so that \[ \|\gamma'(t)\| = \sqrt{4r^2t^2(\sin(t^2)^2 + \cos(t^2)^2)} = 2rt \]
holds for \( t \in [0, \sqrt{2\pi}] \). Hence, we obtain as length:

\[ \int_0^{\sqrt{2\pi}} \|\gamma'(t)\| \, dt = \int_0^{\sqrt{2\pi}} 2rt \, dt = 2r \frac{t^2}{2} \bigg|_{t=0}^{t=\sqrt{2\pi}} = 2\pi r, \]

which is the same as in the first example.

**Theorem 6.2.5.** Let \( \gamma : [a, b] \to \mathbb{R}^N \) be a \( C^1 \)-curve, and let \( \phi : [\alpha, \beta] \to [a, b] \) be a bijective \( C^1 \)-function. Then \( \gamma \circ \phi \) is a \( C^1 \)-curve with the same length as \( \gamma \).

**Proof.** First, consider the case where \( \phi \) is increasing, i.e., \( \phi' \geq 0 \). It follows that

\[ \int_{\alpha}^{\beta} \| (\gamma \circ \phi)'(t) \| \, dt = \int_{\alpha}^{\beta} \| (\gamma' \circ \phi)(t) \phi'(t) \| \, dt \]
\[ = \int_{\alpha}^{\beta} \| (\gamma' \circ \phi)(t) \| \phi'(t) \, dt \]
\[ = \int_{\phi(\alpha)=a}^{\phi(\beta)=b} \| \gamma'(s) \| \, ds. \]

Suppose now that \( \phi \) is decreasing, meaning that \( \phi' \leq 0 \). We obtain

\[ \int_{\alpha}^{\beta} \| (\gamma \circ \phi)'(t) \| \, dt = \int_{\alpha}^{\beta} \| (\gamma' \circ \phi)(t) \phi'(t) \| \, dt \]
\[ = -\int_{\alpha}^{\beta} \| (\gamma' \circ \phi)(t) \| \phi'(t) \, dt \]
\[ = -\int_{\phi(\alpha)=b}^{\phi(\beta)=a} \| \gamma'(s) \| \, ds \]
\[ = \int_{a}^{b} \| \gamma'(s) \| \, ds. \]

This completes the proof. \( \square \)

The theorem and its proof extend easily to piecewise \( C^1 \)-curves.
Next, we turn to defining (and computing) the angle between two curves:
Definition 6.2.6. Let $\gamma: [a, b] \to \mathbb{R}^N$ be a $C^1$-curve. The vector $\gamma'(t)$ is called the tangent vector to $\gamma$ at $t$. If $\gamma'(t) \neq 0$, $\gamma$ is called regular at $t$ and singular at $t$ otherwise. If $\gamma'(t) \neq 0$ for all $t \in [a, b]$, we simply call $\gamma$ regular.

Definition 6.2.7. Let $\gamma_1: [a_1, b_1] \to \mathbb{R}^N$ and $\gamma_2: [a_2, b_2] \to \mathbb{R}^N$ be two $C^1$-curves, and let $t_1 \in [a_1, b_1]$ and $t_2 \in [a_2, b_2]$ be such that:

(a) $\gamma_1$ is regular at $t_1$;
(b) $\gamma_2$ is regular at $t_2$;
(c) $\gamma_1(t_1) = \gamma_2(t_2)$.

Then the angle between $\gamma_1$ and $\gamma_2$ at $\gamma_1(t_1) = \gamma_2(t_2)$ is the unique $\theta \in [0, \pi]$ such that

\[
\cos \theta = \frac{\gamma_1'(t_1) \cdot \gamma_2'(t_2)}{\|\gamma_1'(t_1)\| \|\gamma_2'(t_2)\|}.
\]

Loosely speaking, the angle between two curves is the angle between the corresponding tangent vectors:

![Figure 6.7: Angle between two curves](image)

**Example.** Let $\gamma_1: [0, 2\pi] \to \mathbb{R}^2$, $t \mapsto (\cos t, \sin t)$ and $\gamma_2: [-1, 2] \to \mathbb{R}^2$, $t \mapsto (t, 1 - t)$. 
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We wish to find the angle between $\gamma_1$ and $\gamma_2$ at all points where the two curves intersect. Since $\|\gamma_2(t)\|^2 = 2t^2 - 2t + 1 = (2t - 2)t + 1$ for all $t \in [-1, 2]$, it follows that $\|\gamma_2(t)\| > 1$ for all $t \in [-1, 2]$ with $t > 1$ or $t < 0$ and $\|\gamma_2(t)\| < 1$ for all $t \in (0, 1)$, whereas $\gamma_2(0) = (0, 1)$ and $\gamma_2(1) = (1, 0)$ both have norm one and thus lie on $\{\gamma_1\}$. Consequently, we have

$$\{\gamma_1\} \cap \{\gamma_2\} = \{(0, 1) = \gamma_2(0) = \gamma_1\left(\frac{\pi}{2}\right), (1, 0) = \gamma_2(1) = \gamma_1(0)\}.$$ 

Let $\theta$ and $\sigma$ denote the angle between $\gamma_1$ and $\gamma_2$ at $(0, 1)$ and $(1, 0)$, respectively. Since $\gamma_1'(t) = (-\sin t, \cos t)$ and $\gamma_2'(t) = (1, -1)$ for all $t$ in the respective parameter intervals, we conclude that

$$\cos \theta = \frac{\gamma_1\left(\frac{\pi}{2}\right) \cdot \gamma_2(0)}{\|\gamma_1\left(\frac{\pi}{2}\right)\| \|\gamma_2(0)\|} = \frac{(-1, 0) \cdot (1, -1)}{\sqrt{2}} = -\frac{1}{\sqrt{2}}$$

and

$$\cos \sigma = \frac{\gamma_1(0) \cdot \gamma_2'(1)}{\|\gamma_1(0)\| \|\gamma_2'(1)\|} = \frac{(0, 1) \cdot (1, -1)}{\sqrt{2}} = -\frac{1}{\sqrt{2}},$$

so that $\theta = \sigma = \frac{3\pi}{4}$.

![Figure 6.8: Angles between a circle and a line](image-url)
How is the angle between two curves affected if we choose a different parametrization? To answer this question, we introduce another definition:

**Definition 6.2.8.** A bijective map \( \phi : [a, b] \to [\alpha, \beta] \) is called a \( C^1 \)-parameter transformation if both \( \phi \) and \( \phi^{-1} \) are continuously differentiable. If \( \phi \) is increasing, we call it orientation preserving; if \( \phi \) is decreasing, we call it orientation reversing.

**Definition 6.2.9.** Two curves \( \gamma_1 : [a_1, b_1] \to \mathbb{R}^N \) and \( \gamma_2 : [a_2, b_2] \to \mathbb{R}^N \) are called equivalent if there is a \( C^1 \)-parameter transformation \( \phi : [a_1, b_1] \to [a_2, b_2] \) such that \( \gamma_2 = \gamma_1 \circ \phi \).

By Theorem 6.2.5, equivalent \( C^1 \)-curves have the same length.

**Proposition 6.2.10.** Let \( \gamma_1 : [a_1, b_1] \to \mathbb{R}^N \) and \( \gamma_2 : [a_2, b_2] \to \mathbb{R}^N \) be two regular \( C^1 \)-curves, and let \( \theta \) be the angle between \( \gamma_1 \) and \( \gamma_2 \) at \( x \in \mathbb{R}^N \). Moreover, let \( \phi_1 : [\alpha_1, \beta_1] \to [a_1, b_1] \) and \( \phi_2 : [\alpha_2, \beta_2] \to [a_2, b_2] \) be two \( C^1 \)-parameter transformations. Then \( \gamma_1 \circ \phi_1 \) and \( \gamma_2 \circ \phi_2 \) are regular \( C^1 \)-curves, and the angle between \( \gamma_1 \circ \phi_1 \) and \( \gamma_2 \circ \phi_2 \) at \( x \) is:

(i) \( \theta \) if \( \phi_1 \) and \( \phi_2 \) are both orientation preserving or both orientation reversing;

(ii) \( \pi - \theta \) if of \( \phi_1 \) and \( \phi_2 \) is orientation preserving and the other one is orientation reversing.

**Proof.** It is easy to see—from the chain rule—that \( \gamma_1 \circ \phi_1 \) and \( \gamma_2 \circ \phi_2 \) are regular. We only prove (ii).

For \( j = 1, 2 \), let \( t_j \in [\alpha_j, \beta_j] \) be such that \( \gamma_1(\phi_1(t_1)) = \gamma_2(\phi_2(t_2)) = x \). Suppose that \( \phi_1 \) preserves orientation and that \( \phi_2 \) reverses it. We obtain

\[
\frac{(\gamma_1 \circ \phi_1)'(t_1) \cdot (\gamma_2 \circ \phi_2)'(t_2)}{\| (\gamma_1 \circ \phi_1)'(t_1) \| \cdot \| (\gamma_2 \circ \phi_2)'(t_2) \|} = \frac{\gamma_1'(\phi_1(t_1))\phi_1'(t_1) \cdot \gamma_2'(\phi_2(t_2))\phi_2'(t_2)}{\| \gamma_1'(\phi_1(t_1))\phi_1'(t_1) \| \cdot \| \gamma_2'(\phi_2(t_2))\phi_2'(t_2) \|}

= \frac{\phi_1'(t_1)\phi_2'(t_2) - \gamma_1'(\phi_1(t_1))}{\| \gamma_1'(\phi_1(t_1)) \| \cdot \| \gamma_2'(\phi_2(t_2)) \|}

= -\cos \theta

= \cos(\pi - \theta),

which proves the claim. \( \square \)

**Exercises**

1. Let \( r > 0 \), and let \( c \neq 0 \). Determine the length of the helix

\[
\gamma : [a, b] \to \mathbb{R}^3, \quad t \mapsto (r \cos t, r \sin t, ct).
\]
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2. (a) Let $\gamma_1 : [a, b] \to \mathbb{R}^N$ and $\gamma_2 : [b, c] \to \mathbb{R}^N$ be two curves such that $\gamma_1(b) = \gamma_2(b)$. The concatenation of $\gamma_1$ and $\gamma_2$ is the curve

$$\gamma_1 \oplus \gamma_2 : [a, c] \to \mathbb{R}^N, \quad t \mapsto \begin{cases} 
\gamma_1(t), & \text{if } t \in [a, b], \\
\gamma_2(t), & \text{if } t \in [b, c].
\end{cases}$$

Show that $\gamma_1 \oplus \gamma_2$ is rectifiable provided that $\gamma_1$ and $\gamma_2$ are and that

$$\text{length of } \gamma_1 \oplus \gamma_2 = \text{length of } \gamma_1 + \text{length of } \gamma_2.$$

(b) A curve $\gamma : [a, b] \to \mathbb{R}^N$ is called piecewise continuously differentiable—or short: pieceweise $C^1$—if there is a partition $a = t_0 < \cdots < t_n = b$ such that $\gamma_j := \gamma|_{[t_{j-1}, t_j]}$ is continuously differentiable for $j = 1, \ldots, n$. Show that $\gamma$ is rectifiable and that

$$\text{length of } \gamma = \sum_{j=1}^{n} \int_{t_{j-1}}^{t_j} \|\gamma_j'(t)\| \, dt.$$

3. Parametrization with respect to arclength. Let $\gamma : [a, b] \to \mathbb{R}^N$ be a regular $C^1$-curve with length $L$. Show that

$$\tau : [a, b] \to [0, L], \quad t \mapsto \int_a^t \|\gamma'(s)\| \, ds$$

is a $C^1$-parameter transformation. Conclude that there is a $C^1$-curve $\tilde{\gamma} : [0, L] \to \mathbb{R}^N$ such that $\gamma = \tilde{\gamma} \circ \tau$.

4. Let $\gamma : \mathbb{R} \to \mathbb{R}^2, \quad t \mapsto (t^2 - 1, t^3 - t)$.

(a) Sketch $\gamma|_{[-2, 2]}$.

(b) Determine all $s \neq t$ such that $\gamma(s) = \gamma(t)$.

(c) Calculate the angle between $\gamma$ and itself at all points $\gamma(s) = \gamma(t)$ with $s \neq t$.

5. Show that $\gamma : [0, 1] \to \mathbb{R}^2, \quad t \mapsto \begin{cases} 
(1, t \cos \left(\frac{\pi}{4}\right)), & t \in (0, 1], \\
(1, 0), & t = 0,
\end{cases}$

defines a curve that fails to be rectifiable. (Hint: Consider partitions $0 < \frac{1}{2n} < \frac{1}{2n-1} < \cdots < \frac{1}{3} < \frac{1}{2} < 1$.)

6. Show that the following are equivalent for an open set $U \subset \mathbb{R}^N$:

(i) $U$ is connected;

(ii) $U$ is path connected;
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(iii) any two points in $U$ can be joined by a polygonal path in $U$, i.e., for any $x_1, x_2 \in U$, there are $a < b$ and a polygonal path $\gamma : [a, b] \to U$ such that $\gamma(a) = x_1$ and $\gamma(b) = x_2$.

*(Hint: For (i) $\implies$ (iii), fix $x_1 \in U$ and consider the set of those $x \in U$ such that $x_1$ and $x$ can be joined by a polygonal path in $U$.)*

### 6.3 Curve Integrals

Let $v : \mathbb{R}^3 \to \mathbb{R}^3$ be a force field, i.e., at each point $x \in \mathbb{R}^3$, the force $v(x)$ is exerted. This force field moves a particle along a curve $\gamma : [a, b] \to \mathbb{R}^3$. We would like to know the work done in the process.

If $\gamma$ is just a line segment and $v$ is constant, this is easy:

$$\text{work} = v \cdot (\gamma(b) - \gamma(a)).$$

For general $\gamma$ and $v$, choose points $\gamma(t_j)$ and $\gamma(t_{j-1})$ on $\gamma$ so close that $\gamma$ is “almost” a line segment and that $v$ is “almost” constant between those points. The work done by $v$ to move the particle from $\gamma(t_{j-1})$ to $\gamma(t_j)$ is then approximately $v(\eta_j) \cdot (\gamma(t_j) - \gamma(t_{j-1}))$, for any $\eta_j$ on $\gamma$ “between” $\gamma(t_{j-1})$ and $\gamma(t_j)$. For the total amount of work, we thus obtain

$$\text{work} \approx \sum_{j=1}^{n} v(\eta_j) \cdot (\gamma(t_j) - \gamma(t_{j-1})).$$

The finer we choose the partition $a = t_0 < t_1 < \cdots < t_n = b$, the better this approximation of the work done should become.

These considerations, motivate the following definition:

**Definition 6.3.1.** Let $\gamma : [a, b] \to \mathbb{R}^N$ be a curve, and let $f : \{\gamma\} \to \mathbb{R}^N$ be a function. Then $f$ is said to be integrable along $\gamma$, if there is $I \in \mathbb{R}$ such that, for each $\epsilon > 0$, there is $\delta > 0$ such that, for each partition $a = t_0 < t_1 < \cdots < t_n = b$ with $\max_{j=1,\ldots,n}(t_j - t_{j-1}) < \delta$, we have

$$\left| I - \sum_{j=1}^{n} f(\gamma(\xi_j)) \cdot (\gamma(t_j) - \gamma(t_{j-1})) \right| < \epsilon$$

for each choice $\xi_j \in [t_{j-1}, t_j]$ for $j = 1, \ldots, n$. The number $I$ is called the (curve) integral of $f$ along $\gamma$ and denoted by

$$\int_{\gamma} f \cdot dx \quad \text{or} \quad \int_{\gamma} f_1 dx_1 + \cdots + f_N dx_N.$$

**Theorem 6.3.2.** Let $\gamma : [a, b] \to \mathbb{R}^N$ be a rectifiable curve, and let $f : \{\gamma\} \to \mathbb{R}^N$ be continuous. Then $\int_{\gamma} f \cdot dx$ exists.
We will not prove this theorem.

**Proposition 6.3.3.** The following properties of curve integrals hold:

(i) Let $\gamma : [a, b] \to \mathbb{R}^N$ and $f, g : \{\gamma\} \to \mathbb{R}^N$ be such that $\int_\gamma f \cdot dx$ and $\int_\gamma g \cdot dx$ both exist, and let $\alpha, \beta \in \mathbb{R}$. Then $\int_\gamma (\alpha f + \beta g) \cdot dx$ exists such that

$$
\int_\gamma (\alpha f + \beta g) \cdot dx = \alpha \int_\gamma f \cdot dx + \beta \int_\gamma g \cdot dx.
$$

(ii) Let $\gamma_1 : [a, b] \to \mathbb{R}^N$, $\gamma_2 : [b, c] \to \mathbb{R}^N$ and $f : \{\gamma_1\} \cup \{\gamma_2\} \to \mathbb{R}^N$ be such that $\gamma_1(b) = \gamma_2(b)$ and that $\int_{\gamma_1} f \cdot dx$ and $\int_{\gamma_2} f \cdot dx$ both exist. Then $\int_{\gamma_1 \oplus \gamma_2} f \cdot dx$ exists such that

$$
\int_{\gamma_1 \oplus \gamma_2} f \cdot dx = \int_{\gamma_1} f \cdot dx + \int_{\gamma_2} f \cdot dx.
$$

(iii) Let $\gamma : [a, b] \to \mathbb{R}^N$ be rectifiable, and let $f : \{\gamma\} \to \mathbb{R}^N$ be bounded such that $\int_\gamma f \cdot dx$ exists. Then

$$
\left| \int_\gamma f \cdot dx \right| \leq \sup\{\|f(\gamma(t))\| : t \in [a, b]\} \cdot \text{length of } \gamma
$$

holds.

**Proof.** (Only of (iii)).

Let $\varepsilon > 0$, and choose are partition $a = t_0 < t_1 < \cdots < t_n = b$ such that

$$
\left| \int_\gamma f \cdot dx - \sum_{j=1}^{n} f(\gamma(t_j)) \cdot (\gamma(t_j) - \gamma(t_{j-1})) \right| < \varepsilon.
$$

It follows that

$$
\left| \int_\gamma f \cdot dx \right| \leq \sum_{j=1}^{n} \left| f(\gamma(t_j)) \cdot (\gamma(t_j) - \gamma(t_{j-1})) \right| + \varepsilon
$$

$$
\leq \sum_{j=1}^{n} \|f(\gamma(t_j))\| \|\gamma(t_j) - \gamma(t_{j-1})\| + \varepsilon
$$

$$
\leq \sup\{\|f(\gamma(t))\| : t \in [a, b]\} \cdot \sum_{j=1}^{n} \|\gamma(t_j) - \gamma(t_{j-1})\| + \varepsilon
$$

$$
\leq \sup\{\|f(\gamma(t))\| : t \in [a, b]\} \cdot \text{length of } \gamma + \varepsilon.
$$

Since $\varepsilon > 0$ was arbitrary, this yields (iii).

**Theorem 6.3.4.** Let $\gamma : [a, b] \to \mathbb{R}^N$ be a $C^1$-curve, and let $f : \{\gamma\} \to \mathbb{R}^N$ be continuous. Then

$$
\int_\gamma f \cdot dx = \int_a^b f(\gamma(t)) \cdot \gamma'(t) \, dt
$$

holds.
Proof. Let $\epsilon > 0$, and choose $\delta_1 > 0$ such that, for each partition $a = t_0 < t_1 < \cdots < t_n = b$ with $\max_{j=1,\ldots,n}(t_j - t_{j-1}) < \delta_1$ and for any choice $\xi_j \in [t_{j-1}, t_j]$ for $j = 1, \ldots, n$, we have

$$\left| \int_a^b f(\gamma(t)) \cdot \gamma'(t) \, dt - \sum_{j=1}^n f(\gamma(\xi_j)) \cdot \gamma'(\xi_j)(t_j - t_{j-1}) \right| < \frac{\epsilon}{2}.$$ 

Let $C > 0$ be such that $C \geq \sup \{ \|f(\gamma(t))\| : t \in [a, b] \}$, and choose $\delta_2 > 0$ such that

$$\left\| \frac{\gamma(t) - \gamma(s)}{t-s} - \gamma'(t) \right\| < \frac{\epsilon}{4C(b-a)}$$

for $s, t \in [a, b]$ with $0 < |s - t| < \delta_2$. Since $\gamma'$ is uniformly continuous, we may choose $\delta_2$ so small that

$$\|\gamma'(t) - \gamma'(s)\| < \frac{\epsilon}{4C(b-a)}$$

for $s, t \in [a, b]$ with $|s - t| < \delta_2$. Consequently, we obtain for $s, t \in [a, b]$ with $0 < t - s < \delta_2$ and for $\xi \in [s, t]$ that

$$\left\| \frac{\gamma(t) - \gamma(s)}{t-s} - \gamma'(\xi) \right\| \leq \left\| \frac{\gamma(t) - \gamma(s)}{t-s} - \gamma'(t) \right\| + \|\gamma'(t) - \gamma'(\xi)\|$$

$$< \frac{\epsilon}{4C(b-a)} + \frac{\epsilon}{4C(b-a)}$$

$$= \frac{\epsilon}{2C(b-a)} \quad (6.14)$$

Let $\delta := \min\{\delta_1, \delta_2\}$, and choose a partition $a = t_0 < t_1 < \cdots < t_n = b$ with $\max_{j=1,\ldots,n}(t_j - t_{j-1}) < \delta$. From (6.14), we obtain:

$$\| (\gamma(t_j) - \gamma(t_{j-1})) - \gamma'(\xi_j)(t_j - t_{j-1}) \| < \frac{\epsilon}{2C} \frac{t_j - t_{j-1}}{b-a} \quad (6.15)$$
for any choice of $\xi_j \in [t_{j-1}, t_j]$ for $j = 1, \ldots, n$. Moreover, we have

$$\left| \int_a^b f(\gamma(t)) \cdot \gamma'(t) \, dt - \sum_{j=1}^n f(\gamma(\xi_j)) \cdot (\gamma(t_j) - \gamma(t_{j-1})) \right|$$

$$\leq \left| \int_a^b f(\gamma(t)) \cdot \gamma'(t) \, dt - \sum_{j=1}^n f(\gamma(\xi_j)) \cdot \gamma'(\xi_j)(t_j - t_{j-1}) \right|$$

$$+ \left| \sum_{j=1}^n f(\gamma(\xi_j)) \cdot \gamma'(\xi_j)(t_j - t_{j-1}) - \sum_{j=1}^n f(\gamma(\xi_j)) \cdot (\gamma(t_j) - \gamma(t_{j-1})) \right|$$

$$< \frac{\epsilon}{2} + \sum_{j=1}^n |f(\gamma(\xi_j)) \cdot (\gamma'(\xi_j)(t_j - t_{j-1}) - (\gamma(t_j) - \gamma(t_{j-1})))|$$

$$\leq \frac{\epsilon}{2} + \sum_{j=1}^n \|f(\gamma(\xi_j))\| \|\gamma'(\xi_j)(t_j - t_{j-1}) - (\gamma(t_j) - \gamma(t_{j-1}))\|$$

$$< \frac{\epsilon}{2} + \sum_{j=1}^n C \frac{\epsilon \cdot t_j - t_{j-1}}{2C} \frac{b-a}{b-a}, \quad \text{by (6.15)},$$

$$= \frac{\epsilon}{2} + \frac{\epsilon}{2}$$

$$= \epsilon.$$

By the definition of a curve integral, this yields the claim. \qed

Of course, this theorem has an obvious extension to piecewise $C^1$-curves.

**Example.** Let

$$\gamma : [0, 4\pi] \to \mathbb{R}^3, \quad t \mapsto (\cos t, \sin t, t),$$

and let

$$f : \mathbb{R}^3 \to \mathbb{R}^3, \quad (x, y, z) \mapsto (1, \cos z, xy).$$

It follows that

$$\int_{\gamma} f \cdot d(x, y, z) = \int_{\gamma} 1 \, dx + \cos z \, dy + xy \, dz$$

$$= \int_0^{4\pi} (1, \cos t, \cos t \sin t) \cdot (-\sin t, \cos t, 1) \, dt$$

$$= \int_0^{4\pi} (-\sin t + (\cos t)^2 + (\cos t)(\sin t)) \, dt$$

$$= \int_0^{4\pi} (\cos t)^2 \, dt$$

$$= 2\pi.$$
Proposition 6.3.5. Let $\gamma : [a, b] \to \mathbb{R}^N$ be a piecewise $C^1$-curve, let $f : \{\gamma\} \to \mathbb{R}^N$ be continuous, and let $\phi : [\alpha, \beta] \to [a, b]$ be a $C^1$-parameter transformation. Then, if $\phi$ is orientation preserving,

$$\int_{\gamma \circ \phi} f \cdot dx = \int_{\gamma} f \cdot dx$$

holds, and

$$\int_{\gamma \circ \phi} f \cdot dx = -\int_{\gamma} f \cdot dx$$

holds if $\phi$ is orientation reversing.

Proof. Without loss of generality, suppose that $\gamma$ is a $C^1$-curve.

We only prove the assertion for orientation reversing $\phi$.

Simply note that

$$\int_{\gamma \circ \phi} f \cdot dx = \int_{\alpha}^{\beta} f(\gamma(\phi(t))) \cdot (\gamma \circ \phi)'(t) \, dt$$

$$= \int_{\alpha}^{\beta} f(\gamma(\phi(t))) \cdot \gamma(\phi(t))' \, dt$$

$$= \int_{a}^{b} f(\gamma(s)) \cdot \gamma'(s) \, ds$$

$$= -\int_{a}^{b} f(\gamma(s)) \cdot \gamma'(s) \, ds$$

$$= -\int_{\gamma} f \cdot dx.$$

This proves the claim. \qed

We introduce new terminology:

Definition 6.3.6. Let $\emptyset \neq U \subset \mathbb{R}^N$ be open. We call a vector field $f : U \to \mathbb{R}^N$ conservative with potential function $F : U \to \mathbb{R}$ if $F$ is partially differentiable such that $f = \nabla F$.

We previously encountered conservative vector fields under the name gradient fields.

Theorem 6.3.7 (Fundamental Theorem for Curve Integrals). Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, let $f : U \to \mathbb{R}^N$ be a continuous, conservative vector field with potential function $F : U \to \mathbb{R}$, and let $\gamma : [a, b] \to U$ be a piecewise $C^1$-curve. Then

$$\int_{\gamma} f \cdot dx = F(\gamma(b)) - F(\gamma(a))$$

holds.
Proof. Choose $a = t_0 < t_1 < \cdots < t_n = b$ such that $\gamma|_{[t_{j-1},t_j]}$ is continuously differentiable for $j = 1, \ldots, n$. We then obtain
\[
\int_{\gamma} f \cdot dx = \int_{\gamma} \nabla F \cdot dx
= \sum_{j=1}^{n} \int_{t_{j-1}}^{t_j} \sum_{k=1}^{N} \frac{\partial F}{\partial x_k} (\gamma(t)) \gamma'_k(t) \, dt
= \sum_{j=1}^{n} \int_{t_{j-1}}^{t_j} \frac{d}{dt} F(\gamma(t)) \, dt
= \sum_{j=1}^{n} (F(\gamma(t_j)) - F(\gamma(t_{j-1})))
= F(\gamma(b)) - F(\gamma(a)),
\]
as claimed. \hfill \Box

Remark. The adjective “conservative” for gradient fields derives itself from the Law of Conservation of Energy. Suppose that $N = 3$ and that $f$ moves a particle of mass $m$ along a curve $\gamma: [a,b] \to \mathbb{R}^3$. We suppose that $\gamma$ is twice continuously differentiable. Then Newton’s Second Law of Motion yields that
\[
f(\gamma(t)) = m \gamma''(t)
\]
for $t \in [a,b]$. Consequently, the work carried out is computed as
\[
\text{work} = \int_{\gamma} f \cdot dx
= \int_{a}^{b} f(\gamma(t)) \cdot \gamma'(t) \, dt
= m \int_{a}^{b} \gamma''(t) \cdot \gamma'(t) \, dt
= \frac{m}{2} \int_{a}^{b} \frac{d}{dt} \|\gamma'(t)\|^2 \, dt
= \frac{m}{2} (\|\gamma'(b)\|^2 - \|\gamma'(a)\|^2).
\]
For $t \in [a,b]$, the kinetic energy at $\gamma(t)$ is
\[
K(\gamma(t)) = \frac{m}{2} \|\gamma'(t)\|^2,
\]
so that
\[
\text{work} = K(\gamma(b)) - K(\gamma(a)).
\]
Suppose now that $f$ is conservative with potential function $F$. Then the potential energy at $(x, y, z)$ is $P(x, y, z) = -F(x, y, z)$, so that

$$\text{work} = \int_\gamma f \cdot dx = F(\gamma(b)) - F(\gamma(a)) = P(\gamma(a)) - P(\gamma(b)).$$

by Theorem 6.3.7. All in all, we obtain

$$P(\gamma(a)) + K(\gamma(a)) = P(\gamma(b)) + K(\gamma(b)),$$

i.e., the Law of Conservation of Energy.

**Example.** Let $f : \mathbb{R}^3 \to \mathbb{R}^3$, $(x, y, z) \mapsto (2xz, -1, x^2)$, and let $\gamma : [a, b] \to \mathbb{R}^3$ be any piecewise $C^1$-curve with $\gamma(a) = (-4, 6, 1)$ and $\gamma(b) = (3, 0, 1)$. Since $f$ is the gradient of

$$F : \mathbb{R}^3 \to \mathbb{R}, \quad (x, y, z) \mapsto x^2z - y,$$

Theorem 6.3.7 yields that

$$\int_\gamma f \cdot dx = F(3, 0, 1) - F(-4, 6, 1) = 10 - 9 = 1.$$

Theorem 6.3.7 greatly simplifies the calculation of curve integrals of conservative vector fields. Not every vector field, however, is conservative as we shall see very soon.

To make formulations easier, we define:

**Definition 6.3.8.** A curve $\gamma : [a, b] \to \mathbb{R}^N$ is called closed if $\gamma(a) = \gamma(b)$.

**Corollary 6.3.9.** Let $\emptyset \neq U \subset \mathbb{R}^N$ be open, and let $f : U \to \mathbb{R}^N$ be a continuous, conservative vector field. Then $\int_\gamma f \cdot dx = 0$ holds for every closed, piecewise $C^1$-curve $\gamma$ in $U$.

**Example.** Let $P, Q : \mathbb{R}^2 \setminus \{(0, 0)\} \to \mathbb{R}$ be given by

$$P(x, y) = -\frac{y}{x^2 + y^2} \quad \text{and} \quad Q(x, y) = \frac{x}{x^2 + y^2}$$

for $(x, y) \in \mathbb{R}^2 \setminus \{(0, 0)\}$. Consider the counterclockwise oriented unit circle

$$\gamma : [0, 2\pi] \to \mathbb{R}^2, \quad t \mapsto (\cos t, \sin t);$$

in particular, $\gamma$ is a closed $C^1$-curve. A direct evaluation yields

$$\int_\gamma P \, dx + Q \, dy = \int_0^{2\pi} (P(\gamma(t)), Q(\gamma(t))) \cdot \gamma'(t) \, dt$$

$$= \int_0^{2\pi} (\cos t, \sin t) \cdot (\cos t, \sin t) \, dt$$

$$= \int_0^{2\pi} \sin^2 t + \cos^2 t \, dt$$

$$= 2\pi,$$
so that \((P,Q)\) cannot be conservative.

Under certain circumstances, a converse of Corollary 6.3.9 is true:

**Theorem 6.3.10.** Let \(\emptyset \neq U \subset \mathbb{R}^N\) be open and convex, and let \(f : U \to \mathbb{R}^N\) be continuous. Then the following are equivalent:

(i) \(f\) is conservative;

(ii) \(\int_\gamma f \cdot dx = 0\) for each closed, piecewise \(C^1\)-curve \(\gamma\) in \(U\).

**Proof.** (i) \(\Rightarrow\) (ii) is Corollary 6.3.9.

(ii) \(\Rightarrow\) (i): For any \(x,y \in U\), define \([x,y] := \{x + t(y - x) : t \in [0,1]\}\).

Since \(U\) is convex, we have \([x,y] \subset U\). Clearly, \([x,y]\) can be parametrized as a \(C^1\)-curve:

\([0,1] \to \mathbb{R}^N, \ t \mapsto x + t(y - x)\).

Fix \(x_0 \in U\), and define

\[F : U \to \mathbb{R}, \ x \mapsto \int_{[x_0,x]} f \cdot dx.\]

Let \(x \in U\), and let \(\epsilon > 0\) be such that \(B_\epsilon(x) \subset U\). Let \(h \neq 0\) be such that \(\|h\| < \epsilon\).

We obtain

\[
F(x + h) - F(x) = \int_{[x_0,x+h]} f \cdot dx - \int_{[x_0,x]} f \cdot dx \\
= \int_{[x_0,x+h]} f \cdot dx - \int_{[x,x+h]} f \cdot dx + \int_{[x,x+h]} f \cdot dx - \int_{[x_0,x]} f \cdot dx \\
= \int_{[x_0,x+h]} f \cdot dx + \int_{[x,x+h]} f \cdot dx + \int_{[x_0,x]} f \cdot dx + \int_{[x_0,x+h]} f \cdot dx \\
= \int_{[x_0,x+h] \oplus [x+h,x] \oplus [x,x_0]} f \cdot dx + \int_{[x,x+h]} f \cdot dx \\
= \int_{[x,x+h]} f \cdot dx.
\]
Figure 6.9: Integration curves in the proof of Theorem 6.3.10

It follows that
\[
\frac{1}{\|h\|} \left| F(x+h) - F(x) - f(x) \cdot h \right| = \frac{1}{\|h\|} \left| \int_{[x,x+h]} f \cdot dx - \int_{[x,x+h]} f(x) \cdot dx \right|
\]
\[
= \frac{1}{\|h\|} \left| \int_{[x,x+h]} (f - f(x)) \cdot dx \right| \leq \sup \{\|f(y) - f(x)\| : y \in [x, x+h]\}. \quad (6.16)
\]

Since \( f \) is continuous at \( x \), the right hand side of (6.16) tends to zero as \( h \to 0 \).

This theorem remains true for general open, connected sets: the given proof can be adapted to this more general situation (see Exercise 3 below).

Even though Theorem 6.3.10 is important, it is of little use to determine whether or not a given vector field is conservative. The next proposition gives a necessary condition:

**Proposition 6.3.11.** Let \( \emptyset \neq U \subset \mathbb{R}^N \) be open, and let \( f = (f_1, \ldots, f_N) : U \to \mathbb{R}^N \) be a conservative \( C^1 \)-vector field. Then
\[
\frac{\partial f_j}{\partial x_k} = \frac{\partial f_k}{\partial x_j} \quad (6.17)
\]
holds on \( U \) for \( j, k = 1, \ldots, N \).

**Remark.** If \( N = 3 \), then (6.17) amounts to \( \text{curl} f = 0 \).

**Proof.** Let \( F : U \to \mathbb{R} \) be a potential function for \( f \). As \( f \) is a \( C^1 \)-vector field, it follows that \( F \) is twice continuously partially differentiable. Hence, we obtain from Clairaut’s Theorem that
\[
\frac{\partial f_j}{\partial x_k} \frac{\partial f_k}{\partial x_j} = \frac{\partial^2 F}{\partial x_k \partial x_j} = \frac{\partial^2 F}{\partial x_j \partial x_k} = \frac{\partial f_k}{\partial x_j}
\]
on \( U \) for \( j, k = 1, \ldots, N \). \qed
Alas, (6.17) need not be sufficient for a vector field to be conservative:

**Example.** Let \( P, Q : \mathbb{R}^2 \setminus \{(0,0)\} \to \mathbb{R} \) be given by

\[
P(x, y) = -\frac{y}{x^2 + y^2} \quad \text{and} \quad Q(x, y) = \frac{x}{x^2 + y^2}
\]

for \((x, y) \in \mathbb{R}^2 \setminus \{(0,0)\}\). Then the rules of differentiation yield

\[
\frac{\partial P}{\partial y} = -\frac{1}{x^2 + y^2} + \frac{2y^2}{(x^2 + y^2)^2} = \frac{-x^2 - y^2 + 2y^2}{(x^2 + y^2)^2} = \frac{-x^2 + y^2}{(x^2 + y^2)^2}
\]

and

\[
\frac{\partial Q}{\partial x} = \frac{1}{x^2 + y^2} - \frac{2x^2}{(x^2 + y^2)^2} = \frac{x^2 + y^2 - 2x^2}{(x^2 + y^2)^2} = \frac{-x^2 + y^2}{(x^2 + y^2)^2},
\]

so that the vector field \((P, Q)\) satisfies (6.17). However, as we have previously seen, \((P, Q)\) is not conservative.

Still, for sufficiently “nice” domains, a converse of Proposition 6.3.11 holds. To prove it, we require some preparations.

**Proposition 6.3.12.** Let \( f : [a,b] \times [c,d] \to \mathbb{R} \) be continuous, and define

\[
F : [a,b] \to \mathbb{R}, \quad x \mapsto \int_c^d f(x, y) \, dy.
\]

Then \( F \) is continuous.

**Proof.** Let \( x_0 \in [a,b] \), and let \( \epsilon > 0 \). Choose \( \delta > 0 \) such that

\[
|f(x, y) - f(x', y')| < \frac{\epsilon}{c - c}
\]

for all \((x, y), (x', y') \in [a, b] \times [c, d]\) such that \( \|(x, y) - (x', y')\| < \delta \). (Remember: since \([a, b] \times [c, d]\) is compact, \( f \) is uniformly continuous.) For \( x \in [a, b] \) such that \( |x - x_0| < \delta \), we thus obtain

\[
|F(x) - F(x_0)| = \left| \int_c^d f(x, y) \, dy - \int_c^d f(x_0, y) \, dy \right| \leq \int_c^d |f(x, y) - f(x_0, y)| \, dy \leq \epsilon,
\]

which proves the claim. \( \square \)

**Theorem 6.3.13.** Let \( f : [a,b] \times [c,d] \to \mathbb{R} \) be continuous, and suppose further that \( \frac{\partial f}{\partial x} \) exists and is continuous throughout. Define

\[
F : [a, b] \to \mathbb{R}, \quad x \mapsto \int_c^d f(x, y) \, dy.
\]

Then \( F \) is continuously differentiable such that

\[
F'(x) = \int_c^d \frac{\partial f}{\partial x}(x, y) \, dy
\]

for \( x \in [a, b] \).
Proof. Let $\epsilon > 0$. Choose $\delta > 0$ such that
\[
\left| \frac{\partial f}{\partial x}(x, y) - \frac{\partial f}{\partial x}(x', y') \right| < \frac{\epsilon}{d-c}
\]
for all $(x, y), (x', y') \in [a, b] \times [c, d]$ with $\|(x, y) - (x', y')\| < \delta$. Fix $x_0 \in [a, b]$ and $y \in [c, d]$, and let $h \neq 0$ be such that $x_0 + h \in [a, b]$ and $|h| < \delta$. By the Intermediate Value Theorem, there is $\xi_y$ between $x_0$ and $x_0 + h$ such that
\[
\frac{f(x_0 + h, y) - f(x_0, y)}{h} = \frac{\partial f}{\partial x}(\xi_y, y).
\]
As $\| (x_0, y) - (\xi_y, y) \| < \delta$, we have
\[
\left| \frac{f(x_0 + h, y) - f(x_0, y)}{h} - \frac{\partial f}{\partial x}(x_0, y) \right| = \left| \frac{\partial f}{\partial x}(\xi_y, y) - \frac{\partial f}{\partial x}(x_0, y) \right| < \frac{\epsilon}{d-c}.
\]
Hence, it follows for $0 < |h| < \delta$ such that $x_0 + h \in [a, b]$ that
\[
\left| \frac{F(x_0 + h) - F(x_0)}{h} - \int_c^d \frac{\partial f}{\partial x}(x_0, y) \, dy \right| < \frac{\epsilon}{d-c}.
\]
We conclude that
\[
\lim_{h \to 0 \atop h \neq 0} \frac{F(x_0 + h) - F(x_0)}{h} = \int_c^d \frac{\partial f}{\partial x}(x_0, y) \, dy.
\]
From Proposition 6.3.12, we get that $F'$ is continuous as claimed.

Corollary 6.3.14. Let $\emptyset \neq U$ be open, and let $f: U \times [a, b] \to \mathbb{R}$ be continuous such that $\frac{\partial f}{\partial x_j}$ exists and is continuous throughout for $j = 1, \ldots, N$. Then
\[
F: U \to \mathbb{R}, \quad (x_1, \ldots, x_N) \mapsto \int_a^b f(x_1, \ldots, x_N, y) \, dy
\]
is continuously partially differentiable such that
\[
\frac{\partial F}{\partial x_j}(x) = \int_a^b \frac{\partial f}{\partial x_j}(x, y) \, dy
\]
for $x \in U$ and $j = 1, \ldots, N$.

This allows us to prove a converse to Proposition 6.3.11.

Theorem 6.3.15. Let $\emptyset \neq U$ be open, and let $f: U \to \mathbb{R}^N$ be a $C^1$-vector field. Consider the following statements:
(i) \( f \) is conservative;

(ii) \( f \) satisfies (6.17).

Then (i) \( \implies \) (ii), and (ii) \( \implies \) (i) if there is \( x_0 \in U \) such that \( [x_0, x] \subset U \) for all \( x \in U \).

**Remark.** Sets satisfying the condition for (ii) \( \implies \) (i) to hold are called \textit{star shaped}. Every convex set is trivially star shaped, but it is easy to come up with star shaped sets that are not convex. (Think of a star with \( x_0 \) as its geometric center.)

**Proof.** (i) \( \implies \) (ii) is clear by Proposition 6.3.11.

Suppose that \( f \) satisfies (6.17) and that \( U \) is star shaped. Without loss of generality, suppose that \( x_0 = 0 \). Define

\[
F: U \to \mathbb{R}, \quad x \mapsto \int_{[0,x]} f \cdot dx,
\]

so that

\[
F(x) = \sum_{j=1}^{N} \left( \int_{0}^{1} f_j(tx) \, dt \right) x_j
\]

for \( x \in U \). It follows for \( x \in U \) and \( k = 1, \ldots, N \) that

\[
\frac{\partial F}{\partial x_k}(x) = \sum_{j=1}^{N} \left( \frac{\partial}{\partial x_k} \int_{0}^{1} f_j(tx) \, dt \right) x_j + \sum_{j=1}^{N} \left( \int_{0}^{1} f_j(tx) \, dt \right) \frac{\partial x_j}{\partial x_k}
\]

\[
= \sum_{j=1}^{N} \left( \int_{0}^{1} t \frac{\partial f_j}{\partial x_k}(tx) \, dt \right) x_j + \int_{0}^{1} f_k(tx) \, dt, \quad \text{by Corollary 6.3.14},
\]

\[
= \int_{0}^{1} \left( f_k(tx) + \sum_{j=1}^{N} \int_{0}^{1} t \frac{\partial f_j}{\partial x_k}(tx) \right) dt. \quad (6.18)
\]

Also, note that

\[
\frac{d}{dt} t f_k(tx) = f_k(x) + t \frac{d}{dt} f_k(tx)
\]

\[
= f_k(x) + t \sum_{j=1}^{N} \frac{\partial f_k}{\partial x_j}(tx) x_j
\]

\[
= f_k(x) + \sum_{j=1}^{N} t \frac{\partial f_j}{\partial x_k}(tx) x_j, \quad \text{by (6.17)}, \quad (6.19)
\]

for \( x \in U \) and \( k = 1, \ldots, N \). Note that (6.19) is just the integrand of (6.18), so that

\[
\frac{\partial F}{\partial x_k}(x) = \left. \int_{0}^{1} \frac{d}{dt} t f_k(tx) \, dt = t f_k(tx) \right|_{0}^{1} = f_k(x)
\]

for \( x \in U \) and \( k = 1, \ldots, k \). \( \square \)
Example. Let
\[ f : \mathbb{R}^3 \to \mathbb{R}^3, \quad (x, y, z) \mapsto (ye^{xy}, xe^{xy}, 1). \]
A routine calculation shows that \( \text{curl } f = 0 \), so that \( f \) is conservative. Let \( F : \mathbb{R}^3 \to \mathbb{R} \) be a potential function for \( f \). It follows that
\[ F(x, y, z) = \int 1 \, dz = z + G(x, y). \]
Differentiation with respect to \( x \) and \( y \) yields
\[ \frac{\partial F}{\partial x}(x, y) = \frac{\partial G}{\partial x}(x, y) = ye^{xy} \quad \text{and} \quad \frac{\partial F}{\partial y}(x, y) = \frac{\partial G}{\partial y}(x, y) = xe^{xy}, \]
so that
\[ G(x, y) = \int xe^{xy} \, dy = e^{xy} + H(x). \]
Differentiating with respect to \( x \), we obtain
\[ \frac{\partial G}{\partial x}(x, y) = ye^{xy} + \frac{dH}{dx}(x) \]
so that \( \frac{dH}{dx} \equiv 0 \) and \( H \) is constant. It follows that
\[ F(x, y, z) = e^{xy} + z + C \]
for some constant \( C \).

Exercises
1. Let
\[ f : \mathbb{R}^2 \to \mathbb{R}^2, \quad (x, y) \mapsto (y, y - x) \quad \text{and} \quad g : \mathbb{R}^2 \to \mathbb{R}^2, \quad (x, y) \mapsto (y, x - y). \]
Determine whether \( f \) or \( g \) are conservative. If so, determine a respective potential function.

2. Let \( f = (P, Q, R) : \mathbb{R}^3 \to \mathbb{R}^3 \) be given by
\[ P(x, y, z) = e^{yz}, \quad Q(x, y, z) = xze^{yz}, \quad \text{and} \quad R(x, y, z) = xye^{yz} \]
for \( x, y, z \in \mathbb{R} \), and let
\[ \gamma : [0, 6\pi] \to \mathbb{R}, \quad t \mapsto (\cos t, \sin t, 666t). \]
Evaluate the curve integral
\[ \int_{\gamma} P \, dx + Q \, dy + R \, dz. \]
3. Generalize Theorem 6.3.10 to general connected $U$. For (ii) $\implies$ (i), proceed as follows:

(a) Fix $x_0 \in U$.

(b) By Exercise 6.2.6, there is, for each $x \in U$, a piecewise $C^1$-curve $\gamma_x$ in $U$ with initial point $x_0$ and endpoint $x$. Show that $\int_{\gamma_x} f \cdot dx$ is independent of the choice of $\gamma_x$.

(c) Show that

$$F: U \to \mathbb{R}, \quad x \mapsto \int_{\gamma_x} f \cdot dx$$

is a potential function for $f$.

6.4 Green’s Theorem

Definition 6.4.1. A normal domain in $\mathbb{R}^2$ with respect to the $x$-axis is a set of the form

$$\{(x, y) \in \mathbb{R}^2 : x \in [a, b], \phi_1(x) \leq y \leq \phi_2(x)\},$$

where $a < b$, and $\phi_1, \phi_2 : [a, b] \to \mathbb{R}$ are continuous, piecewise $C^1$-functions such that $\phi_1 \leq \phi_2$.

![Figure 6.10: A normal domain with respect to the x-axis](image-url)
Examples. 1. A rectangle $[a, b] \times [c, b]$ is a normal domain with respect to the $x$-axis: define
\[ \phi_1(x) = c \quad \text{and} \quad \phi_2(x) = d \]
for $x \in [a, b]$.

2. A disc (centered at $(0, 0)$) with radius $r > 0$ is a normal domain with respect to the $x$-axis. Let
\[ \phi_1(x) = -\sqrt{r^2 - x^2} \quad \text{and} \quad \phi_2(x) = \sqrt{r^2 - x^2} \]
for $x \in [-r, r]$.

Let $K \subset \mathbb{R}^2$ be any normal domain with respect to the $x$-axis. Then there is a natural parametrization of $\partial K$:
\[ \partial K = \gamma_1 \oplus \gamma_2 \oplus \gamma_3 \oplus \gamma_4 \]
with
\[
\begin{align*}
\gamma_1(t) &:= (t, \phi_1(t)) \quad \text{for } t \in [a, b], \\
\gamma_2(t) &:= (b, \phi_1(b) + t(\phi_2(b) - \phi_1(b))) \quad \text{for } t \in [0, 1], \\
\gamma_3(t) &:= (a + b - t, \phi_2(a + b - t)) \quad \text{for } t \in [a, b],
\end{align*}
\]
and
\[
\begin{align*}
\gamma_4(t) &:= (a, \phi_2(a) + t(\phi_1(a) - \phi_2(a))) \quad \text{for } t \in [0, 1].
\end{align*}
\]
We then say that $\partial K$ is positively oriented.

**Lemma 6.4.2.** Let $\emptyset \neq U \subset \mathbb{R}^2$ be open, let $K \subset U$ be a normal domain with respect to the $x$-axis, and let $P : U \to \mathbb{R}$ be continuous such that $\frac{\partial P}{\partial y}$ exists and is continuous. Then

$$\int_K \frac{\partial P}{\partial y} = -\int_{\partial K} P \, dx (+0 \, dy)$$

holds.

**Proof.** First note that

$$\int_K \frac{\partial P}{\partial y} = \int_a^b \left( \int_{\phi_1(x)}^{\phi_2(x)} \frac{\partial P}{\partial y}(x,y) \, dy \right) \, dx,$$

by Fubini’s Theorem,

$$= \int_a^b (P(x,\phi_2(x)) - P(x,\phi_1(x))) \, dx,$$

by the Fundamental Theorem of Calculus.

Moreover, we have

$$\int_a^b P(x,\phi_1(x)) \, dx = \int_a^b P(\gamma_1(t)) \, dt = \int_a^b (P(\gamma_1(t)),0) \cdot \gamma_1'(t) \, dt = \int_{\gamma_1} P \, dx$$

and similarly

$$\int_a^b P(x,\phi_2(x)) \, dx = \int_a^b P(a+b-x,\phi_2(a+b-x)) \, dx$$

$$= \int_a^b P(\gamma_3(t)) \, dt = -\int_a^b (P(\gamma_3(t)),0) \cdot \gamma_3'(t) \, dt = -\int_{\gamma_3} P \, dx.$$

It follows that

$$\int_K \frac{\partial P}{\partial y} = -\left( \int_{\gamma_1} P \, dx + \int_{\gamma_3} P \, dx \right).$$

Since

$$\int_{\gamma_2} P \, dx = \int_{\gamma_4} P \, dx = 0,$$

we eventually obtain

$$\int_K \frac{\partial P}{\partial y} = -\int_{\gamma_1 \oplus \gamma_2 \oplus \gamma_3 \oplus \gamma_4} P \, dx = -\int_{\partial K} P \, dx$$

as claimed. \(\Box\)

As for the $x$-axis, we can define normal domains with respect to the $y$-axis:

**Definition 6.4.3.** A normal domain in $\mathbb{R}^2$ with respect to the $y$-axis is a set of the form

$$\{(x,y) \in \mathbb{R}^2 : y \in [c,d], \psi_1(y) \leq x \leq \psi_2(y)\},$$

where $c < d$, and $\psi_1, \psi_2 : [c,d] \to \mathbb{R}$ are continuous, piecewise $C^1$-functions such that $\psi_1 \leq \psi_2$.  
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Example. Rectangles and discs are normal domains with respect to the $y$-axis as well.

As for normal domains with respect to the $x$-axis, there is a canonical parametrization for the boundary of every normal domain in $\mathbb{R}^2$ with respect to the $x$-axis. We then also call the boundary with this parametrization positively oriented.

With an almost identical proof as for Lemma 6.4.2, we obtain:

**Lemma 6.4.4.** Let $\emptyset \neq U \subset \mathbb{R}^2$ be open, let $K \subset U$ be a normal domain with respect to the $y$-axis, and let $Q : U \to \mathbb{R}$ be continuous such that $\frac{\partial P}{\partial x}$ exists and is continuous. Then

$$
\int_K \frac{\partial Q}{\partial x} = \int_{\partial K} (0 dx +) Q dy
$$

holds.

**Proof.** As for Lemma 6.4.2.

**Definition 6.4.5.** A set $K \subset \mathbb{R}^2$ is called a *normal domain* if it is a normal domain with respect to both the $x$- and the $y$-axis.

**Theorem 6.4.6 (Green’s Theorem).** Let $\emptyset \neq U \subset \mathbb{R}^2$ be open, let $K \subset U$ be a normal domain, and let $P, Q \in C^1(U, \mathbb{R})$. Then

$$
\int_K \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) = \int_{\partial K} P dx + Q dy
$$
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Proof. Add the identities in Lemmas 6.4.2 and 6.4.4.

Green’s Theorem is often useful to compute curve integrals:

Examples. 1. Let $K = [0, 2] \times [1, 3]$. Then we obtain

$$\int_{\partial K} xy \, dx + (x^2 + y^2) \, dy = \int_K 2x - x = \int_0^2 \left( \int_1^3 x \, dy \right) \, dx = 4.$$ 

2. Let $K = B_1((0,0))$. Then we have

$$\int_{\partial K} xy^2 \, dx + (\arctan(\log y + 3) - x) \, dy = \int_K -1 - 2xy$$

$$= - \int_K 2xy + 1$$

$$= - \int_0^{2\pi} \left( \int_0^1 (2r^2 \cos \theta \sin \theta + 1) r \, dr \right) \, d\theta$$

$$= - \left( \int_0^{2\pi} \cos \theta \right) (\sin \theta) d\theta \left( 2 \int_0^1 r^3 \, dr \right) - 2\pi \int_0^1 r \, dr$$

$$= -\pi.$$

Another nice consequence of Green’s Theorem is:

Corollary 6.4.7. Let $K \subset \mathbb{R}^2$ be a normal domain. Then

$$\mu(K) = \frac{1}{2} \int_{\partial K} x \, dy - y \, dx$$

holds.

Proof. Apply Green’s Theorem with $P(x, y) = -y$ and $Q(x, y) = x$. 

Remark. Green’s Theorem remains valid for much more general domains than normal ones. For instance, a triangle $\Delta$ is normal if and only if one of its sides is parallel to one of the coordinate axes. We can rotate $\Delta$ suitably and obtain a triangle $\tilde{\Delta}$ with a side parallel to one of the coordinate axes:
Figure 6.13: Rotating a triangle to obtain a normal domain

As \( \tilde{\Delta} \) is normal, we can apply Green’s Theorem to it. Change of Variables then yields that Green’s Theorem holds for \( \Delta \) as well. When dealing with a tetrangle, e.g., a rectangle, a trapeze, or a diamond, we split it into two triangles:

Figure 6.14: Splitting a tetrangle into two triangles

We can then apply Green’s Theorem to each of the two triangles. As the added boundary piece is traversed twice, but in opposite directions, its contributions to the boundary integrals cancel each other. Hence, Green’s Theorem holds for general tetrangles. More
generally, Green’s Theorem applies to any polygon:

![Figure 6.15: Splitting a polygon into triangles](image)

Exercises

1. Show that

\[
K := \{(x, y) \in \mathbb{R}^2 : x, y, x + y \in [0, 1]\}
\]

is a normal domain (with respect to both coordinate axes) and use Green’s Theorem to compute

\[
\int_{\partial K} y e^x dx + x e^y dy.
\]

2. Let \(a, b > 0\). Use Green’s Theorem to determine the area of the ellipse

\[
E := \left\{(x, y) \in \mathbb{R}^2 : \frac{x^2}{a^2} + \frac{y^2}{b^2} \leq 1\right\}.
\]

6.5 Surfaces in \(\mathbb{R}^3\)

What is the area of the surface of the Earth or—more generally—what is the surface area of a sphere of radius \(r\)?

Before we can answer this question, we need, of course, make precise what we mean by a surface

**Definition 6.5.1.** Let \(U \subset \mathbb{R}^2\) be open, and let \(\emptyset \neq K \subset U\) be compact and with content. A surface with parameter domain \(K\) is the restriction of a \(C^1\)-function \(\Phi: U \to \mathbb{R}^3\) to \(K\).
The set $K$ is called the parameter domain of $\Phi$, and $\{\Phi\} := \Phi(K)$ is called the trace or the surface element of $\Phi$.

**Examples.**

1. Let $r > 0$, and let

$$
\Phi: \mathbb{R}^2 \to \mathbb{R}^3, \quad (s, t) \mapsto (r \cos s \cos t, r \sin s \cos t, r \sin t)
$$

with parameter domain

$$
K := [0, 2\pi] \times \left[-\frac{\pi}{2}, \frac{\pi}{2}\right].
$$

Then $\{\Phi\}$ is the sphere of radius $r$ centered at $(0, 0, 0)$.

2. Let $a, b \in \mathbb{R}^3$, and let

$$
\Phi: \mathbb{R}^2 \to \mathbb{R}^3, \quad (s, t) \mapsto sa + tb
$$

with parameter domain $K := [0, 1]^2$. Then $\{\Phi\}$ is the parallelogram spanned by $a$ and $b$.

To motivate our definition of surface area below, we first discuss (and review) the surface area of a parallelogram $P \subset \mathbb{R}^3$ spanned by $a, b \in \mathbb{R}^3$. In linear algebra, one defines

$$
\text{area of } P := \|a \times b\|,
$$

where $a \times b \in \mathbb{R}^3$ is the cross product of $a$ and $b$.

![Figure 6.16: Cross product of two vectors in $\mathbb{R}^3$](image)
The vector \( a \times b \) is computed as follows: Let \( a = (a_1, a_2, a_3) \) and \( b = (b_1, b_2, b_3) \), then
\[
a \times b = (a_2b_3 - a_3b_2, b_1a_3 - a_1b_3, a_1b_2 - b_1a_2)
\]
\[
= \begin{pmatrix}
a_2 & a_3 \\
b_2 & b_3
\end{pmatrix} \begin{pmatrix}
a_1 & a_3 \\
b_1 & b_3
\end{pmatrix} - \begin{pmatrix}
a_1 & a_2 \\
b_1 & b_2
\end{pmatrix}.
\]

Letting \( i := (1,0,0) \), \( j := (0,1,0) \), and \( k := (0,0,1) \), it is often convenient to think of \( a \times b \) as a formal determinant, i.e.,
\[
a \times b = \begin{vmatrix}
i & j & k \\
a_1 & a_2 & a_3 \\
b_1 & b_2 & b_3
\end{vmatrix}
\]

that we expand with respect to its first row. We need to stress, however, that this determinant is not “really” a determinant (even though it conveniently very much behaves like one).

The verification of the following is elementary:

**Proposition 6.5.2.** The following hold for \( a,b,c \in \mathbb{R}^3 \) and \( \lambda \in \mathbb{R} \):

(i) \( a \times b = -b \times a \);

(ii) \( a \times a = 0 \);

(iii) \( \lambda(a \times b) = \lambda a \times b = a \times \lambda b \);

(iv) \( a \times (b + c) = a \times b + a \times c \);

(v) \( (a + b) \times c = a \times c + b \times c \).

Moreover, we have
\[
c \cdot (a \times b) = \begin{vmatrix}
c_1 & c_2 & c_3 \\
a_1 & a_2 & a_3 \\
b_1 & b_2 & b_3
\end{vmatrix}.
\]

**Corollary 6.5.3.** For \( a,b \in \mathbb{R}^3 \),
\[
a \cdot (a \times b) = b \cdot (a \times b) = 0.
\]

holds.

In geometric terms, this result means that \( a \times b \) stands perpendicularly on the plane spanned by \( a \) and \( b \).

**Definition 6.5.4.** Let \( \Phi \) be a surface with parameter domain \( K \), and let \( (s,t) \in K \). Then the normal vector to \( \Phi \) in \( \Phi(s,t) \) is defined as
\[
N(s,t) := \frac{\partial \Phi}{\partial s} (s,t) \times \frac{\partial \Phi}{\partial t} (s,t)
\]
Example. Let $a, b \in \mathbb{R}^3$, and let
\[
\Phi: \mathbb{R}^2 \to \mathbb{R}^3, \quad (s, t) \mapsto sa + tb
\]
with parameter domain $K := [0, 1]^2$. It follows that
\[
N(s, t) = a \times b,
\]
so that
\[
\text{surface area of } \Phi = \|a \times b\| = \int_K \|N(s, t)\|.
\]

Thinking of approximating a more general surface by breaking it up in small pieces reasonably close to parallelograms, we define:

**Definition 6.5.5.** Let $\Phi$ be a surface with parameter domain $K$. Then the surface area of $\Phi$ is defined as
\[
\int_K \|N(s, t)\| = \int_K \left\| \frac{\partial \Phi}{\partial s}(s, t) \times \frac{\partial \Phi}{\partial t}(s, t) \right\|.
\]

**Example.** Let $r > 0$, and let
\[
\Phi: \mathbb{R}^2 \to \mathbb{R}^3, \quad (s, t) \mapsto (r \cos s)(\cos t), r(\sin s)(\cos t), r \sin t)
\]
with parameter domain
\[
K := [0, 2\pi] \times \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right].
\]
It follows that
\[
\frac{\partial \Phi}{\partial s}(s, t) = (-r(\sin s)(\cos t), r(\cos s)(\cos t), 0)
\]
and
\[
\frac{\partial \Phi}{\partial t}(s, t) = (-r(\cos s)(\sin t), -r(\sin s)(\sin t), r \cos t)
\]
and thus
\[
N(s, t)
= \frac{\partial \Phi}{\partial s}(s, t) \times \frac{\partial \Phi}{\partial t}(s, t)
= \begin{pmatrix}
  r(\cos s)(\cos t) & 0 & -r(\sin s)(\cos t) & 0 \\
  -r(\sin s)(\sin t) & r \cos t & -r(\cos s)(\sin t) & r \cos t
\end{pmatrix}
= \begin{pmatrix}
  -r(\sin s)(\cos t) & r(\cos s)(\cos t) \\
  -r(\cos s)(\sin t) & -r(\sin s)(\sin t)
\end{pmatrix}
\]
\[
= (r^2(\cos s)(\cos t)^2, r^2(\sin s)(\cos t)^2, r^2(\sin s)^2(\cos t)(\sin t) + r^2(\cos s)^2(\cos t)(\sin t))
\]
\[
= (r^2(\cos s)(\cos t)^2, r^2(\sin s)(\cos t)^2, r^2(\cos t)(\sin t))
\]
\[
= r \cos t \Phi(s, t).
\]
Consequently,
\[ \|N(s,t)\| = \|r \cos t \Phi(s,t)\| = r \cos t \|\Phi(s,t)\| = r^2 \cos t \]
holds for \((s,t) \in K\). The surface area of \(\Phi\) is therefore computed as
\[ \int_K \|N(s,t)\| = \int_0^{2\pi} \left( \int_{-\pi/2}^{\pi/2} r^2 \cos t \, dt \right) ds = 2\pi r^2 \int_{-\pi/2}^{\pi/2} \cos t \, dt = 4\pi r^2. \]

For \(r = 6366\) (radius of the Earth in kilometers), this yields a surface area of approximately 509,264,183 (square kilometers).

As for the length of a curve, we will now check what happens to the area of a surface if the parametrization is changed:

**Definition 6.5.6.** Let \(\emptyset \neq U,V \subset \mathbb{R}^2\) be open. A \(C^1\)-map \(\psi : U \to V\) is called an **admissible parameter transformation** if:

(a) it is injective;

(b) \(\det J_\psi(x) \neq 0\) for all \(x \in U\) and does not change signs.

Let \(\Phi\) be a surface with parameter domain \(K\). Let \(V \subset \mathbb{R}^2\) be open such that \(K \subset V\) and such that \(\Phi : V \to \mathbb{R}^3\) is a \(C^1\)-map. Let \(\psi : U \to V\) be an admissible parameter transformation with \(\psi(U) \supset K\). Then \(\Psi := \Phi \circ \psi\) is a surface with parameter domain \(\psi^{-1}(K)\). We then say that \(\Psi\) is obtained from \(\Phi\) by means of the admissible parameter transformation \(\psi\).

**Proposition 6.5.7.** Let \(\Phi\) and \(\Psi\) be surfaces such that \(\Psi\) is obtained from \(\Phi\) by means of an admissible parameter transformation. Then \(\Phi\) and \(\Psi\) have the same surface area.

**Proof.** Let \(\psi\) denote the admissible parameter transformation in question. The chain rule yields
\[
\left( \frac{\partial \Psi}{\partial s}, \frac{\partial \Psi}{\partial t} \right) = \left( \frac{\partial \Phi}{\partial u}, \frac{\partial \Phi}{\partial v} \right) J_\psi.
\]
Consequently, we obtain
\[
\frac{\partial \Psi}{\partial s} \times \frac{\partial \Psi}{\partial t} = \left( \det \left( \begin{bmatrix} \frac{\partial \Phi_2}{\partial u} & \frac{\partial \Phi_2}{\partial v} \\ \frac{\partial \Phi_3}{\partial u} & \frac{\partial \Phi_3}{\partial v} \end{bmatrix} J_\psi \right) \right) - \det \left( \begin{bmatrix} \frac{\partial \Phi_1}{\partial u} & \frac{\partial \Phi_1}{\partial v} \\ \frac{\partial \Phi_3}{\partial u} & \frac{\partial \Phi_3}{\partial v} \end{bmatrix} J_\psi \right), \det \left( \begin{bmatrix} \frac{\partial \Phi_1}{\partial u} & \frac{\partial \Phi_1}{\partial v} \\ \frac{\partial \Phi_2}{\partial u} & \frac{\partial \Phi_2}{\partial v} \end{bmatrix} J_\psi \right) \right) = \left( \frac{\partial \Phi}{\partial u} \times \frac{\partial \Phi}{\partial v} \right) \det J_\psi.
\]
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Change of variables finally yields
\[
\text{surface area of } \Phi = \int_K \left\| \frac{\partial \Phi}{\partial u} \times \frac{\partial \Phi}{\partial v} \right\| \\
= \int_{\psi^{-1}(K)} \left\| \frac{\partial \Phi}{\partial u} \circ \psi \times \frac{\partial \Phi}{\partial v} \circ \psi \right\| | \det J_\psi | \\
= \int_{\psi^{-1}(K)} \left\| \frac{\partial \Psi}{\partial s} \times \frac{\partial \Psi}{\partial t} \right\| \\
= \text{surface area of } \Psi.
\]

This was the claim. \qed

Exercise

1. Let \( \Phi \) be a surface in \( \mathbb{R}^3 \) with parameter domain \( K \subset \mathbb{R}^2 \), let \( \gamma: [a,b] \to K \) be a \( C^1 \)-curve, and let \( \alpha := \Phi \circ \gamma \). Show that \( \alpha'(t) \) is orthogonal to \( N(\gamma(t)) \) for each \( t \in [a,b] \).

Interpret this in geometric terms.

2. Let \( a < b \), and let \( f \in C^1([a,b], \mathbb{R}) \) such that \( f \geq 0 \). Viewing the graph of \( f \) as a subset of the \( xy \)-plane in \( \mathbb{R}^3 \) and rotating it about the \( x \)-axis generates a surface in \( \mathbb{R}^3 \), a so called rotation surface. Show that the area of this surface is
\[
2\pi \int_a^b f(t) \sqrt{1 + f'(t)^2} \, dt.
\]

What is the area of the outer hull of a cone with height \( h > 0 \) whose basis is a circle of radius \( r \)?

3. Let \( \emptyset \neq K \subset \mathbb{R}^2 \) be a compact set with content, and let \( f \) be a real valued \( C^1 \)-function defined on an open set \( U \) containing \( K \). Then the graph of \( f|_K \) can be considered a surface, parametrized by
\[
\Phi: U \to \mathbb{R}^3, \quad (s,t) \mapsto s \mathbf{i} + t \mathbf{j} + f(s,t) \mathbf{k},
\]
in \( \mathbb{R}^3 \). Show that this surface has the area
\[
\int_K \sqrt{1 + \left( \frac{\partial f}{\partial x} \right)^2 + \left( \frac{\partial f}{\partial y} \right)^2}.
\]

4. Let \( R > 0 \). Determine the area of the part of the sphere
\[
\{(x,y,z) \in \mathbb{R}^3 : z \geq 0, \ x^2 + y^2 + z^2 = R^2 \}
\]
that lies inside the cylinder
\[
\left\{(x,y,z) \in \mathbb{R}^3 : \left( x - \frac{R}{2} \right)^2 + y^2 \leq \frac{R^2}{4} \right\}.
\]
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6.6 Surface Integrals and Stokes’ Theorem

After having defined surfaces in \( \mathbb{R}^3 \) along with their areas, we now turn to defining—and computing—integrals of (\( \mathbb{R} \)-valued) functions and vector fields over them:

**Definition 6.6.1.** Let \( \Phi \) be a surface with parameter domain \( K \), and let \( f : \{ \Phi \} \to \mathbb{R} \) be continuous. Then the surface integral of \( f \) over \( \Phi \) is defined as

\[
\int_{\Phi} f \, d\sigma := \int_{K} f(\Phi(s, t)) \| N(s, t) \|.
\]

It is immediate that there surface area of \( \Phi \) is just the integral \( \int_{\Phi} 1 \, d\sigma \). Like the surface area, the value of such an integral is invariant under admissible parameter transformations (the proof of Proposition 6.5.7 carries over verbatim).

**Definition 6.6.2.** Let \( \Phi \) be a surface with parameter domain \( K \), and let \( P, Q, R : \{ \Phi \} \to \mathbb{R} \) be continuous. Then the surface integral of \( f = (P, Q, R) \) over \( \Phi \) is defined as

\[
\int_{\Phi} P \, dy \wedge dz + Q \, dz \wedge dx + R \, dx \wedge dy := \int_{K} f(\Phi(s, t)) \cdot N(s, t).
\]

**Example.** Let

\[
\Phi : \mathbb{R}^2 \to \mathbb{R}^3, \quad (s, t) \mapsto (s \cos t, s \sin t, t)
\]

and let \( K := [0, 1] \times [0, 2\pi] \). It follows that

\[
\frac{\partial \Phi}{\partial s}(s, t) := (\cos t, \sin t, 0) \quad \text{and} \quad \frac{\partial \Phi}{\partial t}(s, t) := (-s \sin t, s \cos t, 1),
\]

so that

\[
N(s, t) = \begin{vmatrix}
\sin t & 0 & \cos t & \sin t \\
-s \cos t & 1 & -s \sin t & s \cos t \\
\end{vmatrix} = (\sin t, -\cos t, s)
\]

for \((x, t) \in K\). We therefore obtain

\[
\int_{\Phi} y \, dy \wedge dz - x \, dz \wedge dx = \int_{[0,1] \times [0,2\pi]} (s \sin t, -s \cos t, 0) \cdot (\sin t, -\cos t, s)
\]

\[
= \int_{[0,1] \times [0,2\pi]} s(\sin t)^2 + s(\cos t)^2
\]

\[
= \int_{[0,1] \times [0,2\pi]} s
\]

\[
= \pi.
\]

**Proposition 6.6.3.** Let \( \Psi \) and \( \Phi \) be surfaces such that \( \Psi \) is obtained from \( \Phi \) by and admissible parameter transformation \( \psi \), and let \( P, Q, R : \{ \Phi \} \to \mathbb{R} \) be continuous. Then

\[
\int_{\Psi} P \, dy \wedge dz + Q \, dz \wedge dx + R \, dx \wedge dy = \pm \int_{\Phi} P \, dy \wedge dz + Q \, dz \wedge dx + R \, dx \wedge dy
\]

holds with “+” if \( \det J_{\psi} > 0 \) and “−” if \( \det J_{\psi} < 0 \).
We skip the proof, which is very similar to that of Proposition 6.5.7.

**Definition 6.6.4.** Let $\Phi$ be a surface with parameter domain $K$. The *normal unit vector* $n(s,t)$ to $\Phi$ in $\Phi(s,t)$ is defined as

$$n(s,t) := \begin{cases} \frac{N(s,t)}{\|N(s,t)\|}, & \text{if } N(s,t) \neq 0, \\ 0, & \text{otherwise}. \end{cases}$$

Let $\Phi$ be a surface (with parameter domain $K$), and let $f = (P,Q,R) : \{\Phi\} \to \mathbb{R}^3$ be continuous. Then we obtain

$$\int_{\Phi} P \, dy \wedge dz + Q \, dz \wedge dx + R \, dx \wedge dy = \int_{K} f(\Phi(s,t)) \cdot N(s,t)$$

$$= \int_{K} f(\Phi(s,t)) \cdot n(s,t) \|N(s,t)\|$$

$$= \int_{\Phi} f \cdot n \, d\sigma.$$

**Theorem 6.6.5** (Stokes' Theorem). Suppose that the following hypotheses are given:

(a) $\Phi$ is a $C^2$-surface of which the parameter domain $K$ is a normal domain (with respect to both axes);

(b) the positively oriented boundary $\partial K$ of $K$ is parametrized by a piecewise $C^1$-curve $\gamma : [a,b] \to \mathbb{R}^2$;

(c) $P$, $Q$, and $R$ are $C^1$-functions defined on an open set containing $\{\Phi\}$.

Then

$$\int_{\Phi \circ \gamma} P \, dx + Q \, dy + R \, dz$$

$$= \int_{\Phi} \left( \frac{\partial R}{\partial y} - \frac{\partial Q}{\partial z} \right) \, dy \wedge dz + \left( \frac{\partial P}{\partial z} - \frac{\partial R}{\partial x} \right) \, dz \wedge dx + \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) \, dx \wedge dy$$

$$= \int_{\Phi} (\text{curl } f) \cdot n \, d\sigma$$

holds where $f = (P,Q,R)$.

**Remark.** If $\{\Phi\}$ lies in the $xy$-plane, we recover (with additional hypotheses, of course) Green’s Theorem.

**Proof.** Let $\Phi = (X,Y,Z)$, and

$$p(s,t) := P(X(s,t),Y(s,t),Z(s,t)).$$
We obtain
\[
\int_{\Phi \circ \gamma} P \, dx = \int_a^b p(\gamma(\tau)) \frac{d(X \circ \gamma)(\tau)}{d\tau} \, d\tau \\
= \int_a^b p(\gamma(\tau)) \left( \frac{\partial X}{\partial s}(\gamma(\tau)) \gamma_1' (\tau) + \frac{\partial X}{\partial t}(\gamma(\tau)) \gamma_2' (\tau) \right) \, d\tau \\
= \int_\gamma p \frac{\partial X}{\partial s} \, ds + p \frac{\partial X}{\partial t} \, dt.
\]
By Green’s Theorem we have
\[
\int_\gamma p \frac{\partial X}{\partial s} \, ds + p \frac{\partial X}{\partial t} \, dt = \int_K \left( \frac{\partial}{\partial s} \left( p \frac{\partial X}{\partial t} \right) - \frac{\partial}{\partial t} \left( p \frac{\partial X}{\partial s} \right) \right).
\] (6.20)
We now transform the integral on the right hand side of (6.20). First note that
\[
\frac{\partial}{\partial s} \left( p \frac{\partial X}{\partial t} \right) - \frac{\partial}{\partial t} \left( p \frac{\partial X}{\partial s} \right) = \frac{\partial p \partial X}{\partial x \partial s} + \frac{\partial p \partial Y}{\partial y \partial s} + \frac{\partial p \partial Z}{\partial z \partial s}
\]
and
\[
\frac{\partial p}{\partial t} = \frac{\partial P}{\partial x} \frac{\partial X}{\partial t} + \frac{\partial P}{\partial y} \frac{\partial Y}{\partial t} + \frac{\partial P}{\partial z} \frac{\partial Z}{\partial t}.
\]
Combining all this, we obtain
\[
\frac{\partial p \partial X}{\partial s \partial t} - \frac{\partial p \partial X}{\partial t \partial s} = \left( \frac{\partial P \partial X}{\partial x} \frac{\partial X}{\partial s} + \frac{\partial P \partial Y}{\partial y} \frac{\partial Y}{\partial s} + \frac{\partial P \partial Z}{\partial z} \frac{\partial Z}{\partial s} \right) \frac{\partial X}{\partial t} - \left( \frac{\partial P \partial X}{\partial x} \frac{\partial X}{\partial t} + \frac{\partial P \partial Y}{\partial y} \frac{\partial Y}{\partial t} + \frac{\partial P \partial Z}{\partial z} \frac{\partial Z}{\partial t} \right) \frac{\partial X}{\partial s}
\]
\[
= \frac{\partial p}{\partial y} \left( \frac{\partial X}{\partial s} \frac{\partial X}{\partial t} - \frac{\partial X}{\partial t} \frac{\partial X}{\partial s} \right) + \frac{\partial p}{\partial z} \left( \frac{\partial X}{\partial s} \frac{\partial X}{\partial t} - \frac{\partial X}{\partial t} \frac{\partial X}{\partial s} \right)
\]
\[
= -\frac{\partial p}{\partial y} \begin{vmatrix} \frac{\partial X}{\partial s} & \frac{\partial X}{\partial t} \\ \frac{\partial Y}{\partial s} & \frac{\partial Y}{\partial t} \\ \frac{\partial Z}{\partial s} & \frac{\partial Z}{\partial t} \end{vmatrix}
\]
\[
+ \frac{\partial p}{\partial z} \begin{vmatrix} \frac{\partial X}{\partial s} & \frac{\partial X}{\partial t} \\ \frac{\partial Y}{\partial s} & \frac{\partial Y}{\partial t} \\ \frac{\partial Z}{\partial s} & \frac{\partial Z}{\partial t} \end{vmatrix}
\],
and therefore
\[
\frac{\partial}{\partial s} \left( p \frac{\partial X}{\partial t} \right) - \frac{\partial}{\partial t} \left( p \frac{\partial X}{\partial s} \right) = -\frac{\partial p}{\partial y} \begin{vmatrix} \frac{\partial X}{\partial x} & \frac{\partial X}{\partial y} & \frac{\partial X}{\partial z} \\ \frac{\partial Y}{\partial x} & \frac{\partial Y}{\partial y} & \frac{\partial Y}{\partial z} \\ \frac{\partial Z}{\partial x} & \frac{\partial Z}{\partial y} & \frac{\partial Z}{\partial z} \end{vmatrix}
\]
and
\[
\frac{\partial p}{\partial z} \begin{vmatrix} \frac{\partial X}{\partial x} & \frac{\partial X}{\partial y} & \frac{\partial X}{\partial z} \\ \frac{\partial Y}{\partial x} & \frac{\partial Y}{\partial y} & \frac{\partial Y}{\partial z} \\ \frac{\partial Z}{\partial x} & \frac{\partial Z}{\partial y} & \frac{\partial Z}{\partial z} \end{vmatrix}.
\]
In view of (6.20), we thus have
\[
\int_{\Phi \circ \gamma} P \, dx = \int_\gamma p \frac{\partial X}{\partial s} \, ds + p \frac{\partial X}{\partial t} \, dt \\
= \int_K \left( \frac{\partial p}{\partial y} \begin{vmatrix} \frac{\partial X}{\partial x} & \frac{\partial X}{\partial y} & \frac{\partial X}{\partial z} \\ \frac{\partial Y}{\partial x} & \frac{\partial Y}{\partial y} & \frac{\partial Y}{\partial z} \\ \frac{\partial Z}{\partial x} & \frac{\partial Z}{\partial y} & \frac{\partial Z}{\partial z} \end{vmatrix}
\right) \\
= \int_\Phi \frac{\partial P}{\partial y} \, dx \wedge dy + \frac{\partial P}{\partial z} \, dz \wedge dx.
\] (6.21)
In a similar vein, we obtain
\[
\int_{\Phi \circ \gamma} Q \, dy = \int_{\Phi} - \frac{\partial Q}{\partial z} \, dy \wedge dz + \frac{\partial Q}{\partial x} \, dx \wedge dy \tag{6.22}
\]
and
\[
\int_{\Phi \circ \gamma} R \, dz = \int_{\Phi} - \frac{\partial R}{\partial x} \, dz \wedge dx + \frac{\partial R}{\partial y} \, dy \wedge dz. \tag{6.23}
\]
Adding (6.21), (6.22), and (6.23) completes the proof.

Example. Let \( \gamma \) be a counterclockwise parametrization of the circle \( \{(x, y, z) \in \mathbb{R}^3 : x^2 + z^2 = 1, y = 0\} \), and let
\[
f(x, y, z) := (x^2 z + \sqrt{x^3 + x^2 + 2}, xy, xy + \sqrt{z^3 + z^2 + 2}).
\]
We want to compute
\[
\int_{\gamma} P \, dx + Q \, dy + R \, dz.
\]
Let \( \Phi \) be a surface with surface element \( \{(x, y, z) \in \mathbb{R}^3 : x^2 + z^2 \leq 1, y = 0\} \), e.g.,
\[
\Phi(s, t) := (s \cos t, 0, s \sin t)
\]
for \( s \in [0, 1] \) and \( t \in [0, 2\pi] \). It follows that
\[
\frac{\partial \Phi}{\partial s}(s, t) = (\cos t, 0, \sin t) \quad \text{and} \quad \frac{\partial \Phi}{\partial t}(s, t) = (-s \sin t, 0, s \cos t)
\]
and thus
\[
N(s, t) = (0, -s, 0)
\]
for \( (s, t) \in K := [0, 1] \times [0, 2\pi] \), so that
\[
n(s, t) = (0, -1, 0)
\]
for \( s \in (0, 1] \) and \( t \in [0, 2\pi] \). It follows that
\[
(\text{curl } f)(\Phi(s, t)) \cdot n(s, t) = -s^2 (\cos t)^2
\]
for \( s \in (0, 1] \) and \( t \in [0, 2\pi] \). From Stokes’ Theorem, we obtain
\[
\int_{\gamma} P \, dx + Q \, dy + R \, dz = \int_{\Phi} (\text{curl } f) \cdot n \, d\sigma
\]
\[
= \int_K -s^2 (\cos t)^2 s
\]
\[
= -\left( \int_0^1 s^3 \, ds \right) \left( \int_0^{2\pi} (\cos t)^2 \, dt \right)
\]
\[
= \frac{\pi}{4}
\]
Remark. Stokes’ Theorem allows for a physical interpretation of the curl of a vector field.

Let $f$ be a continuous three-dimensional vector field that models the velocity of a fluid, and let $\gamma$ be a closed rectifiable curve. Then *circulation of $f$ around $\gamma$* given by $\int_\gamma f \cdot d(x, y, z)$ is a measurement for the tendency of the fluid to move around $\gamma$. Fix any point $(x_0, y_0, z_0)$ in the fluid and let $D_r$ with $r > 0$ be a closed, two-dimensional disc in the fluid, centered at $(x_0, y_0, z_0)$ with radius $r$. As $f$ is continuous, we obtain for $r > 0$ sufficiently small that

$$(\text{curl } f)(x, y, z) \approx (\text{curl } f)(x_0, y_0, z_0)$$

for all $(x, y, z) \in D_r$. Stoke’s Theorem then yields

$$\int_{\partial D_r} f \cdot d(x, y, z) = \int_{D_r} (\text{curl } f) \cdot n \cdot d\sigma$$

$$= \pi r^2 (\text{curl } f)(x_0, y_0, z_0) \cdot n(x_0, y_0, z_0),$$

so that

$$(\text{curl } f)(x_0, y_0, z_0) \cdot n(x_0, y_0, z_0) = \lim_{r \to 0} \frac{1}{\pi r^2} \int_{\partial D_r} f \cdot d(x, y, z).$$

Hence, $(\text{curl } f) \cdot n$ measurement for the rotating effect about the axis given by $n$; it is largest when $n$ and curl $f$ are parallel.

Exercises

1. Let $S$ be the upper hemisphere of the unit sphere in $\mathbb{R}^3$ (parametrized in the usual way), and let

$$f(x, y, z) := (1, xz, xy)$$

for $(x, y, z) \in \mathbb{R}^3$. Use Stoke’s Theorem to compute

$$\int_S (\text{curl } f) \cdot n \, d\sigma.$$  

2. Let $\Phi$ and $\Psi$ be $C^2$-surfaces with parameter domain $K$, which is a normal region, such that $\Phi|_{\partial K} = \Psi|_{\partial K}$, and let $f : V \to \mathbb{R}^3$ be continuously differentiable where $V \subset \mathbb{R}^3$ is open and contains $\{\Phi\} \cup \{\Psi\}$. Show that

$$\int_{\Phi} \text{curl } f \cdot n \, d\sigma = \int_{\Psi} \text{curl } f \cdot n \, d\sigma.$$ 

6.7 Gauß’ Theorem

Suppose that a fluid is flowing through a certain part of three dimensional space. At each point $(x, y, z)$ in that part of space, suppose that a particle in that fluid has the velocity
$v(x, y, z) \in \mathbb{R}^3$ (independent of time; this is called a stationary flow). At time $t$, suppose that the fluid has the density $\rho(x, y, z, t)$ at the point $(x, y, z)$. The vector

$$f(x, y, z, t) := \rho(x, y, z, t)v(x, y, z)$$

is the density of the flow at $(x, y, z)$ at time $t$.

Let $S$ be a surface placed in the flow, and suppose that $N \neq 0$ throughout on $S$. Then the mass per second passing through $S$ in the direction of $n$ is computed as

$$\int_S f \cdot n \, d\sigma. \quad (6.24)$$

Fix a point $(x_0, y_0, z_0)$, and suppose for the sake of simplicity that $\rho$—and hence $f$—is also independent of time. Let

$$f = Pi + Qj + Rk.$$ 

Let $(x_0, y_0, z_0)$ be the lower left corner of a box with sidelengths $\Delta x$, $\Delta y$, and $\Delta z$.

![Figure 6.17: Fluid streaming through a box](image)

The mass passing through the two sides of the box parallel to the $yz$-plane is approximately given by

$$P(x_0, y_0, z_0) \Delta y \Delta z \quad \text{and} \quad P(x_0 + \Delta x, y_0, z_0) \Delta y \Delta z.$$ 

As an approximation for the mass flowing out of the box in the direction of the positive
For the $x$-axis, we therefore obtain

$$(P(x_0 + \Delta x, y_0, z_0) - P(x_0, y_0, z_0)) \Delta y \Delta z = \frac{P(x_0 + \Delta x, y_0, z_0) - P(x_0, y_0, z_0)}{\Delta x} \Delta x \Delta y \Delta z \approx \frac{\partial P}{\partial x}(x_0, y_0, z_0) \Delta x \Delta y \Delta z.$$ 

Similar considerations can be made for the $y$- and the $z$-axis. We thus have

$$\text{mass flowing out of the box } \approx \left( \frac{\partial P}{\partial x} + \frac{\partial Q}{\partial y} + \frac{\partial R}{\partial z} \right) \Delta x \Delta y \Delta z = \text{div } f \Delta x \Delta y \Delta z.$$ 

If $V$ is a three-dimensional shape in the flow, we thus have

$$\text{mass flowing out of } V = \int_V \text{div } f.$$ 

(6.25)

If $V$ has the surface $S$, (6.24) and (6.25), yield Gauß's Theorem, namely

$$\int_S f \cdot n \, d\sigma = \int_V \text{div } f$$

Of course, this is a far cry from a mathematically acceptable argument. To prove Gauß' theorem rigorously, we first have to define the domains in $\mathbb{R}^3$ over which we shall be integrating:

**Definition 6.7.1.** Let $U_1, U_2 \subset \mathbb{R}^2$ be open, and let $\Phi_1 \in C^1(U_1, \mathbb{R}^3)$ and $\Phi_2 \in C^1(U_2, \mathbb{R}^3)$ be surfaces with parameter domains $K_1$ and $K_2$, respectively, and write

$$\Phi_\nu(s, t) = X_\nu(s, t) \mathbf{i} + Y_\nu(s, t) \mathbf{j} + Z_\nu(s, t) \mathbf{k}$$

for $\nu = 1, 2$ and $(s, t) \in U_\nu$. Suppose that the following hold:

(a) the functions

$$g_\nu: U_\nu \to \mathbb{R}^2, \quad (s, t) \mapsto X_\nu(s, t) \mathbf{i} + Y_\nu(s, t) \mathbf{j}$$

for $\nu = 1, 2$ are injective and satisfy $\det J_{g_1} < 0$ and $\det J_{g_2} > 0$ on $K_1$ and $K_2$, respectively (except on a set of content zero);

(b) $g_1(K_1) = g_2(K_2) =: K$;

(c) the boundary of $K$ is parametrized by a piecewise $C^1$-curve;

(d) there are continuous functions $\phi_1, \phi_2: K \to \mathbb{R}$ with $\phi_1 \leq \phi_2$ such that

$$Z_\nu(s, t) = \phi_\nu(X_\nu(s, t), Y_\nu(s, t))$$

for $\nu = 1, 2$ and $(s, t) \in K_\nu$. 
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Then

\[ V := \{ (x, y, z) \in \mathbb{R}^3 : (x, y) \in K, \phi_1(x, y) \leq z \leq \phi_2(x, y) \} \]

is called a normal domain with respect to the \( xy \)-plane. The surfaces \( \Phi_1 \) and \( \Phi_2 \) are called the generating surfaces of \( V \); \( S_1 := \{ \Phi_1 \} \) is called the lower lid, and \( S_2 := \{ \Phi_2 \} \) the upper lid of \( V \).

![Diagram of a normal domain with respect to the xy-plane](image)

**Figure 6.18:** A normal domain with respect to the \( xy \)-plane

**Examples.**

1. Let \( V := [a_1, a_2] \times [b_1, b_2] \times [c_1, c_2] \). Then \( V \) is a normal domain with respect to the \( xy \)-plane: Let \( K_1 := [b_1, b_2] \times [a_1, a_2] \) and \( K_2 := [a_1, a_2] \times [b_1, b_2] \), and define

\[ \Phi_1(s, t) := (t, s, c_1) \quad \text{and} \quad \Phi_2(s, t) := (s, t, c_2) \]

for \((s, t) \in \mathbb{R}^2\). For \( \nu = 1, 2 \), let \( \phi_\nu \equiv c_\nu \).

2. Let \( V \) be the closed ball in \( \mathbb{R}^3 \) centered at \((0, 0, 0)\) with radius \( r > 0 \). Let \( K_1 := [0, 2\pi] \times [-\frac{r}{2}, 0] \) and \( K_2 := [0, 2\pi] \times [0, \frac{r}{2}] \), and define

\[ \Phi_1(s, t) := \Phi_2(s, t) = (r \cos s \cos t, r \sin s \cos t, r \sin t) \]
for \((s, t) \in \mathbb{R}^2\). It follows that \(K\) is the closed disc centered at \((0, 0)\) with radius \(r\).

Letting
\[
\phi_1(x, y) = -\sqrt{r^2 - x^2 - y^2} \quad \text{and} \quad \phi_2(x, y) = \sqrt{r^2 - x^2 - y^2}
\]
for \((x, y) \in K\), we see that \(V\) is a normal domain with respect to the \(xy\)-plane.

**Lemma 6.7.2.** Let \(U \subset \mathbb{R}^3\) be open, let \(V \subset U\) be a normal domain with respect to the \(xy\)-plane, and let \(R \in \mathcal{C}^1(U, \mathbb{R})\). Then
\[
\int_V \frac{\partial R}{\partial z} = \int_{\Phi_1} R \, dx \wedge dy + \int_{\Phi_2} R \, dx \wedge dy
\]
holds.

**Proof.** First note that
\[
\int_V \frac{\partial R}{\partial z} = \int_K \left( \int_{\phi_1(x,y)}^{\phi_2(x,y)} \frac{\partial R}{\partial z} \, dz \right) = \int_K \left( R(x, y, \phi_2(x, y)) - R(x, y, \phi_1(x, y)) \right).
\]
Furthermore, we have
\[
\int_K R(x, y, \phi_2(x, y)) = \int_{g_2(K_2)} R(x, y, \phi_2(x, y))
= \int_{K_2} R(g_2(s, t), \phi_2(g_2(s, t))) \det J_{g_2}(s, t)
= \int_{K_2} R(\Phi_2(s, t)) \left| \begin{array}{cc} \frac{\partial X_2}{\partial s}(s, t) & \frac{\partial Y_2}{\partial s}(s, t) \\ \frac{\partial X_2}{\partial t}(s, t) & \frac{\partial Y_2}{\partial t}(s, t) \end{array} \right|
= \int_{K_2} (0, 0, R(\Phi_2(s, t))) \cdot N(s, t)
= \int_{\Phi_2} R \, dx \wedge dy.
\]
In a similar vein, we obtain
\[
\int_K R(x, y, \phi_1(x, y)) = -\int_{\Phi_1} R \, dx \wedge dy.
\]
All in all,
\[
\int_V \frac{\partial R}{\partial z} = \int_K (R(x, y, \phi_2(x, y)) - R(x, y, \phi_1(x, y))) = \int_{\Phi_1} R \, dx \wedge dy + \int_{\Phi_2} R \, dx \wedge dy
\]
holds as claimed. \(\square\)

Let \(V \subset \mathbb{R}^3\) be a normal domain with respect to the \(xy\)-plane, and let \(\gamma: [a, b] \to \mathbb{R}^2\) be a piecewise \(\mathcal{C}^1\)-curve that parametrizes \(\partial K\). Let
\[
K_3 := \{(s, t) \in \mathbb{R}^2 : s \in [a, b], \phi_1(\gamma(s)) \leq t \leq \phi_2(\gamma(s))\}
\]
and
\[ \Phi_3(s,t) := \gamma_1(s) \mathbf{i} + \gamma_2(s) \mathbf{j} + t \mathbf{k} =: X_3(s,t) \mathbf{i} + Y_3(s,t) \mathbf{j} + Z_3(s,t) \mathbf{k} \]
for \((s,t) \in K_3\). Then \(\Phi_3\) is a “generalized surface” whose surface element \(S_3 := \{\Phi_3\}\) is the vertical boundary of \(V\).

Except for the points \((s,t) \in K_3\) such that \(\gamma\) is not \(C^1\) at \(s\)—which is a set of content zero—we have
\[
\begin{vmatrix}
\frac{\partial X_3}{\partial s}(s,t) & \frac{\partial X_3}{\partial t}(s,t) \\
\frac{\partial Y_3}{\partial s}(s,t) & \frac{\partial Y_3}{\partial t}(s,t)
\end{vmatrix} = \begin{vmatrix}
\gamma_1'(s) & 0 \\
\gamma_2'(s) & 0
\end{vmatrix} = 0.
\]
It therefore makes sense to define
\[ \int_{\Phi_3} R \, dx \wedge dy := 0. \]

Letting \(S := S_1 \cup S_2 \cup S_3 = \partial V\), we define
\[ \int_S R \, dx \wedge dy := \sum_{\nu=1}^3 \int_{\Phi_\nu} R \, dx \wedge dy. \]

In view of Lemma 6.7.2, we obtain:

**Corollary 6.7.3.** Let \(U \subset \mathbb{R}^3\) be open, let \(V \subset U\) be a normal domain with respect to the \(xy\)-plane with boundary \(S\), and let \(R \in C^1(U, \mathbb{R})\). Then
\[ \int_V \frac{\partial R}{\partial z} = \int_S R \, dx \wedge dy \]
holds.

Normal domains in \(\mathbb{R}^3\) can, of course, be defined with respect to all coordinate planes. If a subset of \(\mathbb{R}^3\) is a normal domain with respect to all coordinate planes, we simply speak of a normal domain.

**Theorem 6.7.4** (Gauß’ Theorem). Let \(U \subset \mathbb{R}^3\) be open, let \(V \subset U\) be a normal domain with boundary \(S\), and let \(f \in C^1(U, \mathbb{R}^3)\). Then
\[ \int_S f \cdot n \, d\sigma = \int_V \text{div } f \]
holds.

**Proof.** Let \(f = Pi + Qj + Rk\). By Corollary 6.7.3, we have
\[ \int_S R \, dx \wedge dy = \int_V \frac{\partial R}{\partial z}. \] (6.26)

Analogous considerations yield
\[ \int_S Q \, dz \wedge dx = \int_V \frac{\partial Q}{\partial y}. \] (6.27)
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and
\[ \int_S P \, dy \wedge dz = \int_V \frac{\partial P}{\partial x}. \tag{6.28} \]

Adding (6.26), (6.27), and (6.28), we obtain
\[
\int_S f \cdot n \, d\sigma = \int_S P \, dy \wedge dz + Q \, dz \wedge dx + R \, dx \wedge dy
\]
\[ = \int_V \frac{\partial P}{\partial x} + \frac{\partial Q}{\partial y} + \frac{\partial R}{\partial z} \]
\[ = \int_V \text{div} \, f. \]

This proves Gauß’ Theorem. \qed

**Examples.**

1. Let

\[ V = \left\{ (x, y, z) \in \mathbb{R}^3 : x^2 + y^2 + z^2 \leq \frac{49}{\pi^2} \right\}, \]

and let
\[ f(x, y, z) := \left( \arctan(yz) + e^{\sin y}, \log(2 + \cos(xz)), \frac{1}{1 + x^2 y^2} \right). \]

Then Gauß’ theorem yields that
\[ \int_S f \cdot n \, d\sigma = \int_V \text{div} \, f = \int_V 0 = 0. \]

2. Let \( S \) be the closed unit sphere in \( \mathbb{R}^3 \). Then
\[
\int_S 2xy \, dy \wedge dz - y^2 \, dz \wedge dx + z^3 \, dx \wedge dy = \int_S (2xy, -y^2, z^3) \cdot n(x, y, z) \, d\sigma
\]
is difficult—if not impossible—to compute just using the definition of a surface integral. With Gauß’ Theorem, however, the task becomes relatively easy. Let
\[ f(x, y, z) := (2xy, -y^2, z^3) \]
for \((x, y, z) \in \mathbb{R}^3\), so that
\[ (\text{div} \, f)(x, y, z) = 2y - 2y + 3z^2 = 3z^2. \]

By Gauß’ theorem, we have
\[ \int_S f \cdot n \, d\sigma = \int_V \text{div} \, f = 3 \int_V z^2, \]
where \( V \) is the closed unit ball in \( \mathbb{R}^3 \). Passing to spherical coordinates and applying Fubini’s theorem, we obtain

\[
\int_V z^2 = \int_{[0,1] \times [0,2\pi] \times [-\pi/2,\pi/2]} r^4 (\sin \sigma)^2 (\cos \sigma) dV
\]

\[
= 2\pi \int_0^1 \left( r^4 \int_{-\pi/2}^{\pi/2} (\sin \sigma)^2 (\cos \sigma) d\sigma \right) dr
\]

\[
= 2\pi \int_0^1 r^4 \left( \int_{-1}^1 u^2 du \right) dr
\]

\[
= 2\pi \int_0^1 \frac{2}{3} r^4 dr
\]

\[
= \frac{4\pi}{15}.
\]

It follows that

\[
\int_S f \cdot n \, d\sigma = \int_V \text{div } f = 3 \int_V z^2 = \frac{4}{5} \pi.
\]

**Exercises**

1. Let \( S \) be the surface of the ball centered at \((0,0,0)\) with radius \( r > 0 \). Compute

\[
\int_S x^3 dy \wedge dz + y^3 dz \wedge dx + z^3 dx \wedge dy.
\]

2. Let \( V \) be the closed unit ball in \( \mathbb{R}^3 \), and let \( S := \partial V \). Compute

\[
\int_S (2xy, -y^2, z^3) \cdot n(x,y,z) \, d\sigma,
\]

where \( n \) is the outward pointing unit normal vector on \( S \), and \( d\sigma \) denotes integration with respect to surface area.

3. Let \( V \) be a normal domain with boundary \( S \) such that \( N \neq 0 \) on \( S \) throughout, and let \( f \) and \( g \) be \( \mathbb{R} \)-valued \( C^2 \)-functions on an open set containing \( V \).
   
   (a) Prove Green’s First Formula:

\[
\int_V (\nabla f) \cdot (\nabla g) + \int_V f \Delta g = \int_S f D_n g \, d\sigma.
\]

(b) Prove Green’s Second Formula:

\[
\int_V (f \Delta g - g \Delta f) = \int_S (f D_n g - g D_n f) \, d\sigma.
\]

(Hint for (a): Apply Gauß’ Theorem to the vector field \( f \nabla g \).)
4. Let \( \emptyset \neq U \subset \mathbb{R}^3 \) be open, and suppose that \( f \in C^2(U, \mathbb{R}) \) is harmonic, i.e., satisfies \( \Delta f = 0 \). Let \( V \subset U \), \( S \) and \( n \) be as in the previous problem. Show that

\[
\int_S D_n f \, d\sigma = 0 \quad \text{and} \quad \int_S f D_n f \, d\sigma = \int_V \| \nabla f \|^2.
\]
Chapter 7

Infinite Series and Improper Integrals

7.1 Infinite Series

Consider
\[ \sum_{n=0}^{\infty} (-1)^n = \begin{cases} (1 - 1) + (1 - 1) + \cdots & = 0, \\ 1 + (-1 + 1) + (-1 + 1) + \cdots & = 1. \end{cases} \]

Which value is correct?

Definition 7.1.1. Let \((a_n)_{n=1}^{\infty}\) be a sequence in \(\mathbb{R}\). Then the sequence \((s_n)_{n=1}^{\infty}\) with \(s_n := \sum_{k=1}^{n} a_k\) for \(n \in \mathbb{N}\) is called an (infinite) series and denoted by \(\sum_{n=1}^{\infty} a_n\); the terms \(s_n\) of that sequence are called the partial sums of \(\sum_{n=1}^{\infty} a_n\). We say that the series \(\sum_{n=1}^{\infty} a_n\) converges if \(\lim_{n \to \infty} s_n\) exists; this limit is then also denoted by \(\sum_{n=1}^{\infty} a_n\).

Hence, the symbol \(\sum_{n=1}^{\infty} a_n\) stands both for the sequence \((s_n)_{n=1}^{\infty}\) as well as—if that sequence converges—for its limit.

Since infinite series are nothing but particular sequences, all we know about sequences can be applied to series. For example:

Proposition 7.1.2. Let \(\sum_{n=1}^{\infty} a_n\) and \(\sum_{n=1}^{\infty} b_n\) be convergent series, and let \(\alpha, \beta \in \mathbb{R}\). Then \(\sum_{n=1}^{\infty} (\alpha a_n + \beta b_n)\) converges and satisfies
\[ \sum_{n=1}^{\infty} (\alpha a_n + \beta b_n) = \alpha \sum_{n=1}^{\infty} a_n + \beta \sum_{n=1}^{\infty} b_n. \]
Proof. The limit laws yield
\[
\alpha \sum_{n=1}^{\infty} a_n + \beta \sum_{n=1}^{\infty} b_n = \alpha \lim_{n \to \infty} \sum_{k=1}^{n} a_k + \beta \lim_{n \to \infty} \sum_{k=1}^{n} b_k
\]
\[
= \lim_{n \to \infty} \sum_{k=1}^{n} (\alpha a_k + \beta b_k)
\]
\[
= \sum_{n=1}^{\infty} (\alpha a_n + \beta b_n).
\]
This proves the claim. \qed

Here are a few examples:

Examples. 1. **Harmonic Series.** For \( n \in \mathbb{N} \), let \( a_n := \frac{1}{n} \), so that
\[
s_{2n} - s_{n} = \sum_{k=n+1}^{2n} \frac{1}{k} \geq \sum_{k=n+1}^{2n} \frac{1}{2n} = \frac{1}{2}.
\]
Hence, \( (s_n)_{n=1}^{\infty} \) is not a Cauchy sequence, so that \( \sum_{n=1}^{\infty} \frac{1}{n} \) diverges.

2. **Geometric Series.** Let \( \theta \neq 1 \), and let \( a_n := \theta^n \) for \( n \in \mathbb{N}_0 \). We obtain for \( n \in \mathbb{N}_0 \) that
\[
s_n - \theta s_n = \sum_{k=0}^{n} \theta^k - \sum_{k=0}^{n} \theta^{k+1} = \sum_{k=0}^{n} \theta^k - \sum_{k=1}^{n+1} \theta^k = 1 - \theta^{n+1},
\]
i.e.,
\[
(1 - \theta) s_n = 1 - \theta^{n+1}
\]
and therefore
\[
s_n = \frac{1 - \theta^{n+1}}{1 - \theta}.
\]
Hence, \( \sum_{n=0}^{\infty} \theta^n \) diverges if \( |\theta| \geq 1 \), whereas \( \sum_{n=0}^{\infty} \theta^n = \frac{1}{1-\theta} \) if \( |\theta| < 1 \).

**Proposition 7.1.3.** Let \( (a_n)_{n=1}^{\infty} \) be a sequence of non-negative reals. Then \( \sum_{n=1}^{\infty} a_n \) converges if and only if \( (s_n)_{n=1}^{\infty} \) is a bounded sequence.

**Proof.** Since \( a_n \geq 0 \) for \( n \in \mathbb{N} \), we have \( s_{n+1} = s_n + a_{n+1} \geq s_n \). It follows that \( (s_n)_{n=1}^{\infty} \) is an increasing sequence, which is convergent if and only if it is bounded. \( \square \)

If \( (a_n)_{n=1}^{\infty} \) is a sequence of non-negative reals, we write \( \sum_{n=1}^{\infty} a_n < \infty \) if the series converges and \( \sum_{n=1}^{\infty} a_n = \infty \) otherwise.

**Examples.** 1. As we have just seen, \( \sum_{n=1}^{\infty} \frac{1}{n} = \infty \) holds.
2. We claim that \( \sum_{n=1}^{\infty} \frac{1}{n^2} < \infty \). To see this, let \( a_n := \frac{1}{n(n+1)} \) for \( n \in \mathbb{N} \), so that

\[
a_n = \frac{1}{n} - \frac{1}{n+1}.
\]

It follows that

\[
\sum_{k=1}^{n} a_k = \sum_{k=1}^{n} \left( \frac{1}{k} - \frac{1}{k+1} \right) = 1 - \frac{1}{n+1} \rightarrow 1,
\]

so that \( \sum_{n=1}^{\infty} a_n < \infty \). Since

\[
\sum_{k=1}^{n} \frac{1}{k^2} = 1 + \sum_{k=2}^{n} \frac{1}{k^2} \leq 1 + \sum_{k=2}^{n} \frac{1}{k(k-1)} = 1 + \sum_{k=1}^{n-1} a_k,
\]

this means that \( \sum_{n=1}^{\infty} \frac{1}{n^2} < \infty \).

The following is an immediate consequence of the Cauchy Criterion for convergent sequences:

**Theorem 7.1.4** (Cauchy criterion). The infinite series \( \sum_{n=1}^{\infty} a_n \) converges if, for each \( \epsilon > 0 \), there is \( n_\epsilon \in \mathbb{N} \) such that, for all \( n, m \in \mathbb{N} \) with \( n \geq m \geq n_\epsilon \), we have

\[
\left| \sum_{k=m+1}^{n} a_k \right| < \epsilon.
\]

**Corollary 7.1.5.** Suppose that the infinite series \( \sum_{n=1}^{\infty} a_n \) converges. Then \( \lim_{n \to \infty} a_n = 0 \) holds.

**Proof.** Let \( \epsilon > 0 \), and let \( n_\epsilon \in \mathbb{N} \) be as in the Cauchy Criterion. It follows that

\[
|a_{n+1}| = \left| \sum_{k=n+1}^{n+1} a_k \right| < \epsilon
\]

for all \( n \geq n_\epsilon \). \( \square \)

**Examples.**

1. The series \( \sum_{n=0}^{\infty} (-1)^n \) diverges.

2. The series \( \sum_{n=1}^{\infty} \frac{1}{n} \) also diverges even though \( \lim_{n \to \infty} \frac{1}{n} = 0 \).

**Definition 7.1.6.** A series \( \sum_{n=1}^{\infty} a_n \) is said to be **absolutely convergent** if \( \sum_{n=1}^{\infty} |a_n| < \infty \).

**Example.** For \( \theta \in (-1, 1) \), the geometric series \( \sum_{n=0}^{\infty} \theta^n \) converges absolutely.

**Proposition 7.1.7.** Let \( \sum_{n=1}^{\infty} a_n \) be an absolutely convergent series. Then \( \sum_{n=1}^{\infty} a_n \) converges.
Proof. Let \( \epsilon > 0 \). The Cauchy Criterion for \( \sum_{n=1}^{\infty} |a_n| \) yields \( n_\epsilon \in \mathbb{N} \) such that
\[
\sum_{k=m+1}^{n} |a_k| < \epsilon
\]
for \( n \geq m \geq n_\epsilon \). Since
\[
\left| \sum_{k=m+1}^{n} a_k \right| \leq \sum_{k=m+1}^{n} |a_k| < \epsilon
\]
for \( n \geq m \geq n_\epsilon \), the convergence of \( \sum_{n=1}^{\infty} a_n \) follows from the Cauchy Criterion (this time applied to \( \sum_{n=1}^{\infty} a_n \)).

Proposition 7.1.8. Let \( \sum_{n=1}^{\infty} a_n \) and \( \sum_{n=1}^{\infty} b_n \) be absolutely convergent series, and let \( \alpha, \beta \in \mathbb{R} \). Then \( \sum_{n=1}^{\infty} (\alpha a_n + \beta b_n) \) is also absolutely convergent.

Proof. Since both \( \sum_{n=1}^{\infty} a_n \) and \( \sum_{n=1}^{\infty} b_n \) converge absolutely, we have for \( n \in \mathbb{N} \) that
\[
\sum_{k=1}^{n} |\alpha a_k + \beta b_k| \leq |\alpha| \sum_{k=1}^{n} |a_k| + |\beta| \sum_{k=1}^{n} |b_k| \leq |\alpha| \sum_{k=1}^{\infty} |a_k| + |\beta| \sum_{k=1}^{\infty} |b_k|.
\]
Hence, the increasing sequence \( (\sum_{k=1}^{n} |\alpha a_k + \beta b_k|)_{n=1}^{\infty} \) is bounded and therefore convergent.

Is the converse also true?

Theorem 7.1.9 (Alternating Series Test). Let \( (a_n)_{n=1}^{\infty} \) be a decreasing sequence of non-negative reals such that \( \lim_{n \to \infty} a_n = 0 \). Then \( \sum_{n=1}^{\infty} (-1)^{n-1} a_n \) converges.

Proof. For \( n \in \mathbb{N} \), let
\[
s_n := \sum_{k=1}^{n} (-1)^{k-1} a_k.
\]
It follows that
\[
s_{2n+2} - s_{2n} = -a_{2n+2} + a_{2n+1} \geq 0
\]
for \( n \in \mathbb{N} \), i.e., the sequence \( (s_{2n})_{n=1}^{\infty} \) increases. In a similar way, we obtain that the sequence \( (s_{2n-1})_{n=1}^{\infty} \) decreases. Since
\[
s_{2n} = s_{2n-1} - a_{2n} \leq s_{2n-1}
\]
for \( n \in \mathbb{N} \), we see that the sequences \( (s_{2n})_{n=1}^{\infty} \) and \( (s_{2n-1})_{n=1}^{\infty} \) both converge.

Let \( s := \lim_{n \to \infty} s_{2n-1} \). We will show that \( s = \sum_{n=1}^{\infty} (-1)^{n-1} a_n \).

Let \( \epsilon > 0 \). Then there is \( n_1 \in \mathbb{N} \) such that
\[
\left| \sum_{k=1}^{2n-1} (-1)^{k-1} a_k - s \right| < \frac{\epsilon}{2}
\]

for all \( n \geq n_1 \). Since \( \lim_{n \to \infty} a_n = 0 \), there is \( n_2 \in \mathbb{N} \) such that \( |a_n| < \frac{\epsilon}{2} \) for all \( n \geq n_2 \).

Let \( n_\epsilon := \max\{2n_1, n_2\} \), and let \( n \geq n_\epsilon \).

**Case 1:** \( n \) is odd, i.e., \( n = 2m - 1 \) with \( m \in \mathbb{N} \). Since \( n > 2n_1 \), it follows that \( m \geq n_1 \), so that
\[
|s_n - s| = |s_{2m-1} - s| < \frac{\epsilon}{2} < \epsilon.
\]

**Case 2:** \( n \) is even, i.e. \( n = 2m \) with \( m \in \mathbb{N} \), so that necessarily \( m \geq n_1 \). We obtain
\[
|s_n - s| = |s_{2m-1} - a_n - s| \leq \left| s_{2m-1} - s \right| + |a_n| < \frac{\epsilon}{2} + \frac{\epsilon}{2} < \epsilon.
\]

This completes the proof. \( \square \)

**Example.** The alternating harmonic series \( \sum_{n=1}^{\infty} (-1)^{n-1} \frac{1}{n} \) is convergent by the alternating series test, but it is not absolutely convergent.

**Theorem 7.1.10 (Comparison Test).** Let \( (a_n)_{n=1}^{\infty} \) and \( (b_n)_{n=1}^{\infty} \) be sequences in \( \mathbb{R} \) such that \( b_n \geq 0 \) for all \( n \in \mathbb{N} \).

(i) Suppose that \( \sum_{n=1}^{\infty} b_n < \infty \) and that there is \( n_0 \in \mathbb{N} \) such that \( |a_n| \leq b_n \) for \( n \geq n_0 \).

Then \( \sum_{n=1}^{\infty} a_n \) converges absolutely.

(ii) Suppose that \( \sum_{n=1}^{\infty} b_n = \infty \) and that there is \( n_0 \in \mathbb{N} \) such that \( a_n \geq b_n \) for \( n \geq n_0 \).

Then \( \sum_{n=1}^{\infty} a_n \) diverges.

**Proof.** (i): Let \( n \geq n_0 \), and note that
\[
\sum_{k=1}^{n} |a_k| = \sum_{k=1}^{n_0-1} |a_k| + \sum_{k=n_0}^{n} |a_k| \leq \sum_{k=1}^{n_0-1} |a_k| + \sum_{k=n_0}^{n} b_k \leq \sum_{k=1}^{n_0-1} |a_k| + \sum_{k=1}^{\infty} b_k.
\]

Hence, the sequence \( (\sum_{k=1}^{n} |a_k|)_{n=1}^{\infty} \) is bounded, i.e. \( \sum_{n=1}^{\infty} a_n \) converges absolutely.

(ii): Let \( n \geq n_0 \), and note that
\[
\sum_{k=1}^{n} a_k = \sum_{k=1}^{n_0-1} a_k + \sum_{k=n_0}^{n} a_k \geq 0 \geq \sum_{k=1}^{n_0-1} a_k + \sum_{k=n_0}^{n} b_k.
\]

Since \( \sum_{n=1}^{\infty} b_n = \infty \), it follows that that \( (\sum_{k=1}^{n} a_k)_{n=1}^{\infty} \) is unbounded and thus divergent. \( \square \)

**Examples.** 1. Let \( p \in \mathbb{R} \). Then
\[
\sum_{n=1}^{\infty} \frac{1}{n^p} \begin{cases} 
\text{diverges if } p \leq 1, \\
\text{converges if } p \geq 2.
\end{cases}
\]
2. Since
\[ \left| \frac{\sin(n^{2018})}{4n^2 + \cos(e^{13})} \right| \leq \frac{1}{3n^2} \]
for \( n \in \mathbb{N} \), and since \( \sum_{n=1}^{\infty} \frac{1}{3n^2} < \infty \), it follows that \( \sum_{n=1}^{\infty} \frac{\sin(n^{2018})}{4n^2 + \cos(e^{13})} \) converges absolutely.

**Corollary 7.1.11** (Limit Comparison Test). Let \((a_n)_{n=1}^{\infty}\) and \((b_n)_{n=1}^{\infty}\) be sequences in \( \mathbb{R} \) such that \( b_n \geq 0 \) for all \( n \in \mathbb{N} \).

(i) Suppose that \( \sum_{n=1}^{\infty} b_n < \infty \) and that \( \lim_{n \to \infty} \frac{|a_n|}{b_n} \) exists (and is finite). Then \( \sum_{n=1}^{\infty} a_n \) converges absolutely.

(ii) Suppose that \( \sum_{n=1}^{\infty} b_n = \infty \) and that \( \lim_{n \to \infty} \frac{a_n}{b_n} \) exists and is strictly positive (possibly infinite). Then \( \sum_{n=1}^{\infty} a_n \) diverges.

*Proof.* (i): There is \( C \geq 0 \) such that \( \frac{|a_n|}{b_n} \leq C \) for all \( n \in \mathbb{N} \), i.e., \( |a_n| \leq Cb_n \). The claim then follows from the Comparison Test.

(ii): Let \( n_0 \in \mathbb{N} \) and \( \delta > 0 \) be such that \( \frac{a_n}{b_n} > \delta \) for \( n \geq n_0 \), i.e. \( a_n \geq \delta b_n \). The claim follows again from the comparison test. \( \square \)

**Examples.** 1. Let
\[ a_n := \frac{4n+1}{6n^2+7n} \quad \text{and} \quad b_n := \frac{1}{n} \]
for \( n \in \mathbb{N} \). Since
\[ \frac{a_n}{b_n} = \frac{4n^2+n}{6n^2+7n} \to \frac{2}{3} > 0, \]
and since \( \sum_{n=1}^{\infty} \frac{1}{n} = \infty \), it follows that \( \sum_{n=1}^{\infty} \frac{4n+1}{6n^2+7n} \) diverges.

2. Let
\[ a_n := \frac{17n \cos(n)}{n^4+49n^2-16n+7} \quad \text{and} \quad b_n := \frac{1}{n^2} \]
for \( n \in \mathbb{N} \). Since
\[ \frac{|a_n|}{b_n} = \frac{17n^3|\cos(n)|}{n^4+49n^2-16n+7} \to 0, \]
and since \( \sum_{n=1}^{\infty} \frac{1}{n^2} < \infty \), it follows that \( \sum_{n=1}^{\infty} \frac{17n \cos(n)}{n^4+49n^2-16n+7} \) converges absolutely.

**Theorem 7.1.12** (Ratio Test). Let \((a_n)_{n=1}^{\infty}\) be a sequence in \( \mathbb{R} \).

(i) Suppose that there are \( n_0 \in \mathbb{N} \) and \( \theta \in (0,1) \) such that \( a_n \neq 0 \) and \( \frac{|a_{n+1}|}{|a_n|} \leq \theta \) for \( n \geq n_0 \). Then \( \sum_{n=1}^{\infty} a_n \) converges absolutely.

(ii) Suppose that there are \( n_0 \in \mathbb{N} \) and \( \theta > 1 \) such that \( a_n \neq 0 \) and \( \frac{|a_{n+1}|}{|a_n|} \geq \theta \) for \( n \geq n_0 \). Then \( \sum_{n=1}^{\infty} a_n \) diverges.
Proof. (i): Since $|a_{n+1}| \leq |a_n| \theta$ for $n \geq n_0$, it follows by induction that

$$|a_n| \leq \theta^{n-n_0} |a_{n_0}|$$

for those $n$. Since $\theta \in (0, 1)$, the series $\sum_{n=n_0}^\infty |a_{n_0}| \theta^{n-n_0}$ converges. The comparison test yields the convergence of $\sum_{n=n_0}^\infty |a_n|$ and thus of $\sum_{n=1}^\infty |a_n|$.

(ii): Since $|a_{n+1}| \geq \theta |a_n| \theta$ for $n \geq n_0$, it follows by induction that

$$|a_n| \geq \theta^{n-n_0} |a_{n_0}|$$

for those $n$. Consequently, $(a_n)_{n=1}^\infty$ is unbounded (and thus does not converge to zero), so that $\sum_{n=1}^\infty a_n$ diverges. \qed

Corollary 7.1.13 (Limit Ratio Test). Let $(a_n)_{n=1}^\infty$ be a sequence in $\mathbb{R}$ such that $a_n \neq 0$ for all but finitely many $n \in \mathbb{N}$.

(i) Then $\sum_{n=1}^\infty a_n$ converges absolutely if $\lim_{n \to \infty} \frac{|a_{n+1}|}{|a_n|} < 1$.

(ii) Then $\sum_{n=1}^\infty a_n$ diverges if $\lim_{n \to \infty} \frac{|a_{n+1}|}{|a_n|} > 1$.

Example. Let $x \in \mathbb{R} \setminus \{0\}$, and let $a_n := \frac{x^n}{n!}$ for $n \in \mathbb{N}$. It follows that

$$\frac{a_{n+1}}{a_n} = \frac{x^{n+1}}{(n+1)!} \frac{n!}{x^n} = \frac{x}{n} \to 0.$$ 

Consequently, $\sum_{n=0}^\infty \frac{x^n}{n!}$ converges for all $x \in \mathbb{R}$.

If $\lim_{n \to \infty} \frac{|a_{n+1}|}{|a_n|} = 1$, nothing can be said about the convergence of $\sum_{n=1}^\infty a_n$:

- if $a_n := \frac{1}{n}$ for $n \in \mathbb{N}$, then $\frac{a_{n+1}}{a_n} = \frac{n}{n+1} \to 1$,

  and $\sum_{n=1}^\infty \frac{1}{n}$ diverges;

- if $a_n := \frac{1}{n^2}$ for $n \in \mathbb{N}$, then $\frac{a_{n+1}}{a_n} = \frac{n^2}{(n+1)^2} \to 1$,

  and $\sum_{n=1}^\infty \frac{1}{n^2}$ converges.

Theorem 7.1.14 (Root Test). Let $(a_n)_{n=1}^\infty$ be a sequence in $\mathbb{R}$.

(i) Suppose that there are $n_0 \in \mathbb{N}$ and $\theta \in (0, 1)$ such that $\sqrt[n]{|a_n|} \leq \theta$ for $n \geq n_0$. Then $\sum_{n=1}^\infty a_n$ converges absolutely.

(ii) Suppose that there are $n_0 \in \mathbb{N}$ and $\theta \geq 1$ such that $\sqrt[n]{|a_n|} \geq \theta$ for $n \geq n_0$. Then $\sum_{n=1}^\infty a_n$ diverges.
Proof. (i): This follows immediately from the comparison test because \(|a_n| \leq \theta^n\) for
\(n \geq n_0\).

(ii): This is also clear because \(|a_n| \geq \theta^n\) for \(n \geq n_0\), so that \(a_n \neq 0\).

\(\square\)

**Corollary 7.1.15 (Limit Root Test).** Let \(\{a_n\}_{n=1}^{\infty}\) be a sequence in \(\mathbb{R}\).

(i) Then \(\sum_{n=1}^{\infty} a_n\) converges absolutely if \(\lim_{n \to \infty} \sqrt[n]{|a_n|} < 1\).

(ii) Then \(\sum_{n=1}^{\infty} a_n\) diverges if \(\lim_{n \to \infty} \sqrt[n]{|a_n|} > 1\).

**Example.** For \(n \in \mathbb{N}\), let
\[
a_n := \frac{2 + (-1)^n}{2n-1}.
\]

It follows that
\[
a_{n+1} = \frac{2 + (-1)^{n+1}}{2n} \quad \frac{2^{n-1}}{2 + (-1)^n} = \frac{1 - (-1)^n}{2} = \frac{1}{2} - \frac{(-1)^n}{2} = \begin{cases} \frac{1}{2}, & \text{if } n \text{ is even,} \\ \frac{3}{2}, & \text{if } n \text{ is odd.} \end{cases}
\]

Hence, the ratio test is inconclusive. However, we have
\[
\sqrt[n]{\frac{2 + (-1)^n}{2n}} = \sqrt[n]{\frac{2}{2n}} \leq \frac{\sqrt{6}}{2} \to \frac{1}{2}.
\]

Hence, there is \(n_0 \in \mathbb{N}\) such that \(\sqrt[n]{|a_n|} < \frac{2}{3}\) for \(n \geq n_0\). Hence, \(\sum_{n=1}^{\infty} \frac{2 + (-1)^n}{2n-1}\) converges absolutely by the root test.

**Theorem 7.1.16.** Let \(\sum_{n=1}^{\infty} a_n\) be absolutely convergent. Then \(\sum_{n=1}^{\infty} a_{\sigma(n)}\) converges absolutely for each bijective \(\sigma : \mathbb{N} \to \mathbb{N}\) such that \(\sum_{n=1}^{\infty} a_n = \sum_{n=1}^{\infty} a_{\sigma(n)}\).

**Proof.** Let \(\varepsilon > 0\), and choose \(n_0 \in \mathbb{N}\) such that \(\sum_{n=n_0}^{\infty} |a_n| < \varepsilon/2\). Set \(x := \sum_{n=1}^{\infty} a_n\). It follows that
\[
|a_n| < \varepsilon/2.
\]

Let \(\sigma : \mathbb{N} \to \mathbb{N}\) be bijective. Choose \(n_\varepsilon \in \mathbb{N}\) large enough, so that \(\{1, \ldots, n_0 - 1\} \subset \{\sigma(1), \ldots, \sigma(n_\varepsilon)\}\). For \(m \geq n_\varepsilon\), we then have
\[
\sum_{n=1}^{m} a_{\sigma(n)} - x \leq \sum_{n=1}^{m} a_{\sigma(n)} - \sum_{n=1}^{n_0-1} a_n + \sum_{n=n_0}^{m} a_n - x \leq \sum_{n=n_0}^{\infty} |a_n| + \frac{\varepsilon}{2} < \varepsilon.
\]

Consequently, \(\sum_{n=1}^{\infty} a_{\sigma(n)}\) converges to \(x\) as well. The same argument, applied to the series \(\sum_{n=1}^{\infty} |a_n|\), yields the absolute convergence of \(\sum_{n=1}^{\infty} a_{\sigma(n)}\).

\(\square\)

**Theorem 7.1.17.** Let \(\sum_{n=1}^{\infty} a_n\) be convergent, but not absolutely convergent, and let \(x \in \mathbb{R}\). Then there is a bijective map \(\sigma : \mathbb{N} \to \mathbb{N}\) such that \(\sum_{n=1}^{\infty} a_{\sigma(n)} = x\).
Proof. Without loss of generality, let \( a_n \neq 0 \) for \( n \in \mathbb{N} \). We denote by \( b_1, b_2, \ldots \) the positive terms of \( (a_n)_{n=1}^{\infty} \), and by \( c_1, c_2, \ldots \) its negative terms. It follows that \( \lim_{n \to \infty} b_n = \lim_{n \to \infty} c_n = 0 \) and
\[
\sum_{n=1}^{\infty} b_n = \sum_{n=1}^{\infty} (-c_n) = \infty.
\]

Choose \( m_1 \in \mathbb{N} \) minimal such that
\[
\sum_{n=1}^{m_1} b_n > x.
\]

Then, choose \( m_2 \in \mathbb{N} \) minimal such that
\[
\sum_{n=1}^{m_1} b_n + \sum_{n=1}^{m_2} c_n < x.
\]

Now, choose \( m_3 \in \mathbb{N} \) minimal such that
\[
\sum_{n=1}^{m_1} b_n + \sum_{n=1}^{m_2} c_n + \sum_{n=m_1+1}^{m_3} b_n > x,
\]
and then \( m_4 \in \mathbb{N} \) minimal such that
\[
\sum_{n=1}^{m_1} b_n + \sum_{n=1}^{m_2} c_n + \sum_{n=m_1+1}^{m_3} b_n + \sum_{n=m_2+1}^{m_4} c_n < x.
\]

Continuing in this fashion, we obtain a rearrangement of \( \sum_{n=1}^{\infty} a_n \).

Let \( m \in \mathbb{N} \). Then the \( m \)-th partial sum \( s_m \) of the rearranged series is either
\[
\sum_{n=1}^{m_1} b_n + \sum_{n=1}^{m_1} c_n + \sum_{n=m_1+1}^{m} b_n \tag{7.1}
\]
or
\[
\sum_{n=1}^{m_1} b_n + \sum_{n=1}^{m_1} c_n + \sum_{n=m_1+1}^{m} c_n \tag{7.2}
\]
for some \( k \). Suppose that \( k \) is odd, i.e. \( s_m \) is of the form (7.1). If \( m = m_k+2 \), the minimality of \( m_k+2 \) yields
\[
|x - s_m| = \left| x - \sum_{n=1}^{m_1} b_n + \sum_{n=1}^{m_1} c_n + \sum_{n=m_1+1}^{m} b_n \right| \leq b_{m_k+2};
\]
if \( m < m_k+2 \), we obtain
\[
|x - s_m| = \left| x - \sum_{n=1}^{m_1} b_n + \sum_{n=1}^{m_1} c_n + \sum_{n=m_1+1}^{m} b_n \right| \leq -c_{m_k+1}.
\]
In a similar vein, we treat the case where $k$ is even, i.e. if $s_m$ is of the form (7.2). No matter which of the two cases (7.1) or (7.2) is given, we obtain the estimate

$$|x - s_m| \leq \max\{b_{m_{k+2}}, -c_{m_{k+1}}, -c_{m_{k+2}}, b_{m_{k+1}}\}.$$ 

Since $\lim_{n \to \infty} b_n = \lim_{n \to \infty} c_n = 0$, this implies that $x = \lim_{m \to \infty} s_m$. \hfill \Box

Remark. An inspection of the proof shows that we can choose $\sigma$ such that $\sum_{n=1}^{\infty} a_{\sigma(n)} = \pm \infty$ as well.

**Theorem 7.1.18 (Cauchy Product).** Suppose that $\sum_{n=0}^{\infty} a_n$ and $\sum_{n=0}^{\infty} b_n$ converge absolutely. Then $\sum_{n=0}^{\infty} \sum_{k=0}^{n} a_k b_{n-k}$ converges absolutely such that

$$\sum_{n=0}^{\infty} \sum_{k=0}^{n} a_k b_{n-k} = \left( \sum_{n=0}^{\infty} a_n \right) \left( \sum_{n=0}^{\infty} b_n \right).$$

**Proof.** For notational simplicity, let

$$c_n := \sum_{k=0}^{n} a_k b_{n-k} \quad \text{and} \quad C_n := \sum_{k=0}^{n} c_k$$

for $n \in \mathbb{N}_0$; moreover, define

$$A := \sum_{k=0}^{\infty} a_k \quad \text{and} \quad B := \sum_{k=0}^{\infty} b_k.$$

We first claim that $\lim_{n \to \infty} C_n = AB$. To see this, define for $n \in \mathbb{N}_0$,

$$D_n := \left( \sum_{k=0}^{n} a_k \right) \left( \sum_{k=0}^{n} b_k \right),$$

so that $\lim_{n \to \infty} D_n = AB$. It is therefore sufficient to show that $\lim_{n \to \infty} (D_n - C_n) = 0$. First note that, for $n \in \mathbb{N}_0$,

$$C_n = \sum_{k=0}^{n} \sum_{j=0}^{k} a_j b_{k-j} = \sum_{0 \leq j,l \leq n} a_l b_j$$

and

$$D_n = \sum_{0 \leq j,l \leq n} a_l b_j,$$

so that

$$D_n - C_n = \sum_{0 \leq j,l \leq n} a_l b_j.$$
For \( n \in \mathbb{N}_0 \), let
\[
P_n := \left( \sum_{k=0}^{n} |a_k| \right) \left( \sum_{k=0}^{n} |b_k| \right).
\]

The absolute convergence of \( \sum_{n=0}^{\infty} a_n \) and \( \sum_{n=0}^{\infty} b_n \), yields the convergence of \( (P_n)_{n=0}^{\infty} \).

Let \( \epsilon > 0 \), and choose \( n_\epsilon \in \mathbb{N} \) such that \( |P_n - P_{n_\epsilon}| < \epsilon \) for \( n \geq n_\epsilon \). Let \( n \geq 2n_\epsilon \); it follows that
\[
|D_n - C_n| \leq \sum_{0 \leq j, l \leq n \atop j + l > 2n_\epsilon} |a_j b_l|
\leq \sum_{0 \leq j, l \leq n \atop j + l > 2n_\epsilon} |a_j b_l|
\leq \sum_{0 \leq j, l \leq n \atop j > n_\epsilon \text{ or } l > n_\epsilon} |a_j b_l|
= P_n - P_{n_\epsilon}
< \epsilon.
\]

Hence, we obtain \( \lim_{n \to \infty} (D_n - C_n) = 0 \).

To show that \( \sum_{n=0}^{\infty} c_n \) converges, let \( \tilde{c}_n := \sum_{k=0}^{n} |a_k b_{n-k}| \). An argument analogous to the first part of the proof yields the convergence of \( \sum_{n=0}^{\infty} \tilde{c}_n \). The absolute convergence of \( \sum_{n=0}^{\infty} c_n \) then follows from the comparison test.

**Example.** For \( x \in \mathbb{R} \), define
\[
\exp(x) := \sum_{n=0}^{\infty} \frac{x^n}{n!};
\]
we know that \( \exp(x) \) converges absolutely for all \( x \in \mathbb{R} \). Let \( x, y \in \mathbb{R} \). From the previous theorem, we obtain
\[
\exp(x) \exp(y) = \sum_{n=0}^{\infty} \sum_{k=0}^{n} \frac{x^k}{k!} \frac{y^{n-k}}{(n-k)!}
= \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{k=0}^{n} \frac{n!}{k!(n-k)!} a_k b_{n-k}
= \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{k=0}^{n} \binom{n}{k} x^k y^{n-k}
= \sum_{n=0}^{\infty} \frac{(x + y)^n}{n!}
= \exp(x + y).
\]

This identity has interesting consequence.
For instance, since
\[ 1 = \exp(0) = \exp(x - x) = \exp(x) \exp(-x) \]
for all \( x \in \mathbb{R} \), it follows that \( \exp(x) \neq 0 \) for all \( x \in \mathbb{R} \) with \( \exp(x)^{-1} = \exp(-x) \). Moreover, we have
\[ \exp(x) = \exp\left(\frac{x}{2} + \frac{x}{2}\right) = \exp\left(\frac{x}{2}\right)^2 > 0 \]
for all \( x \in \mathbb{R} \). Induction on \( n \) shows that
\[ \exp(n) = \exp(1)^n \]
for all \( n \in \mathbb{N}_0 \). It follows that
\[ \exp(q) = \exp(1)^q \]
for all \( q \in \mathbb{Q} \).

**Exercises**

1. Determine whether or not each of the following series converges or converges absolutely.
   (a) \[ \sum_{n=1}^{\infty} \frac{1}{\cos(n) + \pi}; \]
   (b) \[ \sum_{n=1}^{\infty} \frac{\cos(\pi n)}{\sqrt{n + 4}}; \]
   (c) \[ \sum_{n=1}^{\infty} \frac{(-1)^n(n + 1)}{n^3}. \]

2. Let \((a_n)_{n=1}^{\infty}\) be a decreasing sequence of non-negative real numbers. Show that \( \sum_{n=1}^{\infty} a_n \) converges if and only if \( \sum_{n=1}^{\infty} 2^n a_{2^n} \) converges.
   What can you conclude about the convergence of \( \sum_{n=1}^{\infty} \frac{1}{n^p} \) for \( p \in \mathbb{R} \)?

3. Prove or give a counterexample to the following generalization of the Alternating Series Test:
   Let \((a_n)_{n=1}^{\infty}\) be a sequence of non-negative reals such that \( \lim_{n \to \infty} a_n = 0 \).
   Then \( \sum_{n=1}^{\infty} (-1)^{n-1} a_n \) converges.
   (Hint: Try \( a_n := \left| \frac{1}{n} - \frac{(-1)^n}{\sqrt{n}} \right| \).)

4. Test the following series for convergence and absolute convergence:
   (a) \[ \sum_{n=1}^{\infty} \left(\frac{2^n}{n}\right)^{-1}; \]
\[ \sum_{\nu=42}^{\infty} \frac{7\nu^2 \cos(2018\nu^2)}{\sqrt{\nu^4 - 1}}; \]

\[ \sum_{k=4}^{\infty} \frac{(-1)^{k^3}}{\log(\sqrt{k} + \log k)}; \]

\[ \sum_{m=2}^{\infty} \frac{1}{(\log m)^p} \text{ where } p > 0. \]

5. Let \((a_n)_{n=1}^{\infty}\) be a decreasing sequence of non-negative real numbers. Show with the help of the Cauchy Criterion for infinite series that \( \lim_{n \to \infty} na_n = 0 \) if \( \sum_{n=1}^{\infty} a_n \) converges. Does the converse also hold?

6. Let \( p \) be a polynomial, and let \( \theta \in (-1, 1) \). Show that the series \( \sum_{n=1}^{\infty} p(n)\theta^n \) converges absolutely.

7. Let \( \sum_{n=1}^{\infty} a_n \) be an absolutely convergent series, and let \((\lambda_n)_{n=1}^{\infty}\) be a bounded sequence in \( \mathbb{R} \). Show that \( \sum_{n=1}^{\infty} \lambda_n a_n \) is absolutely convergent as well.

If \( \sum_{n=1}^{\infty} a_n \) is merely supposed to converge, does then \( \sum_{n=1}^{\infty} \lambda_n a_n \) necessarily converge as well?

8. Let \( p \) and \( q \) be polynomials, let \( \nu \) be the degree of \( p \), and let \( \mu \) be the degree of \( q \). Suppose that \( n_0 \) is such that \( q(n) \neq 0 \) for all \( n \geq n_0 \). Show that the series \( \sum_{n=n_0}^{\infty} \frac{p(n)}{q(n)} \) converges if and only if \( \mu - \nu \geq 2 \).

9. For \( n \in \mathbb{N}_0 \) let \( a_n := b_n := \frac{(-1)^n}{\sqrt{n+1}} \) and

\[ c_n := \sum_{k=0}^{n} a_{n-k} b_k. \]

Show that \( \sum_{n=0}^{\infty} a_n \) and \( \sum_{n=0}^{\infty} b_n \) converge whereas \( \sum_{n=0}^{\infty} c_n \) diverges.

10. The number \( e \) is defined as \( e := \lim_{n \to \infty} \left(1 + \frac{1}{n}\right)^n \). In this problem, you are asked to identify \( e \) as \( \exp(1) \) as defined in class. Proceed as follows:

(a) Show that

\[ \left(1 + \frac{1}{n}\right)^n \leq \sum_{k=0}^{n} \frac{1}{k!} \]

for \( n \in \mathbb{N} \).

(b) Show that

\[ \left(1 + \frac{1}{m}\right)^m \geq 1 + 1 + \left(1 - \frac{1}{m}\right) \frac{1}{2!} + \cdots + \left(1 - \frac{1}{m}\right) \left(1 - \frac{2}{m}\right) \cdots \left(1 - \frac{n-1}{m}\right) \frac{1}{n!} \]

for all \( n, m \in \mathbb{N} \) with \( m > n \).

(c) Conclude from (a) and (b) that \( e = \sum_{n=0}^{\infty} \frac{1}{n!} \).
7.2 Improper Riemann Integrals

What is
\[ \int_{0}^{1} \frac{1}{\sqrt{x}} \, dx \]?

Since \( \frac{d}{dx} 2\sqrt{x} = \frac{1}{\sqrt{x}} \), it is tempting to argue that
\[ \int_{0}^{1} \frac{1}{\sqrt{x}} \, dx = 2\sqrt{x}\bigg|_{0}^{1} = 2. \]

However:

- \( \frac{1}{\sqrt{x}} \) is not defined at 0;
- \( \frac{1}{\sqrt{x}} \) is unbounded on \((0,1]\) and thus cannot be extended to \([0,1]\) as a Riemann-integrable function.

Hence, the fundamental theorem of calculus is not applicable.

What can be done?

Let \( \epsilon > 0 \). Since \( \frac{1}{\sqrt{x}} \) is continuous on \( \epsilon, 1 \], the fundamental theorem yields (correctly) that
\[ \int_{\epsilon}^{1} \frac{1}{\sqrt{x}} \, dx = 2\sqrt{x}\bigg|_{\epsilon}^{1} = 2(1 - \sqrt{\epsilon}). \]

It therefore makes sense to define
\[ \int_{0}^{1} \frac{1}{\sqrt{x}} \, dx := \lim_{\epsilon \downarrow 0} \int_{\epsilon}^{1} \frac{1}{\sqrt{x}} \, dx = 2. \]

**Definition 7.2.1.** (a) Let \( a \in \mathbb{R} \), let \( b \in \mathbb{R} \cup \{\infty\} \) such that \( a < b \), and suppose that \( f : [a,b) \to \mathbb{R} \) is Riemann integrable on \([a,c]\) for each \( c \in [a,b) \). Then the improper Riemann integral of \( f \) over \([a,b)\) is defined as
\[ \int_{a}^{b} f(x) \, dx := \lim_{c \uparrow b} \int_{a}^{c} f(x) \, dx \]
if the limit exists.

(b) Let \( a \in \mathbb{R} \cup \{-\infty\} \), let \( b \in \mathbb{R} \) such that \( a < b \), and suppose that \( f : (a,b] \to \mathbb{R} \) is Riemann integrable on \([c,b]\) for each \( c \in (a,b] \). Then the improper Riemann integral of \( f \) over \([a,b]\) is defined as
\[ \int_{a}^{b} f(x) \, dx := \lim_{c \downarrow a} \int_{c}^{b} f(x) \, dx \]
if the limit exists.
(c) Let \( a \in \mathbb{R} \cup \{-\infty\} \), let \( b \in \mathbb{R} \cup \{\infty\} \) such that \( a < b \), and suppose that \( f : (a, b) \to \mathbb{R} \) is Riemann integrable on \( [c, d] \) for each \( c, d \in (a, b) \) with \( c < d \). Then the improper Riemann integral of \( f \) over \( [a, b] \) is defined as

\[
\int_a^b f(x) \, dx := \int_a^c f(x) \, dx + \int_c^b f(x) \, dx \tag{7.3}
\]

with \( c \in (a, b) \) if the integrals on the right hand side of (7.3) both exists in the sense of (a) and (b).

We note:

1. Suppose that \( f : [a, b] \to \mathbb{R} \) is Riemann integrable. Then the original meaning of \( \int_a^b f(x) \, dx \) and the one from Definition 7.2.1 coincide.

2. The definition of \( \int_a^b f(x) \, dx \) in Definition 7.2.1(c) is independent of the choice of \( c \in (a, b) \).

3. Since \( \int_{-R}^R \sin(x) \, dx = 0 \) for all \( R > 0 \), the limit \( \lim_{R \to \infty} \int_{-R}^R \sin(x) \, dx \) exists (and equals zero). However, since the limit of

\[
\int_0^R \sin(x) \, dx = -\cos(x)|_0^R = -\cos(R) + 1
\]

does not exist for \( R \to \infty \), the improper integral \( \int_{-\infty}^\infty \sin(x) \, dx \) does not exist.

In the sequel, we will focus on the case covered by Definition 7.2.1(a): The other cases can be treated analogously.

As for infinite series, there is a Cauchy Criterion for improper integrals:

**Theorem 7.2.2** (Cauchy Criterion). Let \( a \in \mathbb{R} \), let \( b \in \mathbb{R} \cup \{\infty\} \) such that \( a < b \), and suppose that \( f : [a, b) \to \mathbb{R} \) is Riemann integrable on \( [a, c] \) for each \( c \in [a, b) \). Then \( \int_a^b f(x) \, dx \) exists if and only if, for each \( \epsilon > 0 \), there is \( c_\epsilon \in [a, b) \) such that

\[
\left| \int_c^{c'} f(x) \, dx \right| < \epsilon
\]

for all \( c \leq c' \) with \( c_\epsilon \leq c \leq c' < b \).

And, as for infinite series, there is a notion of absolute convergence:

**Definition 7.2.3.** Let \( a \in \mathbb{R} \), let \( b \in \mathbb{R} \cup \{\infty\} \) such that \( a < b \), and suppose that \( f : [a, b) \to \mathbb{R} \) is Riemann integrable on \( [a, c] \) for each \( c \in [a, b) \). Then \( \int_a^b f(x) \, dx \) is said to be **absolutely convergent** if \( \int_a^b |f(x)| \, dx \) exists.
**Theorem 7.2.4.** Let \( a \in \mathbb{R} \), let \( b \in \mathbb{R} \cup \{\infty\} \) such that \( a < b \), and suppose that \( f : [a, b) \rightarrow \mathbb{R} \) is Riemann integrable on \([a, c)\) for each \( c \in [a, b) \). Then \( \int_a^b f(x) \, dx \) exists if it is absolutely convergent.

**Proof.** Let \( \epsilon > 0 \). By the Cauchy Criterion, there is \( c_\epsilon \in [a, b) \) such that
\[
\int_{c_\epsilon}^c |f(x)| \, dx < \epsilon
\]
for all \( c \leq c_\epsilon \leq c \leq c' < b \). For any such \( c \) and \( c' \), we thus have
\[
\left| \int_c^{c'} f(x) \, dx \right| \leq \epsilon \int_c^{c'} |f(x)| \, dx < \epsilon.
\]
Hence, \( \int_a^b f(x) \, dx \) exists by the Cauchy criterion.

The following are also proven as the corresponding statements about infinite series:

**Proposition 7.2.5.** Let \( a \in \mathbb{R} \), let \( b \in \mathbb{R} \cup \{\infty\} \) such that \( a < b \), and let \( f : [a, b) \rightarrow [0, \infty) \) be Riemann integrable on \([a, c)\) for each \( c \in [a, b) \). Then \( \int_a^b f(x) \, dx \) exists if and only if
\[
[a, b) \rightarrow [0, \infty), \quad c \mapsto \int_a^c f(x) \, dx
\]
is bounded.

**Theorem 7.2.6** (Comparison Test). Let \( a \in \mathbb{R} \), let \( b \in \mathbb{R} \cup \{\infty\} \) such that \( a < b \), and suppose that \( f, g : [a, b) \rightarrow \mathbb{R} \) are Riemann integrable on \([a, c)\) for each \( c \in [a, b) \).

(i) Suppose that \(|f(x)| \leq g(x)\) for \( x \in [a, b) \) and that \( \int_a^b g(x) \, dx \) exists. Then \( \int_a^b f(x) \, dx \) converges absolutely.

(ii) Suppose that \( 0 \leq g(x) \leq f(x) \) for \( x \in [a, b) \) and that \( \int_a^b g(x) \, dx \) does not exist. Then \( \int_a^b f(x) \, dx \) does not exist.

**Example.** We want to find out if \( \int_0^\infty \frac{\sin x}{x} \, dx \) exists or even converges absolutely.

Fix \( c > 0 \), and let \( R > c \). Integration by parts yields
\[
\int_c^R \frac{\sin x}{x} \, dx = \left[ \frac{\cos x}{x} \right]^R_c + \int_c^R \frac{\cos x}{x^2} \, dx.
\]
Clearly,
\[
\int_c^R \frac{1}{x^2} \, dx = \frac{1}{x} \bigg|^R_c = - \frac{1}{R} + \frac{1}{c} \xrightarrow{R \to \infty} \frac{1}{c}
\]
holds, so that \( \int_c^\infty \frac{1}{x^2} \, dx \) exists. Since \( \left| \frac{\cos x}{x^2} \right| \leq \frac{1}{x^2} \) for all \( x > 0 \), the comparison test shows that \( \int_c^\infty \frac{\cos x}{x^2} \, dx \) exists. Since
\[
\left. \frac{\cos x}{x} \right|_c^R = \frac{\cos R}{R} - \frac{\cos c}{c} \xrightarrow{R \to \infty} \frac{\cos c}{c},
\]

it follows that \( \int_c^\infty \frac{\sin x}{x} \, dx \) exists. Define

\[
f : [0, c] \to \mathbb{R}, \quad x \mapsto \begin{cases} \frac{\sin x}{x}, & x \neq 0, \\ 1, & x = 0. \end{cases}
\]

Since \( \lim_{x \to 0} \frac{\sin x}{x} = 1 \), the function \( f \) is continuous. Consequently, there is \( C \geq 0 \) such that \( |f(x)| \leq C \) for \( x \in [0, c] \). Let \( \epsilon \in (0, c) \), and note that

\[
\lim_{\epsilon \to 0} \int_0^\epsilon x \frac{\sin x}{x} \, dx = 0.
\]

i.e., \( f' \) exists. All in all, the improper integral \( \int_0^{\infty} \frac{\sin x}{x} \, dx \) exists.

However, \( \int_0^{\infty} \frac{\sin x}{x} \, dx \) does not converge absolutely. To see this, let \( n \in \mathbb{N} \), and note that

\[
\int_0^{n\pi} \frac{\sin x}{x} \, dx = \sum_{k=1}^{n} \int_{(k-1)\pi}^{k\pi} \frac{\sin x}{x} \, dx = \sum_{k=1}^{n} \frac{1}{k} \sum_{j=1}^{n} \int_{j\pi}^{(j+1)\pi} \sin x \, dx = \frac{2}{\pi} \sum_{k=1}^{n} \frac{1}{k^2}.
\]

Since the harmonic series diverges, it follows that the improper integral \( \int_0^{\infty} \frac{\sin x}{x} \, dx \) does not exist.

The many parallels between infinite series and improper integrals must not be used to jump to (false) conclusions: there are, functions, for which \( f(x) \to \infty \) if

Example. For \( n \in \mathbb{N} \), define

\[
f_n : [n-1, n) \to \mathbb{R}, \quad x \mapsto \begin{cases} n, & x \in [n-1, (n-1) + \frac{1}{n^3}], \\ 0, & \text{otherwise}, \end{cases}
\]

and define \( f : \mathbb{R} \to \mathbb{R} \) by letting \( f(x) := f_n(x) \) if \( x \in [n-1, n) \). Clearly, \( f(x) \to \infty \) if

Let \( R \geq 0 \), and choose \( n \in \mathbb{N} \) such that \( n \geq R \). It follows that

\[
\int_0^R f(x) \, dx \leq \int_0^n f(x) \, dx = \sum_{k=1}^{n} \int_{k-1}^{k} f_k(x) \, dx = \sum_{k=1}^{n} \frac{k}{k^3} \leq \sum_{k=1}^{\infty} \frac{1}{k^2}.
\]

Hence, \( \int_0^{\infty} f(x) \, dx \) exists.

The parallels between infinite series and improper integrals are put to use in the following convergence test:

**Theorem 7.2.7** (Integral Comparison Test). Let \( f : [1, \infty) \to [0, \infty) \) be a decreasing function such that \( f \) is Riemann-integrable on \([1, R]\) for each \( R > 1 \). Then the following are equivalent:

(i) \( \sum_{n=1}^{\infty} f(n) < \infty \);
Proof. (i) \implies (ii): Let $R \geq 0$ and choose $n \in \mathbb{N}$ such that $n \geq R$. We obtain that
\[
\int_1^R f(x) \, dx \leq \int_1^n f(x) \, dx = \sum_{k=1}^{n-1} \int_{k}^{k+1} f(x) \, dx \leq \sum_{k=1}^{n-1} \int_{k}^{k+1} f(k) \, dx = \sum_{k=1}^{n-1} f(k).
\]
Since $\sum_{k=1}^{\infty} f(k) < \infty$, it follows that $\int_1^\infty f(x) \, dx$ exists.

(ii) \implies (i): Let $n \in \mathbb{N}$, and note that
\[
\sum_{k=1}^{n} f(k) = f(1) + \sum_{k=2}^{n} \int_{k-1}^{k} f(k) \, dx \leq f(1) + \sum_{k=2}^{n} \int_{k-1}^{k} f(x) \, dx = f(1) + \int_{1}^{n} f(x) \, dx \leq f(1) + \int_{1}^{\infty} f(x) \, dx.
\]
Hence, $\sum_{k=1}^{\infty} f(k)$ converges. 

Examples. 1. Let $p > 0$ and $R > 1$, so that
\[
\int_1^R \frac{1}{x^p} \, dx = \begin{cases} 
\log R, & p = 1 \\
\frac{1}{1-p} \left( R^{1-p} - 1 \right), & p \neq 1.
\end{cases}
\]

It follows that $\int_1^\infty \frac{1}{x^p} \, dx$ exists if and only if $p > 1$. Consequently, $\sum_{n=1}^{\infty} \frac{1}{n^p}$ converges if and only if $p > 1$.

2. Let $R > 2$. Then change of variables yields that
\[
\int_2^R \frac{1}{x \log x} \, dx = \int_{\log 2}^{\log R} \frac{1}{u} \, du = \log u \big|_{\log 2}^{\log R} = \log(\log R) - \log(\log 2).
\]

Consequently, $\int_2^\infty \frac{1}{x \log x} \, dx$ does not exist, and $\sum_{n=2}^{\infty} \frac{1}{n \log n}$ diverges.

3. Does the series $\sum_{n=1}^{\infty} \frac{\log n}{n^2}$ converge?

Let
\[
f: [1, \infty) \to \mathbb{R}, \quad x \mapsto \frac{\log x}{x^2}.
\]

It follows that
\[
f'(x) = \frac{x - 2x \log x}{x^4} \leq 0
\]
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for \( x \geq 3 \). Hence, \( f \) is decreasing on \([3, \infty)\): this is sufficient for the integral comparison test to be applicable. Let \( R > 1 \), and note that

\[
\int_1^R \frac{\log x}{x^2} \, dx = \left. -\frac{\log x}{x} \right|_1^R + \int_1^R \frac{1}{x^2} \, dx \to 1.
\]

Hence, \( \int_1^\infty \frac{\log x}{x^2} \, dx \) exists, and \( \sum_{n=1}^\infty \frac{\log n}{n^2} \) converges.

4. For which \( \theta > 0 \) does \( \sum_{n=1}^\infty (\sqrt[n]{\theta} - 1) \) converge?

Let

\[
f: [1, \infty) \to \mathbb{R}, \quad x \mapsto \theta^{1 \over x} - 1.
\]

First consider the case where \( \theta \geq 1 \). Since

\[
f'(x) = -\frac{\log \theta}{x^2} \theta^{1 \over x} \leq 0,
\]

and \( f(x) \geq 0 \) for \( x \geq 1 \), the integral comparison test is applicable. For any \( x \geq 1 \), there is \( \xi \in (0, \frac{1}{x}) \) such that

\[
\frac{\theta^{1 \over x} - 1}{1 \over x} = \theta^\xi \log \theta \geq \log \theta,
\]

so that

\[
\theta^{1 \over x} - 1 \geq \frac{\log \theta}{x}
\]

for \( x \geq 1 \). Since \( \int_1^\infty \frac{1}{x} \, dx \) does not exist, the comparison test yields that \( \int_1^\infty f(x) \, dx \) does not exist either unless \( \theta = 1 \). Consequently, if \( \theta \geq 1 \), the series \( \sum_{n=1}^\infty (\sqrt[n]{\theta} - 1) \) converges only if \( \theta = 1 \).

Consider now the case where \( \theta \leq 1 \), the same argument with \(-f\) instead of \( f\) shows that \( \sum_{n=1}^\infty (\sqrt[n]{\theta} - 1) \) converges only if \( \theta = 1 \).

All in all, for \( \theta > 0 \), the infinite series \( \sum_{n=1}^\infty (\sqrt[n]{\theta} - 1) \) converges if and only if \( \theta = 1 \).

**Exercises**

1. Let \( f: [a, b] \to \mathbb{R} \) be Riemann-integrable. Show that

\[
\int_a^b f(x) \, dx = \lim_{c \to b} \int_a^c f(x) \, dx.
\]

2. Determine whether or not the improper integral

\[
\int_0^\infty e^{-\alpha x} \cos(\beta x) \, dx
\]

exists for \( \alpha > 0 \), and evaluate it if possible.
3. Determine whether or not the improper integral
\[ \int_{-1}^{1} \frac{1}{\sqrt{1 - x^2}} \, dx \]
exists, and evaluate it if possible.

4. Determine whether or not the following improper integrals exist:
   (a) \( \int_{0}^{\infty} \frac{x}{\sqrt{1 + x}} \, dx \);
   (b) \( \int_{0}^{1} \frac{dx}{\sqrt{\sin x}} \);
   (c) \( \int_{0}^{\infty} \sin(x^2) \, dx \).
   \( (\text{Hint for (c): Substitute } x = \sqrt{u}.) \)

5. Determine whether or not the improper integral
\[ \int_{-1}^{1} \frac{1}{\sqrt{1 - x^2}} \, dx \]
exists, and evaluate it if possible.

6. For \( a \in \mathbb{R} \) and \( b \in \mathbb{R} \cup \{\infty\} \) with \( a < b \), let \( f, g: [a, b) \rightarrow \mathbb{R} \) be such that such that:
   (a) \( f \) and \( g \) are both Riemann integrable on \([a, c)\) for each \( c \in [a, b) \);
   (b) \( \int_{a}^{b} f(x) \, dx \) converges absolutely;
   (c) \( g \) is bounded.
   Show that \( \int_{a}^{b} f(x)g(x) \, dx \) converges absolutely.
   If \( \int_{a}^{b} f(x) \, dx \) is only required to converge, does then \( \int_{a}^{b} f(x)g(x) \, dx \) necessarily converge?

7. Determine those \( p > 0 \) for which the series \( \sum_{n=10}^{\infty} \frac{1}{n \log n (\log \log n)^p} \) converges.

8. The Gamma Function.
   (a) Show that, for all \( x > 0 \), the improper integral
   \[ \Gamma(x) := \int_{0}^{\infty} t^{x-1}e^{-t} \, dt \]
exists. (Hint: Show that \( t^{x-1}e^{-t} \leq \frac{1}{t^x} \) for sufficiently large \( t \).)
   (b) Show that
   \[ x\Gamma(x) = \Gamma(x + 1) \quad (x > 0). \]
   \( (\text{Hint: Integration by parts.}) \)
   (c) Conclude that \( \Gamma(n + 1) = n! \) for \( n \in \mathbb{N}_0 \).
Chapter 8

Sequences and Series of Functions

8.1 Uniform Convergence

**Definition 8.1.1.** Let $\emptyset \neq D \subset \mathbb{R}^N$, and let $f, f_1, f_2, \ldots$ be $\mathbb{R}$-valued functions on $D$. Then the sequence $(f_n)_{n=1}^\infty$ is said to converge **pointwise** to $f$ on $D$ if

$$\lim_{n \to \infty} f_n(x) = f(x)$$

holds for each $x \in D$.

**Example.** For $n \in \mathbb{N}$, let

$$f_n : [0, 1] \to \mathbb{R}, \quad x \mapsto x^n,$$

so that

$$\lim_{n \to \infty} f_n(x) = \begin{cases} 0, & x \in [0, 1), \\ 1, & x = 1. \end{cases}$$

Let

$$f : [0, 1] \to \mathbb{R}, \quad x \mapsto \begin{cases} 0, & x \in [0, 1), \\ 1, & x = 1. \end{cases}$$

It follows that $f_n \to f$ pointwise on $[0, 1]$.

The example shows one problem with the notion of pointwise convergence: All the $f_n$s are continuous whereas $f$ clearly isn’t. To find a better notion of convergence, let us first rephrase the definition of pointwise convergence:

$$(f_n)_{n=1}^\infty$$ converges pointwise to $f$ if, for each $x \in D$ and each $\epsilon > 0$, there is $n_{x, \epsilon} \in \mathbb{N}$ such that $|f_n(x) - f(x)| < \epsilon$ for all $n \geq n_{x, \epsilon}$.

The index $n_{x, \epsilon}$ depends both on $x \in D$ and on $\epsilon > 0$.

The key to a better notion of convergence to functions is to remove the dependence of the index $n_{x, \epsilon}$ on $x$: 
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**Definition 8.1.2.** Let $\emptyset \neq D \subset \mathbb{R}^N$, and let $f, f_1, f_2, \ldots$ be $\mathbb{R}$-valued functions on $D$. Then the sequence $(f_n)_{n=1}^\infty$ is said to converge **uniformly** to $f$ on $D$ if, for each $\epsilon > 0$, there is $n_\epsilon \in \mathbb{N}$ such that $|f_n(x) - f(x)| < \epsilon$ for all $n \geq n_\epsilon$ and for all $x \in D$.

**Example.** For $n \in \mathbb{N}$, let $f_n : \mathbb{R} \rightarrow \mathbb{R}$, $x \mapsto \frac{\sin(n\pi x)}{n}$.

Since $\left|\frac{\sin(n\pi x)}{n}\right| \leq \frac{1}{n}$ for all $x \in \mathbb{R}$ and $n \in \mathbb{N}$, it follows that $f_n \rightarrow 0$ uniformly on $\mathbb{R}$.

**Theorem 8.1.3.** Let $\emptyset \neq D \subset \mathbb{R}^N$, and let $f, f_1, f_2, \ldots$ be functions on $D$ such that $f_n \rightarrow f$ uniformly on $D$ and such that $f_1, f_2, \ldots$ are continuous. Then $f$ is continuous.

**Proof.** Let $\epsilon > 0$, and let $x_0 \in D$. Choose $n_\epsilon \in \mathbb{N}$ such that

$$|f_n(x) - f(x)| < \frac{\epsilon}{3}$$

for all $n \geq n_\epsilon$ and for all $x \in D$. Since $f_{n_\epsilon}$ is continuous, there is $\delta > 0$ such that $|f_{n_\epsilon}(x) - f_{n_\epsilon}(x_0)| < \frac{\epsilon}{3}$ for all $x \in D$ with $\|x - x_0\| < \delta$. For any such $x$ we obtain:

$$|f(x) - f(x_0)| \leq |f(x) - f_{n_\epsilon}(x)| + |f_{n_\epsilon}(x) - f_{n_\epsilon}(x_0)| + |f_{n_\epsilon}(x_0) - f(x_0)| < \epsilon.$$

Hence, $f$ is continuous at $x_0$. Since $x_0 \in D$ was arbitrary, $f$ is continuous on all of $D$. □

**Corollary 8.1.4.** Let $\emptyset \neq D \subset \mathbb{R}^N$ have content, and let $(f_n)_{n=1}^\infty$ be a sequence of continuous functions on $D$ that converges uniformly on $D$ to $f : D \rightarrow \mathbb{R}$. Then $f$ is continuous, and we have

$$\int_D f = \lim_{n \to \infty} \int_D f_n.$$

**Proof.** Let $\epsilon > 0$. Choose $n_\epsilon \in \mathbb{N}$ such that

$$|f_n(x) - f(x)| < \frac{\epsilon}{\mu(D) + 1}$$

for all $x \in D$ and $n \geq n_\epsilon$. For any $n \geq n_\epsilon$, we thus obtain:

$$\left|\int_D f_n - \int_D f\right| \leq \int_D |f_n - f| \leq \int_D \frac{\epsilon}{\mu(D) + 1} = \frac{\epsilon \mu(D)}{\mu(D) + 1} < \epsilon.$$

This proves the claim. □

Unlike integration, differentiation does not switch with uniform limits:
Example. For \( n \in \mathbb{N} \), let 
\[
  f_n : [0, 1] \to \mathbb{R}, \quad x \mapsto \frac{x^n}{n},
\]
so that \( f_n \to 0 \) uniformly on \([0, 1]\). Nevertheless, since
\[
  f'_n(x) = x^{n-1}
\]
for \( x \in [0, 1] \) and \( n \in \mathbb{N} \), it follows that \( f'_n \not\to 0 \) (not even pointwise).

**Theorem 8.1.5.** Let \( (f_n)_{n=1}^{\infty} \) be a sequence in \( C^1([a, b]) \) such that

(a) \( (f_n(x_0))_{n=1}^{\infty} \) converges for some \( x_0 \in [a, b] \);

(b) \( (f'_n)_{n=1}^{\infty} \) is uniformly convergent.

Then there is \( f \in C^1([a, b]) \) such that \( f_n \to f \) and \( f'_n \to f' \) uniformly on \([a, b]\).

**Proof.** Let \( g : [a, b] \to \mathbb{R} \) be such that \( \lim_{n \to \infty} f'_n = g \) uniformly on \([a, b]\), and let \( y_0 := \lim_{n \to \infty} f_n(x_0) \). Define
\[
  f : [a, b] \to \mathbb{R}, \quad x \mapsto y_0 + \int_{x_0}^{x} g(t) \, dt.
\]

It follows that \( f' = g \), so that \( f'_n \to f' \) uniformly on \([a, b]\).

Let \( \epsilon > 0 \), and choose \( n_\epsilon \in \mathbb{N} \) such that \( |f'_n(x) - g(x)| < \frac{\epsilon}{2(b-a)} \) for all \( x \in [a, b] \) and \( n \geq n_\epsilon \) and \( |f_n(x_0) - y_0| < \frac{\epsilon}{2} \). For any \( n \geq n_\epsilon \) and \( x \in [a, b] \), we then obtain
\[
  |f_n(x) - f(x)| = \left| f_n(x_0) + \int_{x_0}^{x} f'_n(t) \, dt - y_0 - \int_{x_0}^{x} g(t) \, dt \right|
\leq |f_n(x_0) - y_0| + \left| \int_{x_0}^{x} f'_n(t) \, dt - \int_{x_0}^{x} g(t) \, dt \right|
\leq \frac{\epsilon}{2} + \int_{x_0}^{x} |f'_n(t) - g(t)| \, dx
\leq \frac{\epsilon}{2} + \frac{\epsilon |x - x_0|}{2(b-a)}
\leq \frac{\epsilon}{2} + \frac{\epsilon}{2}
= \epsilon.
\]

This proves that \( f_n \to f \) uniformly on \([a, b]\). \( \square \)

**Definition 8.1.6.** Let \( \emptyset \neq D \subset \mathbb{R}^N \). A sequence \( (f_n)_{n=1}^{\infty} \) of \( \mathbb{R} \)-valued functions on \( D \) is called a uniform Cauchy sequence on \( D \) if, for each \( \epsilon > 0 \), there is \( n_\epsilon \in \mathbb{N} \) such that \( |f_n(x) - f_m(x)| < \epsilon \) for all \( x \in D \) and all \( n, m \geq n_\epsilon \).

**Theorem 8.1.7.** Let \( \emptyset \neq D \subset \mathbb{R}^N \), and let \( (f_n)_{n=1}^{\infty} \) be a sequence of \( \mathbb{R} \)-valued functions on \( D \). Then the following are equivalent:
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229
(i) there is a function \( f : D \to \mathbb{R} \) such that \( f_n \to f \) uniformly on \( D \);

(ii) \((f_n)_{n=1}^{\infty}\) is a uniform Cauchy sequence on \( D \).

Proof. (i) \( \implies \) (ii): Let \( \epsilon > 0 \) and choose \( n_\epsilon \in \mathbb{N} \) such that
\[
|f_n(x) - f(x)| < \frac{\epsilon}{2}
\]
for all \( x \in D \) and \( n \geq n_\epsilon \). For \( x \in D \) and \( n, m \geq n_\epsilon \), we thus obtain:
\[
|f_n(x) - f_m(x)| < |f_n(x) - f(x)| + |f(x) - f_m(x)| < \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon.
\]
This proves (ii).

(ii) \( \implies \) (i): For each \( x \in D \), the sequence \((f_n(x))_{n=1}^{\infty}\) in \( \mathbb{R} \) is a Cauchy sequence and therefore convergent. Define
\[
f : D \to \mathbb{R}, \quad x \mapsto \lim_{n \to \infty} f_n(x).
\]
Let \( \epsilon > 0 \) and choose \( n_\epsilon \in \mathbb{N} \) such that
\[
|f_n(x) - f_m(x)| < \frac{\epsilon}{2}
\]
for all \( x \in D \) and all \( n, m \geq n_\epsilon \). Fix \( x \in D \) and \( n \geq n_\epsilon \). We obtain that
\[
|f_n(x) - f(x)| = \lim_{m \to \infty} |f_n(x) - f_m(x)| \leq \frac{\epsilon}{2} < \epsilon.
\]
Hence, \((f_n)_{n=1}^{\infty}\) converges to \( f \) not only pointwise, but uniformly.

\[\square\]

**Theorem 8.1.8** (Weierstraß M-Test). Let \( \emptyset \neq D \subset \mathbb{R}^N \), let \((f_n)_{n=1}^{\infty}\) be a sequence of \( \mathbb{R} \)-valued functions on \( D \), and suppose that, for each \( n \in \mathbb{N} \), there is \( M_n \geq 0 \) such that \( |f_n(x)| \leq M_n \) for \( x \in D \) and such that \( \sum_{n=1}^{\infty} M_n < \infty \). Then \( \sum_{n=1}^{\infty} f_n \) converges uniformly and absolutely on \( D \).

Proof. Let \( \epsilon > 0 \) and choose \( n_\epsilon \in \mathbb{N} \) such that
\[
\sum_{k=m+1}^{n} M_k < \epsilon
\]
for all \( n \geq m \geq n_\epsilon \). For all such \( n \) and \( m \) and for all \( x \in D \), we obtain that
\[
\left| \sum_{k=1}^{n} f_k(x) - \sum_{k=1}^{m} f_k(x) \right| \leq \sum_{k=m+1}^{n} |f_k(x)| \leq \sum_{k=m+1}^{n} M_k < \epsilon.
\]
Hence, the sequence \((\sum_{k=1}^{n} f_k)_{n=1}^{\infty}\) is uniformly Cauchy on \( D \) and thus uniformly convergent. It is easy to see that the convergence is even absolute. \[\square\]
Example. Let \( R > 0 \), and note that
\[
\left| \frac{x^n}{n!} \right| \leq \frac{R^n}{n!}
\]
for all \( n \in \mathbb{N} \) and \( x \in [-R, R] \). Since \( \sum_{n=1}^{\infty} \frac{R^n}{n!} < \infty \), it follows from the M-test that \( \sum_{n=1}^{\infty} \frac{x^n}{n!} \) converges uniformly on \([-R, R]\). From Theorem 8.1.3, we conclude that \( \exp \) is continuous on \([-R, R]\). Since \( R > 0 \) was arbitrary, we obtain the continuity of \( \exp \) on all of \( \mathbb{R} \). Let \( x \in \mathbb{R} \) be arbitrary. Then there is a sequence \((q_n)_{n=1}^{\infty}\) in \( \mathbb{Q} \) such that \( x = \lim_{n \to \infty} q_n \). Since \( \exp(q) = e^q \) for all \( q \in \mathbb{Q} \), and since both \( \exp \) and the exponential function are continuous, we obtain
\[
\exp(x) = \lim_{n \to \infty} \exp(q_n) = \lim_{n \to \infty} e^{q_n} = e^x.
\]

Theorem 8.1.9 (Dini’s Lemma). Let \( \emptyset \neq K \subset \mathbb{R}^N \) be compact and let \((f_n)_{n=1}^{\infty}\) a sequence of continuous functions on \( K \) that decreases pointwise to a continuous function \( f : K \to \mathbb{R} \). Then \((f_n)_{n=1}^{\infty}\) converges to \( f \) uniformly on \( K \).

Proof. Let \( \epsilon > 0 \). For each \( n \in \mathbb{N} \), let
\[
V_n := \{ x \in K : f_n(x) - f(x) < \epsilon \}.
\]
Since each \( f_n - f \) is continuous, there is an open set \( U_n \subset \mathbb{R}^N \) such that \( U_n \cap K = V_n \). Let \( x \in K \). Since \( \lim_{n \to \infty} f_n(x) = f(x) \), there is \( n_0 \in \mathbb{N} \) such that \( f_{n_0}(x) - f(x) < \epsilon \), i.e. \( x \in V_{n_0} \). It follows that
\[
K = \bigcup_{n=1}^{\infty} V_n \subset \bigcup_{n=1}^{\infty} U_n.
\]
Since \( K \) is compact, there are \( n_1, \ldots, n_k \in \mathbb{N} \) such that \( K \subset U_{n_1} \cup \cdots \cup U_{n_k} \) and hence \( K = V_{n_1} \cup \cdots \cup V_{n_k} \). Let \( n_\epsilon := \max\{n_1, \ldots, n_k\} \). Since \((f_n)_{n=1}^{\infty}\) is a decreasing sequence, the sequence \((V_n)_{n=1}^{\infty}\) is an increasing sequence of sets. Hence, we have for \( n \geq n_\epsilon \) that
\[
V_n \supset V_{n_\epsilon} \supset V_{n_j}
\]
for \( j = 1, \ldots, k \), and thus \( V_n = K \). For \( n \geq n_\epsilon \) and \( x \in K \), we thus have \( x \in V_n \) and therefore
\[
|f_n(x) - f(x)| = |f_n(x) - f(x)| < \epsilon.
\]
Hence, we have uniform convergence.

Exercises
1. Let \( \emptyset \neq D \subset \mathbb{R}^N \), and let \( f, f_1, f_2, \ldots : D \to \mathbb{R} \). The sequence \((f_n)_{n=1}^{\infty}\) is said to converge to \( f \) locally uniformly on \( D \) if, for each \( x \in D \), there is a neighborhood \( U \) of \( x \) such that \((f_n)_{n=1}^{\infty}\) converges to \( f \) uniformly on \( U \cap D \).
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Let $\emptyset \neq K \subset \mathbb{R}^N$ be compact, and let $f, f_1, f_2, \ldots : K \to \mathbb{R}$ be such that $(f_n)_{n=1}^\infty$ converges to $f$ locally uniformly on $K$. Show that $(f_n)_{n=1}^\infty$ converges to $f$ uniformly on $K$.

2. For $n \in \mathbb{N}$, let
   
   $$f_n : [0, \infty) \to \mathbb{R}, \quad x \mapsto \frac{x}{n^2} e^{-\frac{x}{n}}.$$ 

   Show that $f_n \to 0$ uniformly on $[0, \infty)$, but that
   
   $$\lim_{n \to \infty} \int_0^\infty f_n(x) \, dx = 1.$$ 

   Why doesn’t this contradict Corollary 8.1.4?

3. Show that the series $\sum_{n=0}^\infty \frac{x^n}{n!}$ does not uniformly converge to $e^x$ on all of $\mathbb{R}$.

4. Let $\emptyset \neq D \subset \mathbb{R}^N$ have content, and let $(f_n)_{n=1}^\infty$ be a sequence of Riemann-integrable functions on $D$ that converges uniformly to a function $f : D \to \mathbb{R}$. Show that $f$ is Riemann-integrable as well such that
   
   $$\int_D f = \lim_{n \to \infty} \int_D f_n.$$ 

   Give an example of a sequence of Riemann-integrable functions on $[0, 1]$ that converges pointwise to a bounded, but not Riemann-integrable function.

### 8.2 Power Series

Power series can be thought of as “polynomials of infinite degree”:

**Definition 8.2.1.** Let $x_0 \in \mathbb{R}$, and let $a_0, a_1, a_2, \ldots \in \mathbb{R}$. The power series about $x_0$ with coefficients $a_0, a_1, a_2, \ldots$ is the infinite series of functions $\sum_{n=0}^\infty a_n (x - x_0)^n$.

This definition makes no assertion whatsoever about convergence of the series. Whether or not $\sum_{n=0}^\infty a_n (x - x_0)^n$ converges depends, of course, on $x$, and the natural question that comes up immediately is: Which are the $x \in \mathbb{R}$ for which $\sum_{n=0}^\infty a_n (x - x_0)^n$ converges?

**Examples.**

1. Trivially, each power series $\sum_{n=0}^\infty a_n (x - x_0)^n$ converges for $x = x_0$.

2. The power series $\sum_{n=0}^\infty \frac{x^n}{n!}$ converges for all $x \in \mathbb{R}$.

3. The power series $\sum_{n=0}^\infty n^n (x - \pi)^n$ converges only for $x = \pi$.

4. The power series $\sum_{n=0}^\infty x^n$ converges if and only if $x \in (-1, 1)$.
Theorem 8.2.2. Let \( x_0 \in \mathbb{R} \), let \( a_0, a_1, a_2, \ldots \in \mathbb{R} \), and let \( R > 0 \) be such that the sequence \((a_n R^n)_{n=0}^{\infty}\) is bounded. Then the power series
\[
\sum_{n=0}^{\infty} a_n (x - x_0)^n \text{ and } \sum_{n=1}^{\infty} n a_n (x - x_0)^{n-1}
\]
converge uniformly and absolutely on \([x_0 - r, x_0 + r]\) for each \( r \in (0, R)\).

Proof. Let \( C \geq 0 \) such that \(|a_n| R^n \leq C\) for all \( n \in \mathbb{N}_0\). Let \( r \in (0, R)\), and let \( x \in [x_0 - r, x_0 + r]\). It follows that
\[
n|a_n||x - x_0|^{n-1} \leq n|a_n|r^{n-1} = n\left(\frac{r}{R}\right)^{n-1}|a_n|R^n = \frac{C}{R^n}\left(\frac{r}{R}\right)^{n-1}.
\]
Since \( \frac{r}{R} \in (0, 1) \), the series \( \sum_{n=1}^{\infty} n \left(\frac{r}{R}\right)^{n-1} \) converges. By the Weierstraß M-Test, the power series \( \sum_{n=1}^{\infty} n a_n (x - x_0)^{n-1} \) converges uniformly and absolutely on \([x_0 - r, x_0 + r]\).

The corresponding claim for \( \sum_{n=0}^{\infty} a_n (x - x_0)^n \) is proven analogously. \(\square\)

Definition 8.2.3. Let \( \sum_{n=0}^{\infty} a_n (x - x_0)^n \) be a power series. The radius of convergence of \( \sum_{n=0}^{\infty} a_n (x - x_0)^n \) is defined as
\[
R := \sup \{r \geq 0 : (a_n r^n)_{n=0}^{\infty} \text{ is bounded}\},
\]
where possibly \( R = \infty \) (in case \((a_n r^n)_{n=0}^{\infty}\) is bounded for all \( r \geq 0\)).

If \( \sum_{n=0}^{\infty} a_n (x - x_0)^n \) has radius of convergence \( R \), then it converges uniformly on \([x_0 - r, x_0 + r]\) for each \( r \in [0, R]\), but diverges for each \( x \in \mathbb{R} \) with \(|x - x_0| > R\): this is an immediate consequence of Theorem 8.2.2 and the fact that \((a_n r^n)_{n=0}^{\infty}\) converges to zero—and thus is bounded—whenever \( \sum_{n=0}^{\infty} a_n r^n \) converges.

And more is true:

Corollary 8.2.4. Let \( \sum_{n=0}^{\infty} a_n (x - x_0)^n \) be a power series with radius of convergence \( R > 0 \). Then \( \sum_{n=0}^{\infty} a_n (x - x_0)^n \) converges, for each \( r \in (0, R)\), uniformly and absolutely on \([x_0 - r, x_0 + r]\) to a \( C^1 \)-function \( f : (x_0 - R, x_0 + R) \to \mathbb{R} \) of which the first derivative is given by
\[
f'(x) = \sum_{n=1}^{\infty} n a_n (x - x_0)^{n-1}
\]
for \( x \in (x_0 - R, x_0 + R)\). Moreover, \( F : (x_0 - R, x_0 + R) \to \mathbb{R} \) given by
\[
F(x) := \sum_{n=0}^{\infty} \frac{a_n}{n + 1} (x - x_0)^{n+1}
\]
for \( x \in (x_0 - R, x_0 + R) \) is an antiderivative of \( f \).

Proof. Just combine Theorems 8.2.2 and 8.1.5. \(\square\)
In short, Corollary 8.2.4 asserts that power series can be differentiated and integrated term by term.

**Examples.** 1. For $x \in (-1, 1)$, we have

$$
\sum_{n=1}^{\infty} nx^n = x \sum_{n=1}^{\infty} nx^{n-1} = x \sum_{n=0}^{\infty} \frac{d}{dx} x^n = x \frac{d}{dx} \sum_{n=0}^{\infty} x^n,
$$

by Corollary 8.2.4,

$$
x \frac{d}{dx} \frac{1}{1-x} = \frac{x}{(1-x)^2}.
$$

2. For $x \in (-1, 1)$, we have

$$
\frac{1}{x^2 + 1} = \frac{1}{1 - (-x^2)} = \sum_{n=0}^{\infty} (-1)^n x^{2n}.
$$

Corollary 8.2.4 yields $C \in \mathbb{R}$ such that

$$
\arctan x + C = \sum_{n=0}^{\infty} (-1)^n \frac{x^{2n+1}}{2n+1}
$$

for all $x \in (-1, 1)$. Letting $x = 0$, we see that $C = 0$, so that

$$
\arctan x = \sum_{n=0}^{\infty} (-1)^n \frac{x^{2n+1}}{2n+1}
$$

for $x \in (-1, 1)$.

3. For $x \in (0, 2)$, we have

$$
\frac{1}{x} = \frac{1}{1 - (1-x)} = \sum_{n=0}^{\infty} (1-x)^n = \sum_{n=0}^{\infty} (-1)^n (x-1)^n.
$$

By Corollary 8.2.4, there is $C \in \mathbb{R}$ such that

$$
\log x + C = \sum_{n=0}^{\infty} \frac{(-1)^n}{n+1} (x-1)^{n+1} = \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n} (x-1)^n
$$

for $x \in (0, 2)$. Letting $x = 1$, we obtain that $C = 0$, so that

$$
\log x = \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n} (x-1)^n
$$

for $x \in (0, 2)$.
Proposition 8.2.5 (Cauchy–Hadamard Formula). The radius of convergence \( R \) of the power series \( \sum_{n=0}^{\infty} a_n(x - x_0)^n \) is given by

\[
R = \frac{1}{\limsup_{n \to \infty} \sqrt[n]{|a_n|}}
\]

where the convention applies that \( \frac{1}{0} = \infty \) and \( \frac{1}{\infty} = 0 \).

Proof. Let

\[
R' := \frac{1}{\limsup_{n \to \infty} \sqrt[n]{|a_n|}}.
\]

Let \( x \in \mathbb{R} \setminus \{x_0\} \) be such that \( |x - x_0| < R' \), so that

\[
\limsup_{n \to \infty} \sqrt[n]{|a_n|} < \frac{1}{|x - x_0|}.
\]

Let \( \theta \in \left( \limsup_{n \to \infty} \sqrt[n]{|a_n|}, \frac{1}{|x - x_0|} \right) \). From the definition of \( \limsup \), we obtain \( n_0 \in \mathbb{N} \) such that

\[
\sqrt[n]{|a_n|} < \theta
\]

for \( n \geq n_0 \) and therefore

\[
\sqrt[n]{|a_n||x - x_0|^n} < \theta|x - x_0| < 1
\]

for \( n \geq n_0 \). Hence, by the root test, \( \sum_{n=0}^{\infty} a_n(x - x_0)^n \) converges, so that \( R' \leq R \).

Let \( x \in \mathbb{R} \) such that \( |x - x_0| > R' \), i.e.,

\[
\limsup_{n \to \infty} \sqrt[n]{|a_n|} > \frac{1}{|x - x_0|}.
\]

By Proposition C.1.5, there is a subsequence \( (a_{n_k})_{k=1}^{\infty} \) of \( (a_n)_{n=0}^{\infty} \) such that we have \( \limsup_{n \to \infty} \sqrt[n]{|a_n|} = \lim_{k \to \infty} \sqrt[n_k]{|a_{n_k}|} \). Without loss of generality, we may suppose that

\[
\sqrt[n]{|a_{n_k}|} > \frac{1}{|x - x_0|}
\]

for all \( k \in \mathbb{N} \) and thus

\[
\sqrt[n_k]{|a_{n_k}||x - x_0|^{n_k}} > 1
\]

for \( k \in \mathbb{N} \). Consequently, \( (a_n(x - x_0)^n)_{n=0}^{\infty} \) does not converge to zero, so that \( \sum_{n=0}^{\infty} a_n(x - x_0)^n \) has to diverge. It follows that \( R \leq R' \).

Examples. 1. Consider the power series,

\[
\sum_{n=1}^{\infty} \left( 1 + \frac{1}{n} \right)^{n^2} x^n,
\]
so that
\[ \sqrt[n]{a_n} = \left(1 + \frac{1}{n}\right)^n \]
for \( n \in \mathbb{N} \). It follows from the Cauchy–Hadamard Formula that
\[ \lim_{n \to \infty} \sqrt[n]{a_n} = \lim_{n \to \infty} \left(1 + \frac{1}{n}\right)^n = e, \]
so that \( \frac{1}{e} \) is the radius of convergence of the power series.

2. We will now use the Cauchy–Hadamard formula to prove that \( \lim_{n \to \infty} \sqrt[n]{n} = 1 \).

Since \( \sum_{n=1}^{\infty} nx^n \) converges for \( |x| < 1 \) and diverges for \( |x| > 1 \), the radius of convergence \( R \) of that series must equal 1. By the Cauchy–Hadamard formula, this means that \( \limsup_{n \to \infty} \sqrt[n]{n} = 1 \). Hence, 1 is the largest accumulation point of \( (\sqrt[n]{n})_{n=1}^{\infty} \).

Since, trivially, \( \sqrt[n]{n} \geq 1 \) for all \( n \in \mathbb{N} \), all accumulation points of the sequence must be greater or equal to 1. Hence, \( (\sqrt[n]{n})_{n=1}^{\infty} \) has only one accumulation point, namely 1, and therefore converges to 1.

**Definition 8.2.6.** We say that a function \( f \) has a *series expansion* about \( x_0 \in \mathbb{R} \) if
\[ f(x) = \sum_{n=0}^{\infty} a_n (x - x_0)^n \]
for some power series \( \sum_{n=0}^{\infty} a_n (x - x_0)^n \) and all \( x \) in some open interval centered at \( x_0 \).

From Corollary 8.2.4, we obtain immediately:

**Corollary 8.2.7.** Let \( f \) be a function with a power series expansion \( \sum_{n=0}^{\infty} a_n (x - x_0)^n \) about \( x_0 \in \mathbb{R} \). Then \( f \) is infinitely often differentiable on an open interval about \( x_0 \), i.e., a \( C^\infty \)-function, such that
\[ a_n = \frac{f^{(n)}(x_0)}{n!} \]
holds for all \( n \in \mathbb{N}_0 \). In particular, the power series expansion of \( f \) about \( x_0 \) is unique.

Let \( f \) be a function that is infinitely often differentiable on some neighborhood of \( x_0 \in \mathbb{R} \). Then the *Taylor series* of \( f \) at \( x_0 \) is the power series \( \sum_{n=0}^{\infty} \frac{f^{(n)}(x_0)}{n!} (x - x_0)^n \). Corollary 8.2.7 asserts that, whenever \( f \) has a power series expansion about \( x_0 \), then the corresponding power series must be the function’s Taylor series. We thus may also speak of the *Taylor expansion* of \( f \) about \( x_0 \).

Does every \( C^\infty \)-function have a Taylor expansion?

**Example.** Let \( F \) be the collection of all functions \( f : \mathbb{R} \to \mathbb{R} \) of the following form: There is a polynomial \( p \) such that
\[ f(x) = \begin{cases} \frac{1}{2} e^{-\frac{1}{x^2}}, & x \neq 0, \\ 0, & x = 0 \end{cases} \]
(8.1)
for all \( x \in \mathbb{R} \). It is clear that each \( f \in \mathcal{F} \) is continuous on \( \mathbb{R} \setminus \{0\} \), and from de l’Hospital’s Rule, it follows that each \( f \in \mathcal{F} \) is also continuous at \( x = 0 \).

We claim that each \( f \in \mathcal{F} \) is differentiable such that \( f' \in \mathcal{F} \).

Let \( f \in \mathcal{F} \) be as in \((8.1)\). It is easy to see that \( f \) is differentiable at each \( x \neq 0 \) with

\[
f'(x) = -\frac{1}{x^2} p'(\frac{1}{x}) e^{-\frac{1}{x^2}} + p\left(\frac{1}{x}\right) \left(-\frac{2}{x^3}\right) e^{-\frac{1}{x^2}}
= \left(-\frac{1}{x^2} p'(\frac{1}{x}) - \frac{2}{x^3} p\left(\frac{1}{x}\right)\right) e^{-\frac{1}{x^2}},
\]

so that

\[
f'(x) = q\left(\frac{1}{x}\right) e^{-\frac{1}{x^2}}
\]

for such \( x \), where

\[
q(y) := -y^2 p'(y) - 2y^3 p(y)
\]

for all \( y \in \mathbb{R} \). Let \( r(y) := y p(y) \) for \( y \in \mathbb{R} \), so that \( r \) is a polynomial. Since functions in \( \mathcal{F} \) are continuous at \( x = 0 \), we see that

\[
\lim_{h \to 0} \frac{f(h) - f(0)}{h} = \lim_{h \to 0} \frac{1}{h} p\left(\frac{1}{h}\right) e^{-\frac{1}{h^2}} = \lim_{h \to 0} r\left(\frac{1}{h}\right) e^{-\frac{1}{h^2}} = 0.
\]

This proves the claim.

Consider

\[
f: \mathbb{R} \to \mathbb{R}, \quad x \mapsto \begin{cases} e^{-\frac{1}{x^2}}, & x \neq 0, \\ 0, & x = 0, \end{cases}
\]

so that \( f \in \mathcal{F} \). By the claim just proven, it follows that \( f \) is a \( C^\infty \)-function with \( f^{(n)} \in \mathcal{F} \) for all \( n \in \mathbb{N} \). In particular, \( f^{(n)}(0) = 0 \) holds for all \( n \in \mathbb{N} \). The Taylor series of \( f \) thus converges (to 0) on all of \( \mathbb{R} \), but \( f \) does not have a Taylor expansion about 0.

**Theorem 8.2.8.** Let \( x_0 \in \mathbb{R} \), let \( R > 0 \), and let \( f \in C^\infty([x_0 - R, x_0 + R]) \) such that the set

\[
\{|f^{(n)}(x)| : x \in [x_0 - R, x_0 + R], n \in \mathbb{N}_0\} \tag{8.2}
\]

is bounded. Then

\[
f(x) = \sum_{n=0}^{\infty} \frac{f^{(n)}(x_0)}{n!} (x - x_0)^n
\]

holds for all \( x \in [x_0 - R, x_0 + R] \) with uniform convergence on \( [x_0 - R, x_0 + R] \).

**Proof.** Let \( C \geq 0 \) be an upper bound for \((8.2)\), and let \( x \in [x_0 - R, x_0 + R] \). For each \( n \in \mathbb{N} \), Taylor’s theorem yields \( \xi \in [x_0 - R, x_0 + R] \) such that

\[
f(x) = \sum_{k=0}^{n} \frac{f^{(k)}(x_0)}{k!} (x - x_0)^k + \frac{f^{(n+1)}(\xi)}{(n+1)!} (x - x_0)^{n+1},
\]
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so that
\[ |f(x) - \sum_{k=0}^{n} \frac{f^{(k)}(x_0)}{k!}(x-x_0)^k| = \frac{|f^{(n+1)}(\xi)|}{(n+1)!} |x-x_0|^{n+1} \leq C \frac{R^{n+1}}{(n+1)!} \]

Since \( \lim_{n \to \infty} \frac{R^{n+1}}{(n+1)!} = 0 \), this completes the proof. \( \square \)

Example. For all \( x \in \mathbb{R} \),
\[ \sin x = \sum_{n=0}^{\infty} (-1)^n \frac{x^{2n+1}}{(2n+1)!} \quad \text{and} \quad \cos x = \sum_{n=0}^{\infty} (-1)^n \frac{x^{2n}}{(2n)!} \]
holds.

Let \( \sum_{n=0}^{\infty} a_n(x-x_0)^n \) be a power series with radius of convergence \( R \). What happens if \( x = x_0 \pm R \)? In general, nothing can be said.

**Theorem 8.2.9** (Abel’s Theorem). Suppose that the series \( \sum_{n=0}^{\infty} a_n \) converges. Then the power series \( \sum_{n=0}^{\infty} a_n x^n \) converges pointwise on \((-1,1]\) to a continuous function.

**Proof.** For \( x \in (-1,1] \), define
\[ f(x) := \sum_{n=0}^{\infty} a_n x^n. \]
Since \( \sum_{n=1}^{\infty} a_n x^n \) converges uniformly on all compact subsets of \((-1,1)\), it is clear that \( f \) is continuous on \((-1,1)\). What remains to be shown is that \( f \) is continuous at 1, i.e.,
\[ \lim_{x \uparrow 1} f(x) = f(1). \]

For \( n \in \mathbb{Z} \) with \( n \geq -1 \), define \( r_n := \sum_{k=n+1}^{\infty} a_k \). It follows that \( r_{-1} = f(1) \), \( r_n - r_{n-1} = -a_n \) for all \( n \in \mathbb{N}_0 \), and \( \lim_{n \to \infty} r_n = 0 \). Since \( (r_n)_{n=-1}^{\infty} \) is bounded, the series \( \sum_{n=0}^{\infty} r_n x^n \) and \( \sum_{n=0}^{\infty} r_{n-1} x^n \) converge for \( x \in (-1,1) \). We obtain for \( x \in (-1,1) \) that
\[
(1-x) \sum_{n=0}^{\infty} r_n x^n = \sum_{n=0}^{\infty} r_n x^n - \sum_{n=0}^{\infty} r_{n-1} x^n + r_{-1}
= \sum_{n=0}^{\infty} r_n x^n - \sum_{n=0}^{\infty} r_{n-1} x^n + r_{-1}
= \sum_{n=0}^{\infty} (r_n - r_{n-1}) x^n + r_{-1}
= -\sum_{n=1}^{\infty} a_n x^n + f(1),
\]
i.e.,
\[ f(1) - f(x) = (1-x) \sum_{n=0}^{\infty} r_n x^n. \]
Let $\epsilon > 0$ and let $C \geq 0$ be such that $|r_n| \leq C$ for $n \geq -1$. Choose $n_\epsilon \in \mathbb{N}$ such that $|r_n| \leq \frac{\epsilon}{2}$ for $n \geq n_\epsilon$, and set $\delta := \frac{\epsilon}{2Cn_\epsilon + 1}$. Let $x \in (0, 1)$ such that $1 - x < \delta$. It follows that

$$\begin{align*}
|f(1) - f(x)| &\leq (1 - x) \sum_{n=0}^{\infty} |r_n|x^n \\
&= (1 - x) \sum_{n=0}^{n_\epsilon - 1} |r_n|x^n + (1 - x) \sum_{n=n_\epsilon}^{\infty} |r_n|x^n \\
&\leq (1 - x) Cn_\epsilon + (1 - x) \frac{\epsilon}{2} \sum_{n=n_\epsilon}^{\infty} x^n \\
&< \frac{\epsilon}{2} + (1 - x) \frac{\epsilon}{2} \sum_{n=0}^{\infty} x^n \\
&= \frac{\epsilon}{2} + \frac{\epsilon}{2} \\
&= \epsilon,
\end{align*}$$

so that $f$ is indeed continuous at 1.

\textbf{Examples.} 1. For $x \in (-1, 1)$, the identity

$$\log(x + 1) = \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n} x^n \quad (8.3)$$

holds. By Abel’s Theorem, the right hand side of (8.3) defines a continuous function on all of $(-1, 1]$. Since the left hand side of (8.3) is also continuous on $(-1, 1]$, it follows that (8.3) holds for all $x \in (-1, 1]$. Letting $x = 1$, we obtain that

$$\sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n} = \log 2.$$

2. Since

$$\arctan x = \sum_{n=0}^{\infty} \frac{(-1)^n x^{2n+1}}{2n+1}$$

holds for all $x \in (-1, 1)$, a similar argument as in the previous example yields that this identity holds for all $x \in (-1, 1]$. In particular, letting $x = 1$ yields

$$\frac{\pi}{4} = \arctan 1 = \sum_{n=0}^{\infty} \frac{(-1)^n}{2n+1}.$$
Exercises

1. Determine the radii of convergence for the following power series:
   
   (a) \( \sum_{n=0}^{\infty} \left( \frac{2n}{n} \right) x^n \);
   
   (b) \( \sum_{n=2}^{\infty} (-1)^n \left( \frac{5n+3}{3n-4} \right)^n (x - 2018)^n \);
   
   (c) \( \sum_{n=0}^{\infty} \frac{1}{n!} (x - e)^n \);
   
   (d) \( \sum_{n=0}^{\infty} \frac{n^n}{n!} (x - 6)^n \).

2. Let \( (a_n)_{n=0}^{\infty} \) be a sequence in \( \mathbb{R} \) such that \( R := \lim_{n \to \infty} \frac{|a_n|}{|a_{n+1}|} \) exists. Show that \( R \), for any \( x_0 \in \mathbb{R} \), is the radius of convergence of the power series \( \sum_{n=0}^{\infty} a_n (x - x_0)^n \).

3. Show that the power series \( \sum_{n=1}^{\infty} n^2 x^n \) has radius of convergence 1 and that
   
   \[
   \sum_{n=1}^{\infty} n^2 x^n = \frac{x(x+1)}{(1-x)^3}
   \]
   
   for \( x \in (-1, 1) \).

4. For any \( \alpha \in \mathbb{R} \) and \( n \in \mathbb{N}_0 \), let
   
   \[
   \binom{\alpha}{n} := \prod_{j=1}^{n} \frac{\alpha - j + 1}{j}.
   \]

   You may use without proving it that
   
   \[
   \binom{\alpha - 1}{n} + \binom{\alpha - 1}{n-1} = \binom{\alpha}{n} \quad (8.4)
   \]
   
   for \( n \in \mathbb{N} \).

   (a) Show that the binomial series \( \sum_{n=0}^{\infty} \binom{\alpha}{n} x^n \) converges on \((-1, 1)\) to a differentiable function \( f \).

   (b) Show that \((1+x)f'(x) = \alpha f(x)\) for \( x \in (-1, 1) \).

   Hint: Use (8.4).

   (c) Conclude that
   
   \[
   \sum_{n=0}^{\infty} \binom{\alpha}{n} x^n = (1+x)^\alpha
   \]
   
   for \( x \in (-1, 1) \).

   Hint: Let \( g(x) := (1+x)^\alpha \), consider \( f(x)/g(x) \), and differentiate.
5. Although the theory of power series was developed in class only for real variables, it all works perfectly well over \( \mathbb{C} \) as well. We can thus extend \( \exp, \sin, \) and \( \cos \) to \( \mathbb{C} \) by defining

\[
e^z := \sum_{n=0}^{\infty} \frac{z^n}{n!}, \quad \sin z := \sum_{n=0}^{\infty} (-1)^n \frac{z^{2n+1}}{(2n+1)!}, \quad \text{and} \quad \cos z := \sum_{n=0}^{\infty} (-1)^n \frac{z^{2n}}{(2n)!}
\]

for \( z \in \mathbb{C} \).

Show that

\[ e^{iz} = \cos z + i \sin z \]

holds for all \( z \in \mathbb{C} \), and derive Euler's Identity: \( e^{i\pi} + 1 = 0 \).

### 8.3 Fourier Series

The theory of Fourier series is about approximating periodic functions through terms involving sine and cosine.

**Definition 8.3.1.** Let \( \omega > 0 \), and let \( \mathcal{PC}_\omega(\mathbb{R}) \) denote the collection of all functions \( f: \mathbb{R} \to \mathbb{R} \) with the following properties:

(a) \( f(x + \omega) = f(x) \) for \( x \in \mathbb{R} \).

(b) there is a partition \(-\frac{\omega}{2} = t_0 < t_1 < \cdots < t_n = \frac{\omega}{2} \) of \([-\frac{\omega}{2}, \frac{\omega}{2}]\) such that \( f \) is continuous on \((t_{j-1}, t_j)\) for \( j = 1, \ldots, n \) and such that \( \lim_{t \uparrow t_j} f(t) \) exists for \( j = 1, \ldots, n \) and \( \lim_{t \downarrow t_j} f(t) \) exists for \( j = 0, \ldots, n - 1 \).

We will focus on the case where \( \omega = 2\pi \).

**Example.** The functions \( \sin \) and \( \cos \) belong to \( \mathcal{PC}_{2\pi}(\mathbb{R}) \).
How can we approximate arbitrary $f \in \mathcal{PC}_{2\pi}(\mathbb{R})$ by linear combinations of $\sin$ and $\cos$?

**Definition 8.3.2.** For $f \in \mathcal{PC}_{2\pi}(\mathbb{R})$, the *Fourier coefficients* $a_0, a_1, a_2, \ldots, b_1, b_2, \ldots$ of $f$ are defined as

$$a_n := \frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \cos(nt) \, dt$$

for $n \in \mathbb{N}_0$ and

$$b_n := \frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \sin(nt) \, dt$$

for $n \in \mathbb{N}$. The infinite series $\frac{a_0}{2} + \sum_{n=1}^{\infty} (a_n \cos(nx) + b_n \sin(nx))$ is called the *Fourier series* of $f$. We write

$$f(x) \sim \frac{a_0}{2} + \sum_{n=1}^{\infty} (a_n \cos(nx) + b_n \sin(nx)).$$

The fact that

$$f(x) \sim \frac{a_0}{2} + \sum_{n=1}^{\infty} (a_n \cos(nx) + b_n \sin(nx))$$

does not mean that we have convergence—not even pointwise.
Example. Let

\[ f : (-\pi, \pi] \to \mathbb{R}, \quad x \mapsto \begin{cases} 
-1, & x \in (-\pi, 0), \\
1, & x \in [0, \pi]. 
\end{cases} \]

Extend \( f \) to a function in \( PC_{2\pi}(x) \) (using Definition 8.3.2(a)). For \( n \in \mathbb{N}_0 \), we obtain

\[ a_n = \frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \cos(nt) \, dt \]
\[ = \frac{1}{\pi} \left( - \int_{-\pi}^{0} \cos(nt) \, dt + \int_{0}^{\pi} \cos(nt) \, dt \right) \]
\[ = \frac{1}{\pi} \left( - \int_{0}^{\pi} \cos(nt) \, dt + \int_{0}^{\pi} \cos(nt) \, dt \right) \]
\[ = 0. \]

For \( n \in \mathbb{N} \), we have

\[ b_n = \frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \sin(nt) \, dt \]
\[ = \frac{1}{\pi} \left( - \int_{-\pi}^{0} \sin(nt) \, dt + \int_{0}^{\pi} \sin(nt) \, dt \right) \]
\[ = \frac{1}{\pi} \left( \frac{-1}{n} \int_{-\pi}^{0} \sin(t) \, dt + \frac{1}{n} \int_{0}^{\pi} \sin(t) \, dt \right) \]
\[ = \frac{1}{\pi n} \left( \cos t \bigg|_{-\pi}^{0} - \cos t \bigg|_{0}^{\pi n} \right) \]
\[ = \frac{1}{\pi n} (1 - \cos(n\pi) - \cos(n\pi) + 1) \]
\[ = \frac{2}{\pi} - \frac{2\cos(n\pi)}{\pi n} \]
\[ = \begin{cases} 
0, & n \text{ even}, \\
\frac{4}{\pi n}, & n \text{ odd}. 
\end{cases} \]

It follows that

\[ f(x) \sim \frac{4}{\pi} \sum_{n=0}^{\infty} \frac{1}{2n+1} \sin((2n+1)x). \]

The Fourier series converges to zero whenever \( x \) is an integer multiple of \( \pi \), i.e., it does not converge to \( f \) for such \( x \).

In general, it is too much to expect pointwise convergence. Suppose that \( f \in PC_{2\pi}(\mathbb{R}) \) has a Fourier series that converges pointwise to \( f \). Let \( g : \mathbb{R} \to \mathbb{R} \) be another function in \( PC_{2\pi}(\mathbb{R}) \) obtained from \( f \) by altering \( f \) at finitely many points in \((-\pi, \pi]\). Then \( f \) and \( g \) have the same Fourier series, but at those points where \( f \) differs from \( g \), the series cannot converge pointwise to \( g \).

We need a different type of convergence.
Definition 8.3.3. For \( f \in PC_{2\pi}(\mathbb{R}) \), define
\[
\|f\|_2 := \left( \int_{-\pi}^{\pi} |f(t)|^2 \, dt \right)^{\frac{1}{2}}.
\]

Proposition 8.3.4. Let \( f, g \in PC_{2\pi}(\mathbb{R}) \), and let \( \lambda \in \mathbb{R} \). Then we have:

(i) \( \|f\|_2 \geq 0 \);

(ii) \( \|\lambda f\|_2 = |\lambda|\|f\|_2 \);

(iii) \( \|f + g\|_2 \leq \|f\|_2 + \|g\|_2 \).

Proof. (i) and (ii) are obvious.

For (iii), we first claim that
\[
\int_{-\pi}^{\pi} |f(t)g(t)| \, dt \leq \|f\|_2 \|g\|_2 \tag{8.5}
\]
Let \( \epsilon > 0 \), and choose a partition \(-\pi = t_0 < \cdots < t_n = \pi \) and support points \( \xi_j \in (t_{j-1}, t_j) \) for \( j = 1, \ldots, n \) such that
\[
\left| \int_{-\pi}^{\pi} |f(t)g(t)| \, dt - \sum_{j=1}^{n} |f(\xi_j)g(\xi_j)|(t_j - t_{j-1}) \right| < \epsilon,
\]
and
\[
\left| \left( \int_{-\pi}^{\pi} |f(t)|^2 \, dt \right)^{\frac{1}{2}} - \left( \sum_{j=1}^{n} |f(\xi_j)|^2(t_j - t_{j-1}) \right)^{\frac{1}{2}} \right| < \epsilon,
\]
and
\[
\left| \left( \int_{-\pi}^{\pi} |g(t)|^2 \, dt \right)^{\frac{1}{2}} - \left( \sum_{j=1}^{n} |g(\xi_j)|^2(t_j - t_{j-1}) \right)^{\frac{1}{2}} \right| < \epsilon.
\]
We therefore obtain
\[
\int_{-\pi}^{\pi} |f(t)g(t)| \, dt < \sum_{j=1}^{n} |f(\xi_j)g(\xi_j)|(t_j - t_{j-1}) + \epsilon
\]
\[
= \sum_{j=1}^{n} |f(\xi_j)|(t_j - t_{j-1})^{\frac{3}{2}}|g(\xi_j)|(t_j - t_{j-1})^{\frac{1}{2}} + \epsilon
\]
\[
\leq \left( \sum_{j=1}^{n} |f(\xi_j)|^2(t_j - t_{j-1}) \right)^{\frac{3}{2}} \left( \sum_{j=1}^{n} |g(\xi_j)|^2(t_j - t_{j-1}) \right)^{\frac{1}{2}} + \epsilon,
\]
by the Cauchy–Schwarz Inequality,
\[
< \left( \left( \int_{-\pi}^{\pi} |f(t)|^2 \, dt \right)^{\frac{1}{2}} + \epsilon \right) \left( \left( \int_{-\pi}^{\pi} |g(t)|^2 \, dt \right)^{\frac{1}{2}} + \epsilon \right) + \epsilon.
\]
Since $\epsilon > 0$ is arbitrary, this yields (8.5).

Since
\[
\|f + g\|^2 = \int_{-\pi}^{\pi} (f(t)^2 + 2f(t)g(t) + g(t)^2) \, dt
\]
\[
= \int_{-\pi}^{\pi} |f(t)|^2 \, dt + 2\int_{-\pi}^{\pi} f(t)g(t) \, dt + \int_{-\pi}^{\pi} |g(t)|^2 \, dt
\]
\[
\leq \|f\|^2 + 2\int_{-\pi}^{\pi} |f(t)g(t)| \, dt + \|g\|^2
\]
\[
\leq \|f\|^2 + 2\|f\|\|g\|_2 + \|g\|^2_2,
\]
by (8.5),
\[
= (\|f\|_2 + \|g\|_2)^2,
\]
this proves (iii). \qed

One cannot improve Proposition 8.3.4(i) to $\|f\|_2 > 0$ for non-zero $f$: Any function $f$ that is different from zero only in finitely many points provides a counterexample.

**Definition 8.3.5.** Let $\alpha_0, \alpha_1, \ldots, \alpha_n, \beta_1, \ldots, \beta_n \in \mathbb{R}$. A function of the form
\[
T_n(x) = \frac{\alpha_0}{2} + \sum_{k=1}^{n} (\alpha_k \cos(kx) + \beta_k \sin(kx))
\]  
(8.6)
for $x \in \mathbb{R}$ is called a *trigonometric polynomial* of degree $n$.

It is obvious that trigonometric polynomials belong to $\mathcal{PC}_{2\pi}(\mathbb{R})$.

**Lemma 8.3.6.** Let $f \in \mathcal{PC}_{2\pi}(\mathbb{R})$ have the Fourier coefficients $a_0, a_1, a_2, \ldots, b_1, b_2, \ldots$, and let $T_n$ be a trigonometric polynomial of degree $n \in \mathbb{N}$ as in (8.6). Then we have
\[
\|f - T_n\|_2^2
\]
\[
= \|f\|_2^2 - \pi \left( \frac{\alpha_0^2}{2} + \sum_{k=1}^{n} (a_k^2 + b_k^2) \right) + \pi \left( \frac{1}{2} (\alpha_0 - a_0)^2 + \sum_{k=1}^{n} ((\alpha_k - a_k)^2 + (\beta_k - b_k)^2) \right).
\]

**Proof.** First note that
\[
\|f - T_n\|^2 = \int_{-\pi}^{\pi} f(t)^2 \, dt - 2\int_{-\pi}^{\pi} f(t)T_n(t) \, dt + \int_{-\pi}^{\pi} T_n(t)^2 \, dt.
\]
Then, observe that
\[
\int_{-\pi}^{\pi} f(t)T_n(t) \, dt
\]
\[
= \frac{\alpha_0}{2} \int_{-\pi}^{\pi} f(t) \, dt + \sum_{k=1}^{n} \alpha_k \int_{-\pi}^{\pi} f(t) \cos(kt) \, dt + \sum_{k=1}^{n} \beta_k \int_{-\pi}^{\pi} f(t) \sin(kt) \, dt
\]
\[
= \pi \left( \frac{\alpha_0}{2} a_0 + \sum_{k=1}^{n} (\alpha_k a_k + \beta_k b_k) \right),
\]
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and, moreover, that
\[
\begin{align*}
\int_{-\pi}^{\pi} T_n(t)^2 \, dt &= 2\pi \frac{\alpha_0^2}{4} + \frac{\alpha_0}{2} \sum_{k=1}^{n} \left( \alpha_k \int_{-\pi}^{\pi} \cos(kt) \, dt + \beta_k \int_{-\pi}^{\pi} \sin(kt) \, dt \right) \\
&\quad + \sum_{k,j=1}^{n} \left( \alpha_k \alpha_j \int_{-\pi}^{\pi} \cos(kt) \cos(jt) \, dt + 2\alpha_k \beta_j \int_{-\pi}^{\pi} \cos(kt) \sin(jt) \, dt \\
&\quad \quad + \beta_k \beta_j \int_{-\pi}^{\pi} \sin(kt) \sin(jt) \, dt \right) \\
&= \pi \frac{\alpha_0^2}{2} + \sum_{k=1}^{n} \left( \alpha_k^2 \int_{-\pi}^{\pi} \cos(kt)^2 \, dt + \beta_k^2 \int_{-\pi}^{\pi} \sin(kt)^2 \, dt \right) \\
&= \pi \left( \frac{\alpha_0^2}{2} + \sum_{k=1}^{n} (\alpha_k^2 + \beta_k^2) \right).
\end{align*}
\]

We thus obtain
\[
\|f - T_n\|_2^2
= \|f\|_2^2 + \pi \left( -\alpha_0 a_0 - \sum_{k=1}^{n} (2\alpha_k a_k + 2\beta_k b_k) + \frac{\alpha_0^2}{2} + \sum_{k=1}^{n} (\alpha_k^2 + \beta_k^2) \right)
\]
\[
= \|f\|_2^2 + \pi \left( \frac{1}{2} (\alpha_0^2 - 2\alpha_0 a_0) + \sum_{k=1}^{n} (\alpha_k^2 - 2\alpha_k a_k + \beta_k^2 - 2\beta_k b_k) \right)
\]
\[
= \|f\|_2^2 + \pi \left( \frac{1}{2} (\alpha_0 - a_0)^2 + \sum_{k=1}^{n} ((\alpha_k - a_k)^2 + (\beta_k - b_k)^2) - \frac{1}{2} a_0^2 - \sum_{k=1}^{n} (\alpha_k^2 + \beta_k^2) \right)
\]
This proves the claim. \(\square\)

**Proposition 8.3.7.** For \(f \in \mathcal{PC}_{2\pi}(\mathbb{R})\) with the Fourier coefficients \(a_0, a_1, a_2, \ldots, b_1, b_2, \ldots\) and \(n \in \mathbb{N}\), let \(S_n(f) \in \mathcal{PC}_{2\pi}(\mathbb{R})\) be given by
\[
S_n(f)(x) = \frac{a_0}{2} + \sum_{k=1}^{n} (\alpha_k \cos(kx) + b_k \sin(kx))
\]
for \(x \in \mathbb{R}\). Then \(S_n(f)\) is the unique trigonometric polynomial \(T_n\) of degree \(n\) for which \(\|f - T_n\|_2\) becomes minimal. In fact, we have
\[
\|f - S_n(f)\|_2^2 = \|f\|_2^2 - \pi \left( \frac{a_0^2}{2} + \sum_{k=1}^{n} (\alpha_k^2 + \beta_k^2) \right).
\]

**Corollary 8.3.8** (Bessel’s Inequality). Let \(f \in \mathcal{PC}_{2\pi}(\mathbb{R})\) have the Fourier coefficients \(a_0, a_1, a_2, \ldots, b_1, b_2, \ldots\). Then we have the inequality
\[
\frac{a_0^2}{2} + \sum_{n=1}^{\infty} (a_n^2 + b_n^2) \leq \frac{1}{\pi} \|f\|_2^2.
\]
In particular, \( \lim_{n \to \infty} a_n = \lim_{n \to \infty} b_n = 0 \) holds.

**Definition 8.3.9.** Let \( n \in \mathbb{N}_0 \). The \( n \)-th Dirichlet kernel is defined on \( [-\pi, \pi] \) by letting

\[
D_n(t) := \begin{cases} 
\frac{\sin((n+\frac{1}{2})t)}{2\sin(\frac{t}{2})}, & 0 < |t| \leq \pi, \\
\frac{n + \frac{1}{2}}{t}, & t = 0.
\end{cases}
\]

**Lemma 8.3.10.** Let \( f \in \mathcal{PC}_{2\pi}(\mathbb{R}) \). Then

\[
S_n(f)(x) = \frac{1}{\pi} \int_{-\pi}^{\pi} f(x + t) D_n(t) \, dt
\]

for all \( n \in \mathbb{N}_0 \) and \( x \in [-\pi, \pi] \).

**Proof.** Let \( n \in \mathbb{N}_0 \) and let \( x \in [-\pi, \pi] \). We have

\[
S_n(f)(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(t) \, dt + \frac{1}{\pi} \int_{-\pi}^{\pi} f(t)(\cos(kx) \cos(kt) + \sin(kx) \sin(kt)) \, dt
\]

\[
= \frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \left( \frac{1}{2} + \sum_{k=1}^{n} \cos(kx) \cos(-kt) - \sin(kx) \sin(-kt) \right) \, dt
\]

\[
= \frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \left( \frac{1}{2} + \sum_{k=1}^{n} \cos(k(x-t)) \right) \, dt
\]

\[
= \frac{1}{\pi} \int_{-\pi-x}^{\pi-x} f(x+s) \left( \frac{1}{2} + \sum_{k=1}^{n} \cos(ks) \right) \, ds
\]

\[
= \frac{1}{\pi} \int_{-\pi}^{\pi} f(x+s) \left( \frac{1}{2} + \sum_{k=1}^{n} \cos(ks) \right) \, ds.
\]

We now claim that

\[
D_n(s) = \frac{1}{2} + \sum_{k=1}^{n} \cos(ks)
\]

holds for all \( s \in [-\pi, \pi] \). First note that, for any \( s \in \mathbb{R} \) and \( k \in \mathbb{Z} \), the identity

\[
2 \cos(ks) \sin \left( \frac{1}{2} s \right) = \sin \left( \left( k + \frac{1}{2} \right) s \right) - \sin \left( \left( k - \frac{1}{2} \right) s \right).
\]

Hence, we obtain for \( s \in [-\pi, \pi] \) and \( n \in \mathbb{N}_0 \) that

\[
2 \sin \left( \frac{1}{2} s \right) \sum_{k=1}^{n} \cos(ks) = \sum_{k=1}^{n} \left( \sin \left( \left( k + \frac{1}{2} \right) s \right) - \sin \left( \left( k - \frac{1}{2} \right) s \right) \right)
\]

\[
= \sin \left( \left( n + \frac{1}{2} \right) s \right) - \sin \left( \frac{1}{2} s \right)
\]

and thus, for \( s \neq 0 \),

\[
\sum_{k=1}^{n} \cos(ks) = \frac{\sin \left( \left( n + \frac{1}{2} \right) s \right) - \sin \left( \frac{1}{2} s \right)}{2 \sin \left( \frac{1}{2} s \right)} = D_n(s) - \frac{1}{2}.
\]
for \( s = 0 \), the left and the right hand side of the previous equation also coincide as is checked immediately.

**Lemma 8.3.11** (Riemann–Lebesgue Lemma). For \( f \in \mathcal{PC}_{2\pi}(\mathbb{R}) \), we have that
\[
\lim_{n \to \infty} \int_{-\pi}^{\pi} f(t) \sin \left( \left( n + \frac{1}{2} \right) t \right) dt = 0.
\]

**Proof.** Note that, for \( n \in \mathbb{N} \), we have
\[
\int_{-\pi}^{\pi} f(t) \sin \left( \left( n + \frac{1}{2} \right) t \right) dt
= \int_{-\pi}^{\pi} f(t) \left( \cos \left( \frac{1}{2} t \right) \sin(nt) + \sin \left( \frac{1}{2} t \right) \cos(nt) \right) dt
= \frac{1}{\pi} \int_{-\pi}^{\pi} \left( \pi f(t) \cos \left( \frac{1}{2} t \right) \right) \sin(nt) dt
+ \frac{1}{\pi} \int_{-\pi}^{\pi} \left( \pi f(t) \sin \left( \frac{1}{2} t \right) \right) \cos(nt) dt.
\]
Since \( \frac{1}{\pi} \int_{-\pi}^{\pi} \left( \pi f(t) \cos \left( \frac{1}{2} t \right) \right) \sin(nt) dt \) and \( \frac{1}{\pi} \int_{-\pi}^{\pi} \left( \pi f(t) \sin \left( \frac{1}{2} t \right) \right) \cos(nt) dt \) are Fourier coefficients, it follows from Bessel’s Inequality that
\[
\lim_{n \to \infty} \frac{1}{\pi} \int_{-\pi}^{\pi} \left( \pi f(t) \cos \left( \frac{1}{2} t \right) \right) \sin(nt) dt = \lim_{n \to \infty} \frac{1}{\pi} \int_{-\pi}^{\pi} \left( \pi f(t) \sin \left( \frac{1}{2} t \right) \right) \cos(nt) dt = 0.
\]
This proves the claim. \( \square \)

**Definition 8.3.12.** Let \( f: \mathbb{R} \to \mathbb{R} \), and let \( x \in \mathbb{R} \). We say that:

(a) \( f \) has a **right hand derivative** at \( x \) if
\[
\lim_{h \to 0 \atop h > 0} \frac{f(x + h) - f(x^+)}{h}
\]
exists, where \( f(x^+) := \lim_{h \to 0 \atop h > 0} f(x + h) \) is supposed to exist.

(b) \( f \) has a **left hand derivative** at \( x \) if
\[
\lim_{h \to 0 \atop h < 0} \frac{f(x + h) - f(x^-)}{h}
\]
exists, where \( f(x^-) := \lim_{h \to 0 \atop h < 0} f(x + h) \) is supposed to exist.

**Theorem 8.3.13.** Let \( f \in \mathcal{PC}_{2\pi}(\mathbb{R}) \) and suppose that \( f \) has left and right hand derivatives at \( x \in \mathbb{R} \). Then
\[
\frac{a_0}{2} + \sum_{n=1}^{\infty} \left( a_n \cos(nx) + b_n \sin(nx) \right) = \frac{1}{2} \left( f(x^+) + f(x^-) \right)
\]
holds.
Proof. In the proof of Lemma 8.3.10, we saw that

$$\frac{1}{2} + \sum_{k=1}^{n} \cos(k t) = D_n(t)$$

holds for all $t \in [-\pi, \pi]$ and $n \in \mathbb{N}_0$, so that

$$\frac{1}{\pi} \int_0^\pi f(x^+) D_n(t) = \frac{1}{2} f(x^+) + \sum_{k=1}^{n} \frac{1}{\pi} \int_0^\pi f(x^+ \cos(k t) dt = \frac{1}{2} f(x^+)$$

and similarly

$$\frac{1}{\pi} \int_{-\pi}^0 f(x^-) D_n(t) dt = \frac{1}{2} f(x^-).$$

for $n \in \mathbb{N}$. It follows that

$$S_n(f)(x) - \frac{1}{2}(f(x^+) + f(x^-))$$

$$= \frac{1}{\pi} \int_{-\pi}^\pi f(x + t) D_n(t) dt - \frac{1}{\pi} \int_0^\pi f(x^+) D_n(t) dt - \frac{1}{\pi} \int_{-\pi}^0 f(x^-) D_n(t) dt$$

$$= \frac{1}{\pi} \int_{-\pi}^0 \frac{f(x + t) - f(x^-)}{2 \sin \left( \frac{1}{2} t \right)} \left( n + \frac{1}{2} \right) t dt$$

holds for $n \in \mathbb{N}$. Define $g: (-\pi, \pi) \to \mathbb{R}$ by letting

$$g(t) := \begin{cases} 
0, & t \in (-\pi, 0), \\
\frac{f(x + t) - f(x^-)}{2 \sin \left( \frac{1}{2} t \right)}, & t \in (0, \pi].
\end{cases}$$

Since

$$\lim_{t \to 0^+} \frac{f(x + t) - f(x^-)}{2 \sin \left( \frac{1}{2} t \right)} = \lim_{t \to 0^+} \frac{f(x + t) - f(x^+)}{t} = \lim_{t \to 0^+} \frac{f(x + t) - f(x^+)}{t}$$

exists, it follows that $g \in \mathcal{PC}_{2\pi}(\mathbb{R})$. From the Riemann–Lebesgue Lemma, it follows that

$$\lim_{n \to \infty} \int_0^\pi \frac{f(x + t) - f(x^+)}{2 \sin \left( \frac{1}{2} t \right)} \sin \left( \left( n + \frac{1}{2} \right) t \right) dt = \lim_{n \to \infty} \int_{-\pi}^\pi g(t) \sin \left( \left( n + \frac{1}{2} \right) t \right) dt = 0$$

and, analogously,

$$\lim_{n \to \infty} \int_{-\pi}^0 \frac{f(x + t) - f(x^-)}{2 \sin \left( \frac{1}{2} t \right)} \sin \left( \left( n + \frac{1}{2} \right) t \right) dt = 0.$$

This completes the proof. \qed
Example. Let 
\[ f : (-\pi, \pi] \to \mathbb{R}, \quad x \mapsto \begin{cases} 
-1, & x \in (-\pi, 0), \\
1, & x \in [0, \pi]. 
\end{cases} \]

It follows that 
\[ f(x) = 4 \sum_{n=0}^{\infty} \frac{1}{2n+1} \sin((2n+1)x) \]
for all \( x \) that are not integer multiples of \( \pi \).

Corollary 8.3.14. Let \( f \in \mathcal{PC}_{2\pi}(\mathbb{R}) \) be continuous and piecewise differentiable. Then 
\[ \frac{a_0}{2} + \sum_{n=1}^{\infty} (a_n \cos(nx) + b_n \sin(nx)) = f(x) \]
holds for all \( x \in \mathbb{R} \).

Theorem 8.3.15. Let \( f \in \mathcal{PC}_{2\pi}(\mathbb{R}) \) be continuous and piecewise continuously differentiable. Then 
\[ \frac{a_0}{2} + \sum_{n=1}^{\infty} (a_n \cos(nx) + b_n \sin(nx)) = f(x) \] (8.7)
holds for all \( x \in \mathbb{R} \) with uniform convergence on \( \mathbb{R} \).

Proof. Let \(-\pi = t_0 < \cdots < t_m = \pi\) be such that \( f \) is continuously differentiable on \([t_{j-1}, t_j]\) for \( j = 1, \ldots, m \). Then \( f'(t) \) exists for \( t \in [-\pi, \pi] \)—except possibly for \( t \in \{t_0, \ldots, t_n\}\)—and thus gives rise to a function in \( \mathcal{PC}_{2\pi}(\mathbb{R}) \), which we shall denote by \( f' \) for the sake of simplicity.

Let \( a_0', a_1', a_2', \ldots, b_1', b_2', \ldots \) be the Fourier coefficients of \( f' \). For \( n \in \mathbb{N} \), we obtain that 
\[ a'_n = \frac{1}{\pi} \int_{-\pi}^{\pi} f'(t) \cos(nt) \, dt \]
\[ = \frac{1}{\pi} \sum_{j=1}^{m} \int_{t_{j-1}}^{t_j} f'(t) \cos(nt) \, dt \]
\[ = \frac{1}{\pi} \sum_{j=1}^{m} \left( f(t) \cos(nt) \Big|_{t_{j-1}}^{t_j} + n \int_{t_{j-1}}^{t_j} f(t) \sin(nt) \, dt \right) \]
\[ = \frac{n}{\pi} \int_{-\pi}^{\pi} f(t) \sin(nt) \, dt \]
\[ = nb_n \]
and, in a similar vein,
\[ b'_n = -na_n. \]

From Bessel’s Inequality, we know that \( \sum_{n=1}^{\infty} (b'_n)^2 < \infty \), and from the Cauchy–Schwarz Inequality, we conclude that 
\[ \sum_{n=1}^{\infty} |a_n| = \sum_{n=1}^{\infty} \frac{1}{n} |b'_n| \leq \left( \sum_{n=1}^{\infty} \frac{1}{n^2} \right)^{\frac{1}{2}} \left( \sum_{n=1}^{\infty} (b'_n)^2 \right)^{\frac{1}{2}} < \infty; \]
analogously, we see that \( \sum_{n=1}^{\infty} |b_n| < \infty \) as well.

Since

\[
|a_n \cos(nx) + b_n \sin(nx)| \leq |a_n| + |b_n|
\]

for all \( x \in \mathbb{R} \), the Weierstraß M-Test yields that the Fourier series \( \frac{a_0}{2} + \sum_{n=1}^{\infty} (a_n \cos(nx) + b_n \sin(nx)) \) converges uniformly on \( \mathbb{R} \). Since the identity (8.7) holds pointwise by Corollary 8.3.14, the uniform limit of the Fourier series must be \( f \).

**Example.** Let \( f \in \mathcal{PC}_{2\pi}(\mathbb{R}) \) be given by \( f(x) := x^2 \) for \( x \in (-\pi, \pi] \). It is easy to see that \( b_n = 0 \) for all \( n \in \mathbb{N} \).

We have

\[
a_0 = \frac{1}{\pi} \int_{-\pi}^{\pi} t^2 \, dt = \frac{1}{\pi} \left( \frac{t^3}{3} \right)_{-\pi}^{\pi} = \frac{1}{\pi} \left( \frac{\pi^3}{3} + \frac{\pi^3}{3} \right) = \frac{2\pi^2}{3}.
\]

For \( n \in \mathbb{N} \), we compute

\[
a_n = \frac{1}{\pi} \int_{-\pi}^{\pi} t^2 \cos(nt) \, dt
= \frac{1}{\pi} \left( \frac{t^2}{n} \sin(nt) \right)_{-\pi}^{\pi} - \frac{2}{n} \int_{-\pi}^{\pi} t \sin(nt) \, dt
= -\frac{2}{\pi n} \int_{-\pi}^{\pi} t \sin(nt) \, dt
= -\frac{2}{\pi n} \left( -\frac{\pi}{n} \cos(nt) \right)_{-\pi}^{\pi} + \frac{1}{n} \int_{-\pi}^{\pi} \cos(nt) \, dt
= \frac{4}{n^2} \cos(\pi n)
= (-1)^n \frac{4}{n^2}.
\]

Hence, we have the identity

\[
f(x) = \frac{\pi^2}{3} + \sum_{n=1}^{\infty} (-1)^n \frac{4}{n^2} \cos(nx)
\]

with uniform convergence on all of \( \mathbb{R} \).

Letting \( x = 0 \), we obtain

\[
0 = \frac{\pi^2}{3} + \sum_{n=1}^{\infty} (-1)^n \frac{4}{n^2},
\]

so that

\[
\frac{\pi^2}{12} = \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n^2}.
\]

Letting \( x = \pi \) yields

\[
\pi^2 = \frac{\pi^2}{3} + \sum_{n=1}^{\infty} (-1)^n \frac{4}{n^2} (-1)^n = \frac{\pi^2}{3} + \sum_{n=1}^{\infty} \frac{4}{n^2}
\]
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and thus
\[ \sum_{n=1}^{\infty} \frac{1}{n^2} = \frac{\pi^2}{6}. \]

For our last two theorems, we require the following lemma:

**Lemma 8.3.16.** Let \( a < b \), let \( f: [a, b] \to \mathbb{R} \) be continuous, and let \( \epsilon > 0 \). Then there is a continuous, piecewise linear function \( g: [a, b] \to \mathbb{R} \) such that \( g(a) = f(a) \), \( g(b) = f(b) \), and \( |f(t) - g(t)| < \epsilon \) for all \( t \in [a, b] \).

**Proof.** As \([a, b]\) is compact and \( f \) is continuous, \( f \) is uniformly continuous. Choose \( \delta > 0 \) such that \( |f(s) - f(t)| < \frac{\epsilon}{2} \) for \( s, t \in [a, b] \) with \( |s - t| < \delta \). Let \( a = t_0 < \cdots < t_n = b \) be a partition of \([a, b]\) with \( \max_{j=1, \ldots, n} |t_j - t_{j-1}| < \delta \). Define \( g: [a, b] \to \mathbb{R} \) as follows: if \( t \in [t_{j-1}, t_j] \) with \( j \in \{1, \ldots, n\} \), let
\[ g(t) := \frac{1}{t_j - t_{j-1}}((t_j - t)f(t_{j-1}) - (t_{j-1} - t)f(t_j)). \]

Then \( g \) is a piecewise linear, continuous function with \( g(t_j) = f(t_j) \) for \( j = 1, \ldots, n \). Let \( t \in [-\pi, \pi] \), and let \( j \in \{1, \ldots, n\} \) be such that \( t \in [t_{j-1}, t_j] \). We obtain
\[ |f(t) - g(t)| = \left| f(t) - \frac{1}{t_j - t_{j-1}}((t_j - t)f(t_{j-1}) - (t_{j-1} - t)f(t_j)) \right| \]
\[ = \left| \frac{1}{t_j - t_{j-1}}((t_j - t)f(t) - (t_{j-1} - t)f(t)) \right| \]
\[ \quad - \frac{1}{t_j - t_{j-1}}((t_j - t)f(t_{j-1}) - (t_{j-1} - t)f(t_j)) \]
\[ \leq \frac{1}{t_j - t_{j-1}}(|t_j - t||f(t) - f(t_{j-1})| + |t_{j-1} - t||f(t) - f(t_{j-1})|) \]
\[ \leq \frac{t_j - t_{j-1}}{t_j - t_{j-1}}(|f(t) - f(t_{j-1})| + |f(t) - f(t_{j-1})|) \]
\[ = \{f(t) - f(t_{j-1})\} + |f(t) - f(t_{j-1})| \]
\[ < \frac{\epsilon}{2} \quad \leq \frac{\epsilon}{2} \]
\[ < \epsilon. \]
This proves the claim. □

**Theorem 8.3.17** (Weierstraß’ Approximation Theorem). *Let* $a < b$, *let* $f: [a, b] \to \mathbb{R}$ *be continuous, and let* $\varepsilon > 0$. *Then there is a polynomial* $p$ *such that* $|f(t) - p(t)| < \varepsilon$ *for* $t \in [a, b]$. *In particular, there is a sequence of polynomials that converges to* $f$ *uniformly on* $[a, b]$.

**Proof.** Without loss of generality that $a = -\pi$ and $b = \pi$.

Consider first the case where $f(-\pi) = 0 = f(\pi)$. We can then extend $f$ to a continuous function in $\mathcal{P}C_{2\pi}(\mathbb{R})$ (likewise denoted by $f$). By Lemma 8.3.16, there is a continuous, piecewise linear function $g: [-\pi, \pi] \to \mathbb{R}$ such that $g(-\pi) = g(\pi) = 0$ and $|f(t) - g(t)| < \frac{\varepsilon}{3}$ for $t \in [a, b]$. Extend $g$ to a function in $\mathcal{P}C_{2\pi}(\mathbb{R})$ (also denoted by $g$). As $g$ is, in particular, piecewise continuously differentiable, Theorem 8.3.15 yields $n_{\varepsilon} \in \mathbb{N}$ such that $|g(t) - S_{n_{\varepsilon}}(g)(t)| < \frac{\varepsilon}{3}$ for all $n \geq n_{\varepsilon}$ and all $t \in [-\pi, \pi]$. For $k = 1, \ldots, n$, the Taylor series of $\cos(kt)$ and $\sin(kt)$ converge uniformly to those functions on $[-\pi, \pi]$. Cutting these series off after sufficiently many summands, we obtain a polynomial $p$ with $|S_{n_{\varepsilon}}(g)(t) - p(t)| < \frac{\varepsilon}{3}$ for all $t \in [-\pi, \pi]$. Consequently,

$$|f(t) - p(t)| \leq |f(t) - g(t)| + |g(t) - S_{n_{\varepsilon}}(g)(t)| + |S_{n_{\varepsilon}}(g)(t) - p(t)| < \varepsilon$$

holds for all $t \in [-\pi, \pi]$.

Suppose now that $f$ is arbitrary. Define

$$h: [-\pi, \pi] \to \mathbb{R}, \quad t \mapsto f(t) - \frac{1}{2\pi}((\pi - t)f(-\pi) + (t + \pi)f(\pi)).$$
Then $h$ is continuous with $h(-\pi) = 0 = h(\pi)$. By the first part of the proof, there is a polynomial $q$ such that $|g(t) - q(t)| < \epsilon$ for $t \in [-\pi, \pi]$. Let

$$p(t) := \frac{1}{2\pi}((\pi - t)f(-\pi) + (t + \pi)f(\pi)) + q(t)$$

for $t \in \mathbb{R}$. Then $p$ is a polynomial such that $|f(t) - p(t)| = |g(t) - q(t)| < \epsilon$ for $t \in [-\pi, \pi]$.

**Theorem 8.3.18.** Let $f \in \mathcal{PC}_{2\pi}(\mathbb{R})$ be arbitrary. Then $\lim_{n \to \infty} \|f - S_n(f)\|_2 \to 0$ holds.

**Proof.** Let $\epsilon > 0$, and choose a partition $-\pi = t_0 < t_1 < \cdots < t_m = \pi$ such that $f$ is continuous on $(t_{j-1}, t_j)$ for $j = 1, \ldots, m$. Choose $\delta > 0$ so small that the intervals

$$[-\pi, t_0 + \delta], [t_1 - \delta, t_1 + \delta], \ldots, [t_{m-1} - \delta, t_{m-1} + \delta], [t_m - \delta, \pi]$$

are pairwise disjoint. Define $g: [-\pi, \pi] \to \mathbb{R}$ as follows:

- $g(-\pi) = g(\pi) = 0$;
- $g(t) = f(t)$ for all $t$ in the complement of the union of the intervals (8.8);
- $g$ linearly connects its values at the endpoints of the intervals (8.8) on those intervals.

![Figure 8.3: The functions $f$ and $g$](image-url)
Let $C \geq 0$ be such that $|f(t)| \leq C$ for $t \in [-\pi, \pi]$. Then $g$ is continuous such that $|g(t)| \leq C$ for $t \in [-\pi, \pi]$ as well and extends to a continuous function in $PC_{2\pi}(\mathbb{R})$, which is likewise denoted by $g$.

We have

$$
\|f - g\|_2^2 = \int_{-\pi}^{\pi} |f(t) - g(t)|^2 \, dt = \int_{-\pi}^{t_0+\delta} |f(t) - g(t)|^2 \, dt + \sum_{j=1}^{m-1} \int_{t_j-\delta}^{t_j+\delta} |f(t) - g(t)|^2 \, dt + \int_{t_{m-\delta}}^{\pi} |f(t) - g(t)|^2 \, dt
$$

$$
\leq \delta 4C^2 + (m-1)8C^2 + 4C^2
$$

$$
= m\delta 8C^2.
$$

Making $\delta > 0$ small enough, we can thus suppose that $\|f - g\|_2 < \frac{\epsilon}{7}$.

Invoking Lemma 8.3.16, we obtain a continuous, piecewise linear function $h: [-\pi, \pi] \rightarrow \mathbb{R}$ such that $|g(t) - h(t)| < \frac{\epsilon}{7}$ for $t \in [-\pi, \pi]$ and $h(-\pi) = h(\pi) = 0$. Theorem 8.3.15, there is $n_\epsilon \in \mathbb{N}$ such that $|h(t) - S_n(h)(t)| < \frac{\epsilon}{7}$ for $n \geq n_\epsilon$ and $t \in \mathbb{R}$. For $n \geq n_\epsilon$, we thus obtain

$$
\|f - S_n(h)\|_2 \leq \|f - g\|_2 + \|g - h\|_2 + \|h - S_n(h)\|_2
$$

$$
\leq \frac{\epsilon}{7} + \sqrt{2\pi} \sup \{|g(t) - h(t)| : t \in [-\pi, \pi]\}
$$

$$
+ \sqrt{2\pi} \sup \{|h(t) - S_n(h)(t)| : t \in [-\pi, \pi]\}
$$

$$
\leq \frac{\epsilon}{7} + 3\frac{\epsilon}{7} + 3\frac{\epsilon}{7}
$$

$$
= \epsilon.
$$

Since $S_n(h)$ is a trigonometric polynomial of degree $n$, we obtain from Proposition 8.3.7 that

$$
\|f - S_n(f)\|_2 \leq \|f - S_n(h)\|_2 < \epsilon
$$

for $n \geq n_\epsilon$. \qed

**Corollary 8.3.19** (Parseval’s Identity). Let $f \in PC_{2\pi}(\mathbb{R})$ have the Fourier coefficients $a_0, a_1, a_2, \ldots, b_1, b_2, \ldots$. Then the identity

$$
\frac{a_0^2}{2} + \sum_{n=1}^{\infty} (a_n^2 + b_n^2) = \frac{1}{\pi} \|f\|_2^2
$$

holds.
Exercises

1. Let \( f \in PC_{2\pi}(\mathbb{R}) \), and let \( F : \mathbb{R} \rightarrow \mathbb{R} \) be an antiderivative of \( f \). Show that \( F \in PC_{2\pi}(\mathbb{R}) \) if and only if
\[
\int_{-\pi}^{\pi} f(t) \, dt = 0.
\]

2. Let \( f \in PC_{2\pi}(\mathbb{R}) \) have the Fourier coefficients \( a_0, a_1, a_2, \ldots, b_1, b_2, \ldots \). Show that \( a_0 = a_1 = a_2 = \cdots = 0 \) if \( f \) is odd and \( b_1 = b_2 = \cdots = 0 \) if \( f \) is even.

3. Let \( f \in PC_{2\pi}(\mathbb{R}) \) be given by
\[
f : (-\pi, \pi] \rightarrow \mathbb{R}, \quad x \mapsto x.
\]
Determine the Fourier series \( \frac{a_0}{2} + \sum_{n=1}^{\infty} (a_n \cos(nx) + b_n \sin(nx)) \) of \( f \).

4. Let \( f \in PC_{2\pi}(\mathbb{R}) \) be given by
\[
f(t) := \begin{cases} 
-1, & t \in (-\pi, 0), \\
1, & t \in [0, \pi],
\end{cases}
\]
for \( t \in (-\pi, \pi] \). Show that the Fourier series of \( f \) converges pointwise on \( \mathbb{R} \), but not uniformly.

5. Let \( f \in PC_{2\pi}(\mathbb{R}) \) be given by
\[
f : (-\pi, \pi] \rightarrow \mathbb{R}, \quad x \mapsto |x|.
\]
Determine the Fourier series of \( f \) and argue that it converges to \( f \) uniformly on \( \mathbb{R} \). Conclude that
\[
\frac{\pi^2}{8} = \sum_{n=0}^{\infty} \frac{1}{(2n+1)^2}.
\]

6. Let \( f, F \in PC_{2\pi}(\mathbb{R}) \), let \( a_0, a_1, a_2, \ldots, b_1, b_2, \ldots \) be the Fourier coefficients of \( f \), and let \( A_0, A_1, A_2, \ldots, B_1, B_2, \ldots \) be the Fourier coefficients of \( F \). Show that
\[
\frac{1}{\pi} \int_{-\pi}^{\pi} f(t)F(t) \, dt = \frac{a_0A_0}{2} + \sum_{n=1}^{\infty} (a_nA_n + b_nB_n).
\]
(\textit{Hint: Apply Parseval’s Identity to } f + F.)

7. Let \( a < b \), let \( f : [a, b] \rightarrow \mathbb{R} \) be continuous, let \( a \leq t_1 < t_2 < \cdots < t_n \leq b \), and let \( \epsilon > 0 \). Show that there is a polynomial \( p \) with \( |f(t) - p(t)| < \epsilon \) for \( t \in [a, b] \) and \( p(t_j) = f(t_j) \) for \( j = 1, \ldots, n \). (\textit{Hint: First, treat the case where } f(t_1) = \cdots = f(t_n) = 0, \text{ then apply this to the auxiliary function } [a, b] \ni t \mapsto f(t) - \sum_{k=1}^{n} f(t_k) \prod_{j=1}^{n} \frac{t - t_j}{t_k - t_j}. \)
Appendix A

Linear Algebra

A.1 Linear Maps and Matrices

Definition A.1.1. A map $T: \mathbb{R}^N \rightarrow \mathbb{R}^M$ is called linear if

$$T(\lambda x + \mu y) = \lambda T(x) + \mu T(y)$$

holds for all $x, y \in \mathbb{R}^N$ and $\lambda, \mu \in \mathbb{R}$.

Example. Let $A$ be an $M \times N$-matrix, i.e.,

$$A = \begin{bmatrix} a_{1,1}, & \ldots, & a_{1,N} \\ \vdots & \ddots & \vdots \\ a_{M,1}, & \ldots, & a_{M,N} \end{bmatrix}.$$

Then we obtain a linear map $T_A: \mathbb{R}^N \rightarrow \mathbb{R}^M$ by letting $T_A(x) = Ax$ for $x \in \mathbb{R}^N$, i.e., for $x = (x_1, \ldots, x_N)$, we have

$$T_A(x) = Ax = \begin{bmatrix} a_{1,1}x_1 + \cdots + a_{1,N}x_N \\ \vdots \\ a_{M,1}x_1 + \cdots + a_{M,N}x_N \end{bmatrix}.$$

Theorem A.1.2. The following are equivalent for a map $T: \mathbb{R}^N \rightarrow \mathbb{R}^M$:

(i) $T$ is linear;

(ii) there is a (necessarily unique) $M \times N$-matrix $A$ such that $T = T_A$.

Proof. (i) $\implies$ (ii) is clear in view of the example.

(ii) $\implies$ (i): For $j = 1, \ldots, N$ let $e_j$ be the $j$-th canonical basis vector of $\mathbb{R}^N$, i.e.,

$$e_j := (0, \ldots, 0, 1, 0, \ldots, 0),$$
where the 1 stands in the $j$-th coordinate. For $j = 1, \ldots, N$, there are $a_{1,j}, \ldots, a_{M,j} \in \mathbb{R}$ such that

$$T(e_j) = \begin{bmatrix} a_{1,j} \\ \vdots \\ a_{M,j} \end{bmatrix}.$$ 

Let

$$A := \begin{bmatrix} a_{1,1}, \ldots, a_{1,N} \\ \vdots \\ a_{M,1}, \ldots, a_{M,N} \end{bmatrix}.$$ 

In order to see that $T_A = T$, let $x = (x_1, \ldots, x_N) \in \mathbb{R}^N$. Then we obtain

$$T(x) = T(x_1e_1 + \cdots + x_Ne_N)$$
$$= x_1T(e_1) + \cdots + x_NT(e_N)$$
$$= x_1 \begin{bmatrix} a_{1,1} \\ \vdots \\ a_{M,1} \end{bmatrix} + \cdots + x_N \begin{bmatrix} a_{1,N} \\ \vdots \\ a_{M,N} \end{bmatrix}$$
$$= \begin{bmatrix} a_{1,1}x_1 + \cdots + a_{1,N}x_N \\ \vdots \\ a_{M,1}x_1 + \cdots + a_{M,N}x_N \end{bmatrix}$$
$$= Ax.$$ 

This completes the proof. \qed

**Corollary A.1.3.** Let $T: \mathbb{R}^N \to \mathbb{R}^M$ be linear. Then $T$ is continuous.

We will henceforth not strictly distinguish anymore between linear maps and their matrix representations.

**Lemma A.1.4.** Let $A: \mathbb{R}^N \to \mathbb{R}^M$ be a linear map. Then $\{\|Ax\| : x \in \mathbb{R}^N, \|x\| \leq 1\}$ is bounded.

**Proof.** Assume otherwise. Then, for each $n \in \mathbb{N}$, there is $x_n \in \mathbb{R}^N$ such that $\|x_n\| \leq 1$ such that $\|Ax_n\| \geq n$. Let $y_n := \frac{x_n}{n}$, so that $y_n \to 0$. However,

$$\|Ay_n\| = \frac{1}{n} \|Ax_n\| \geq \frac{1}{n}n = 1$$

holds for all $n \in \mathbb{N}$, so that $Ay_n \not\to 0$. This contradicts the continuity of $A$. \qed

**Definition A.1.5.** Let $A: \mathbb{R}^N \to \mathbb{R}^M$ be a linear map. Then the **operator norm** of $A$ is defined as

$$\|\|A\|\| := \sup\{\|Ax\| : x \in \mathbb{R}^N, \|x\| \leq 1\}.$$
Theorem A.1.6. Let $A, B : \mathbb{R}^N \to \mathbb{R}^M$ and $C : \mathbb{R}^M \to \mathbb{R}^K$ be linear maps, and let $\lambda \in \mathbb{R}$. Then the following are true:

(i) $|||A||| = 0 \iff A = 0$;

(ii) $|||\lambda A||| = |\lambda|||A|||;

(iii) $|||A + B||| \leq |||A||| + |||B|||;

(iv) $|||CA||| \leq |||C||| |||A|||;

(v) $|||A||| \text{ is the smallest number } \gamma \geq 0 \text{ such that } |||Ax||| \leq \gamma\|x\| \text{ for all } x \in \mathbb{R}^N$.

Proof. (i) and (ii) are straightforward.

(iii): Let $x \in \mathbb{R}^N$ such that $\|x\| \leq 1$. Then we have

$$\|(A + B)x\| \leq \|Ax\| + \|Bx\| \leq |||A||| + |||B|||$$

and consequently

$$|||A + B||| = \sup\\{\|(A + B)x\| : x \in \mathbb{R}^N, \|x\| \leq 1\} \leq |||A||| + |||B|||.$$ 

We prove (v) before (iv): Let $x \in \mathbb{R}^N \setminus \{0\}$. Then

$$\left\| A \left( x \frac{1}{\|x\|} \right) \right\| \leq |||A|||$$

holds, so that $\|Ax\| \leq |||A|||\|x\|$. On the other hand and let $\gamma \geq 0$, be any number such that $|||Ax||| \leq \gamma\|x\|$ for all $x \in \mathbb{R}^N$. It then is immediate that

$$|||A||| = \sup\\{\|Ax\| : x \in \mathbb{R}^N, \|x\| \leq 1\} \leq \sup\{\gamma\|x\| : x \in \mathbb{R}^N, \|x\| \leq 1\} = \gamma.$$ 

This completes the proof.

(iv): Let $x \in \mathbb{R}^N$, then applying (v) twice yields

$$\|CAx\| \leq |||C||| \|Ax\| \leq |||C||| |||A||| \|x\|,$$

so that $|||CA||| \leq |||C||| |||A|||$, by (v) again.

Corollary A.1.7. Let $A : \mathbb{R}^N \to \mathbb{R}^M$ be a linear map. Then $A$ is uniformly continuous.

Proof. Let $\epsilon > 0$, and let $x, y \in \mathbb{R}^N$. Then we have

$$\|Ax - Ay\| = \|A(x - y)\| \leq |||A||| \|x - y\|.$$ 

Let $\delta := \frac{\epsilon}{|||A||| + 1}$. 
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A.2 Determinants

There is some interdependence between this section and the following one (on eigenvalues). For \( N \in \mathbb{N} \), let \( \mathcal{S}_N \) denote the permutations of \( \{1, \ldots, N\} \), i.e., the bijective maps from \( \{1, \ldots, N\} \) into itself. There are \( N! \) such permutations. The sign \( \text{sgn} \sigma \) of a permutation \( \sigma \in \mathcal{S}_N \) is \(-1\) to the number of times \( \sigma \) reverses the order in \( \{1, \ldots, N\} \), i.e.,

\[
\text{sgn} \sigma := \prod_{1 \leq j < k \leq n} \frac{\sigma(k) - \sigma(j)}{k - j}.
\]

**Definition A.2.1.** The determinant of an \( N \times N \)-matrix

\[
A = \begin{bmatrix}
    a_{1,1}, & \ldots, & a_{1,N} \\
    \vdots & \ddots & \vdots \\
    a_{N,1}, & \ldots, & a_{N,N}
\end{bmatrix}
\]  

(A.1)

with entries from \( \mathbb{C} \) is defined as

\[
\det A := \sum_{\sigma \in \mathcal{S}_N} (\text{sgn} \sigma)a_{1,\sigma(1)} \cdots a_{N,\sigma(N)}. 
\]  

(A.2)

**Example.**

\[
\det \begin{bmatrix} a & b \\ c & d \end{bmatrix} = ad - bc.
\]

To compute the determinant of larger matrices, the formula (A.2) is of little use. The determinant has the following properties:

(A) if we multiply one column of a matrix \( A \) with a scalar \( \lambda \), then the determinant of that new matrix is \( \lambda \det A \), i.e.

\[
\det \begin{bmatrix}
    a_{1,1}, & \ldots, & \lambda a_{1,j}, & \ldots, & a_{1,N} \\
    \vdots & \ddots & \vdots & \ddots & \vdots \\
    a_{N,1}, & \ldots, & \lambda a_{N,j}, & \ldots, & a_{N,N}
\end{bmatrix}
\]

\[
= \lambda \det \begin{bmatrix}
    a_{1,1}, & \ldots, & a_{1,j}, & \ldots, & a_{1,N} \\
    \vdots & \ddots & \vdots & \ddots & \vdots \\
    a_{N,1}, & \ldots, & a_{N,j}, & \ldots, & a_{N,N}
\end{bmatrix};
\]
(B) the determinant respects addition in a fixed column, i.e.,

\[
\begin{vmatrix}
  a_{1,1}, \ldots, a_{1,j} + b_{1,j}, \ldots, a_{1,N} \\
  \vdots & \ddots & \vdots \\
  a_{N,1}, \ldots, a_{N,j} + b_{N,j}, \ldots, a_{N,N}
\end{vmatrix}
\]

\[
= \det \begin{vmatrix}
  a_{1,1}, \ldots, a_{1,j}, \ldots, a_{1,N} \\
  \vdots & \ddots & \vdots \\
  a_{N,1}, \ldots, a_{N,j}, \ldots, a_{N,N}
\end{vmatrix}
+ \det \begin{vmatrix}
  a_{1,1}, \ldots, b_{1,j}, \ldots, a_{1,N} \\
  \vdots & \ddots & \vdots \\
  a_{N,1}, \ldots, b_{N,j}, \ldots, a_{N,N}
\end{vmatrix};
\]

(C) switching two columns of a matrix changes the sign of the determinant, i.e., for \(j < k\),

\[
\begin{vmatrix}
  a_{1,1}, \ldots, a_{1,j}, \ldots, a_{1,k}, \ldots, a_{1,N} \\
  \vdots & \ddots & \vdots & \ddots \\
  a_{N,1}, \ldots, a_{N,j}, \ldots, a_{N,k}, \ldots, a_{N,N}
\end{vmatrix}
\]

\[
= - \det \begin{vmatrix}
  a_{1,1}, \ldots, a_{1,k}, \ldots, a_{1,j}, \ldots, a_{1,N} \\
  \vdots & \ddots & \vdots & \ddots \\
  a_{N,1}, \ldots, a_{N,k}, \ldots, a_{N,j}, \ldots, a_{N,N}
\end{vmatrix};
\]

(D) \(\det E_N = 1\).

These properties have several consequences:

- If a matrix has two identical columns, its determinant is zero (by (C)).
- More generally, if the columns of a matrix are linearly dependent, the matrix’s determinant is zero (by (A), (B), and (C)).
- Adding one column to another one, does not change the value of the determinant (by (B) and (D)).

More importantly, properties (A), (B), (C), and (D), characterize the determinant:

**Theorem A.2.2.** The determinant is the only map from \(M_N(\mathbb{C})\) to \(\mathbb{C}\) such that (A), (B), (C), and (D) hold.

Given a square matrix as in (A.1), its transpose is defined as

\[
A^t = \begin{vmatrix}
  a_{1,1}, \ldots, a_{N,1} \\
  \vdots & \ddots & \vdots \\
  a_{1,N}, \ldots, a_{N,N}
\end{vmatrix}.
\]

We have:
**Corollary A.2.3.** Let $A$ be an $N \times N$-matrix. Then $\det A = \det A^t$ holds.

**Proof.** The map

$$M_N(\mathbb{C}) \to \mathbb{C}, \quad A \mapsto \det A^t$$

satisfies (A), (B), (C), and (D).

**Remark.** In particular, all operations on columns of a matrix can be performed on the rows as well and affect the determinant in the same way.

Given $A \in M_N(\mathbb{C})$ and $j, k \in \{1, \ldots, N\}$, the $(N - 1) \times (N - 1)$-matrix $A^{(j,k)}$ is obtained from $A$ by deleting the $j$-th row and the $k$-th column.

**Theorem A.2.4.** For any $N \times N$-matrix $A$, we have

$$\det A = \sum_{k=1}^{N} (-1)^{j+k} a_{j,k} \det A^{(j,k)}$$

for all $j = 1, \ldots, N$ as well as

$$\det A = \sum_{j=1}^{N} (-1)^{j+k} a_{j,k} \det A^{(j,k)}$$

for all $k = 1, \ldots, N$.

**Proof.** The right hand sides of both equations satisfy (A), (B), (C), and (D).

**Example.**

$$\det \begin{bmatrix} 1 & 3 & -2 \\ 2 & 4 & 8 \\ 0 & -5 & 1 \end{bmatrix} = 2 \det \begin{bmatrix} 1 & 3 & -2 \\ 0 & -5 & 1 \end{bmatrix}$$

$$= 2 \det \begin{bmatrix} 1 & 3 & -2 \\ 0 & -1 & 6 \\ 0 & -5 & 1 \end{bmatrix}$$

$$= 2 \det \begin{bmatrix} -1 & 6 \\ -5 & 1 \end{bmatrix}$$

$$= 2[ -1 + 30 ]$$

$$= 58.$$

**Corollary A.2.5.** Let $T = [t_{j,k}]_{j,k=1,\ldots,N}$ be a triangular $N \times N$-matrix. Then

$$\det T = \prod_{j=1}^{N} t_{j,j}$$

holds.
Proof. By induction on $N$: The claim is clear for $N = 1$. Let $N > 1$, and suppose the claim has been proven for $N - 1$. Since $T^{(1,1)}$ is again a triangular matrix, we conclude from Theorem A.2.4 that
\[
\det T = t_{1,1} \det T^{(1,1)}
\]
\[
= t_{1,1} \prod_{j=2}^{N} t_{j,j}, \quad \text{by the induction hypothesis},
\]
\[
= \prod_{j=1}^{N} t_{j,j}.
\]
This proves the claim. □

Lemma A.2.6. Let $A, B \in M_N(\mathbb{C})$. Then $\det(AB) = (\det A)(\det B)$ holds.

For the notion of eigenvalue, see the next section in this appendix.

Theorem A.2.7. Let $A$ be an $N \times N$-matrix with eigenvalues $\lambda_1, \ldots, \lambda_N$ (counted with multiplicities). Then
\[
\det A = \prod_{j=1}^{N} \lambda_j
\]
holds.

Proof. By the Jordan Normal Form Theorem, there are a triangular matrix $T$ with $t_{j,j} = \lambda_j$ for $j = 1, \ldots, N$ and an invertible matrix $S$ such that $A = STS^{-1}$. With Lemma A.2.6 and Corollary A.2.5, it follows that
\[
\det A = \det(STS^{-1})
\]
\[
= (\det S)(\det T)(\det S^{-1})
\]
\[
= (\det SS^{-1}) \det T
\]
\[
= \det T
\]
\[
= \prod_{j=1}^{N} \lambda_j.
\]
This completes the proof. □

A.3 Eigenvalues

Definition A.3.1. Let $A \in M_N(\mathbb{C})$. Then $\lambda \in \mathbb{C}$ is called an eigenvalue of $A$ if there is $x \in \mathbb{C}^N \setminus \{0\}$ such that $Ax = \lambda x$; the vector $x$ is called an eigenvector of $A$.

Definition A.3.2. Let $A \in M_N(\mathbb{C})$. Then the characteristic polynomial $\chi_A$ of $A$ is defined as $\chi_A(\lambda) := \det(\lambda E_N - A)$.
Theorem A.3.3. The following are equivalent for $A \in M_N(\mathbb{C})$ and $\lambda \in \mathbb{C}$:

(i) $\lambda$ is an eigenvalue of $A$;

(ii) $\chi_A(\lambda) = 0$.

Proof. We have:

\[
\lambda \text{ is an eigenvalue of } A \iff \text{there is } x \in \mathbb{C}^N \setminus \{0\} \text{ such that } Ax = \lambda x \\
\iff \text{there is } x \in \mathbb{C}^N \setminus \{0\} \text{ such that } \lambda x - Ax = 0 \\
\iff \lambda E_N - A \text{ has rank strictly less than } N \\
\iff \det(\lambda E_N - A) = 0.
\]

This proves (i) $\iff$ (ii).

Examples. 1. Let

\[
A = \begin{bmatrix}
3 & 7 & -4 \\
0 & 1 & 2 \\
0 & -1 & -2
\end{bmatrix}.
\]

It follows that

\[
\chi_A(\lambda) = \det \begin{bmatrix}
\lambda - 3 & -7 & 4 \\
0 & \lambda - 1 & -2 \\
0 & 1 & \lambda + 2
\end{bmatrix}
= (\lambda - 3) \det \begin{bmatrix}
\lambda - 1 & -2 \\
1 & \lambda + 2
\end{bmatrix}
= (\lambda - 3)(\lambda^2 + \lambda - 2 + 2)
= \lambda(\lambda + 1)(\lambda - 3).
\]

Hence, 0, $-1$, and 3 are the eigenvalues of $A$.

2. Let

\[
A = \begin{bmatrix}
0 & 1 \\
-1 & 0
\end{bmatrix},
\]

so that $\chi_A(\lambda) = \lambda^2 + 1$. Hence, $i$ and $-i$ are the eigenvalues of $A$.

This last examples shows that a real matrix, need not have real eigenvalues in general.

Theorem A.3.4. Let $A \in M_N(\mathbb{R})$ be symmetric, i.e., $A = A^\top$. Then:

(i) all eigenvalues of $A$ are real;

(ii) there is an orthonormal basis of $\mathbb{R}^N$ consisting of eigenvectors of $A$, i.e., there are $\xi_1, \ldots, \xi_N \in \mathbb{R}$ such that:
(i) \( \xi_1, \ldots, \xi_N \) are eigenvectors of \( A \);
(ii) \( \|\xi_j\| = 1 \) for \( j = 1, \ldots, N \);
(iii) \( \xi_j \cdot \xi_k = 0 \) for \( j \neq k \).

Definition A.3.5. Let \( A \in M_N(\mathbb{R}) \) be symmetric. Then \( A \) is called:

(a) positive definite if all eigenvalues of \( A \) are positive.
(b) negative definite if all eigenvalues of \( A \) are positive.
(c) indefinite if \( A \) has both positive and negative eigenvalues.

Remark. Note that

\[ A \text{ is positive definite } \iff -A \text{ is negative definite}. \]

Theorem A.3.6. The following are equivalent for a symmetric matrix \( A \in M_N(\mathbb{R}) \):

(i) \( A \) is positive definite;
(ii) \( Ax \cdot x > 0 \) for all \( x \in \mathbb{R}^N \setminus \{0\} \).

Proof. (i) \( \Rightarrow \) (ii): Let \( \lambda \in \mathbb{R} \) be an eigenvalue of \( A \), and let \( x \in \mathbb{R}^N \) be a corresponding eigenvector. It follows that

\[ 0 < Ax \cdot x = \lambda x \cdot x = \lambda \|x\|^2, \]

so that \( \lambda > 0 \).

(ii) \( \Rightarrow \) (i): Let \( x \in \mathbb{R}^N \setminus \{0\} \). By Theorem A.3.4, \( \mathbb{R}^N \) has an orthonormal basis \( \xi_1, \ldots, \xi_N \) of eigenvectors of \( A \). Hence, there are \( t_1, \ldots, t_N \in \mathbb{R} \)—not all of them zero—such that \( x = t_1\xi_1 + \cdots + t_N\xi_N \). For \( j = 1, \ldots, N \), let \( \lambda_j \) denote the eigenvalue corresponding to the eigenvector \( \xi_j \). Hence, we have

\[
Ax \cdot x = \sum_{j,k} t_j t_k A \xi_j \cdot \xi_k \\
= \sum_{j,k} t_j t_k \lambda_j (\xi_j \cdot \xi_k) \\
= \sum_{j=1}^n t_j^2 \lambda_j \\
> 0,
\]

which proves (i). \( \square \)

Corollary A.3.7. The following are equivalent for a symmetric matrix \( A \in M_N(\mathbb{R}) \):
(i) $A$ is negative definite.

(ii) $Ax \cdot x < 0$ for all $x \in \mathbb{R}^N \setminus \{0\}$.

We will not prove the following theorem:

**Theorem A.3.8.** A symmetric matrix $A \in M_N(\mathbb{R})$ as in (A.1) is positive definite if and only if

$$\det \begin{bmatrix} a_{1,1}, & \cdots, & a_{1,k} \\ \vdots & \ddots & \vdots \\ a_{k,1}, & \cdots, & a_{k,k} \end{bmatrix} > 0$$

for all $k = 1, \ldots, N$.

**Corollary A.3.9.** A symmetric matrix $A \in M_N(\mathbb{R})$ is negative definite if and only if

$$(-1)^{k-1} \det \begin{bmatrix} a_{1,1}, & \cdots, & a_{1,k} \\ \vdots & \ddots & \vdots \\ a_{k,1}, & \cdots, & a_{k,k} \end{bmatrix} < 0$$

for all $k = 1, \ldots, N$.

**Example.** Let

$$A = \begin{bmatrix} a & b \\ c & d \end{bmatrix}$$

be symmetric, i.e., $b = c$. Then we have:

- $A$ is positive definite if and only if $a > 0$ and $ad - b^2 > 0$;
- $A$ is negative definite if and only if $a < 0$ and $ad - b^2 > 0$;
- $A$ is indefinite if and only if $ad - b^2 < 0$.  

Appendix B

Stokes’ Theorem for Differential Forms

In this appendix, we briefly formulate Stoke’s theorem for differential forms and then see how the integral theorem by Green, Stokes, and Gauß can be derived from it. At times, we stay deliberately vague because a rigorous treatment would exceed the scope of the course. Instead, we refer anyone interested to


B.1 Alternating Multilinear Forms

Definition B.1.1. Let \( r \in \mathbb{N} \). A map \( \omega: (\mathbb{R}^N)^r \to \mathbb{R} \) is called an \( r \)-linear form if, for each \( j = 1, \ldots, r \), and all \( x_1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_r \in \mathbb{R}^N \), the map

\[ \mathbb{R}^N \to \mathbb{R}, \quad x \mapsto \omega(x_1, \ldots, x_{j-1}, x, x_{j+1}, \ldots, x_r) \]

is linear.

Example. Let \( \omega_1, \ldots, \omega_r : \mathbb{R}^N \to \mathbb{R} \) be linear. Then

\[ (\mathbb{R}^N)^r \to \mathbb{R}, \quad (x_1, \ldots, x_r) \mapsto \omega_1(x_1) \cdots \omega_r(x_r) \]

is an \( r \)-linear form.

Definition B.1.2. Let \( r \in \mathbb{N} \). An \( r \)-linear form \( \omega: (\mathbb{R}^N)^r \to \mathbb{R} \) is called alternating if

\[ \omega(x_1, \ldots, x_j, \ldots, x_k, \ldots, x_r) = -\omega(x_1, \ldots, x_k, \ldots, x_j, \ldots, x_r) \]

holds for all \( x_1, \ldots, x_r \in \mathbb{R}^N \) and \( j \neq k \).
We note the following:

1. If \( \omega \) is an alternating, \( r \)-linear form, we have
   \[
   \omega(x_{\sigma(1)}, \ldots, x_{\sigma(r)}) = (\text{sgn } \sigma) \omega(x_1, \ldots, x_r)
   \]
   for all \( x_1, \ldots, x_r \in \mathbb{R}^N \) and all permutations \( \sigma \) of \( \{1, \ldots, r\} \).

2. If we identify \( M_N \) with \( (\mathbb{R}^N)^N \), then \( \det \) is an alternating, \( N \)-linear form.

3. If \( r = 1 \), then every linear map from \( \mathbb{R}^N \) to \( \mathbb{R} \) is alternating.

4. If \( r > N \), then zero is the only alternating, \( r \)-linear form.

Example. Let \( \omega_1, \ldots, \omega_r : \mathbb{R}^N \to \mathbb{R} \) be linear. Then
   \[
   \omega_1 \wedge \cdots \wedge \omega_r : (\mathbb{R}^N)^r \to \mathbb{R}, \quad (x_1, \ldots, x_r) \mapsto \sum_{\sigma \in S_r} (\text{sgn } \sigma) \omega_1(x_{\sigma(1)}) \cdots \omega_r(x_{\sigma(r)})
   \]
is an alternating \( r \)-form, where \( S_r \) is the group of all permutations of the set \( \{1, \ldots, r\} \).

Definition B.1.3. For \( r \in \mathbb{N}_0 \), let \( \Lambda^r(\mathbb{R}^N) := \mathbb{R} \) if \( r = 0 \), and
   \[
   \Lambda^r(\mathbb{R}^N) := \{ \omega : (\mathbb{R}^N)^r \to \mathbb{R} : \omega \text{ is an alternating, } r \text{-linear form} \}
   \]
if \( r \geq 1 \).

It is immediate that \( \Lambda^r(\mathbb{R}^N) \) is a vector space for all \( r \in \mathbb{N}_0 \).

Theorem B.1.4. For \( j = 1, \ldots, N \), let
   \[
   e_j : \mathbb{R}^N \to \mathbb{R}, \quad (x_1, \ldots, x_N) \mapsto x_j.
   \]
Then, for \( r \in \mathbb{N} \),
   \[
   \{e_{i_1} \wedge \cdots \wedge e_{i_r} : 1 \leq i_1 < \cdots < i_r \leq N \}
   \]
is a basis for \( \Lambda^r(\mathbb{R}^N) \).

Corollary B.1.5. For all \( r \in \mathbb{N}_0 \), we have \( \dim \Lambda^r(\mathbb{R}^N) = \binom{N}{r} \).

B.2 Integration of Differential Forms

Let \( \emptyset \neq U \subset \mathbb{R}^N \) be open, and let \( r, p \in \mathbb{N}_0 \). By Corollary B.1.5, we can canonically identify the vector spaces \( \Lambda^r(\mathbb{R}^N) \) and \( \mathbb{R}^N \). Hence, it makes sense to speak of \( p \)-times continuously partially differentiable maps from \( U \) to \( \Lambda^r(\mathbb{R}^N) \).
Definition B.2.1. Let \( \varnothing \neq U \subset \mathbb{R}^N \) be open, and let \( r, p \in \mathbb{N}_0 \). A *differential \( r \)-form* (or short: \( r \)-form) of class \( \mathcal{C}^p \) on \( U \) is a \( \mathcal{C}^p \)-function from \( U \) to \( \Lambda^r(\mathbb{R}^N) \). The space of all \( r \)-forms of class \( \mathcal{C}^p \) is denoted by \( \Lambda^r(\mathcal{C}^p(U)) \).

We note:
1. Each \( \omega \in \Lambda^r(\mathcal{C}^p(U)) \) can uniquely be written as
   \[
   \omega = \sum_{1 \leq i_1 < \ldots < i_r \leq N} f_{i_1 \ldots i_r} e_{i_1} \wedge \ldots \wedge e_{i_r},
   \] (B.1)
   with \( f_{i_1 \ldots i_r} \in \mathcal{C}^p(U) \). It is customary, for \( j = 1, \ldots, N \), to use the symbol \( dx_j \) instead of \( e_j \). Hence, (B.1) becomes
   \[
   \omega = \sum_{1 \leq i_1 < \ldots < i_r \leq N} f_{i_1 \ldots i_r} dx_{i_1} \wedge \ldots \wedge dx_{i_r}.
   \] (B.2)
2. A zero-form of class \( \mathcal{C}^p \) is simply a \( \mathcal{C}^p \)-function with values in \( \mathbb{R} \).

Definition B.2.2. Let \( U \subset \mathbb{R}^r \) be open, and let \( \varnothing \neq K \subset U \) be compact and with content. An \( r \)-surface \( \Phi \) of class \( \mathcal{C}^p \) in \( \mathbb{R}^N \) with parameter domain \( K \) is the restriction of a \( \mathcal{C}^p \)-function \( \Phi : U \to \mathbb{R}^N \) to \( K \). The set \( K \) is called the *parameter domain* of \( \Phi \), and \( \{ \Phi \} := \Phi(K) \) is called the *trace* or the *surface element* of \( \Phi \).

Definition B.2.3. Let \( \Phi \) be an \( r \)-surface of class \( \mathcal{C}^1 \) with parameter domain \( K \), and let \( \omega \) be an \( r \)-form of class \( \mathcal{C}^0 \) on a neighborhood of \( \{ \Phi \} \) with a unique representation as in (B.2). Then the *integral of \( \omega \) over \( \Phi \) is defined as*

\[
\int_{\Phi} \omega := \sum_{1 \leq i_1 < \ldots < i_r \leq N} \int_K f_{i_1 \ldots i_r} \circ \Phi \left| \begin{array}{cc}
\frac{\partial \Phi_{i_1}}{\partial x_1} & \cdots & \frac{\partial \Phi_{i_1}}{\partial x_r} \\
\vdots & \ddots & \vdots \\
\frac{\partial \Phi_{i_r}}{\partial x_1} & \cdots & \frac{\partial \Phi_{i_r}}{\partial x_r}
\end{array} \right|.
\]

Examples.
1. Let \( N \) be arbitrary, and let \( r = 1 \). Then \( \omega \) is of the form
   \[
   \omega = f_1 \, dx_1 + \cdots + f_N \, dx_N,
   \]
   \( \Phi \) is a \( \mathcal{C}^1 \)-curve \( \gamma \), and the meaning of the symbol
   \[
   \int_{\gamma} f_1 \, dx_1 + \cdots + f_N \, dx_N
   \]
   according to Definition B.2.3 coincides with the usual one by Theorem 6.3.4.

2. Let \( N = 3 \), and let \( r = 2 \), i.e. \( \Phi \) is a surface in the sense of Definition 6.5.1. Then \( \omega \) has the form
   \[
   \omega = P \, dy \wedge dz - Q \, dx \wedge dz + R \, dx \wedge dy = P \, dy \wedge dz + Q \, dz \wedge dx + R \, dx \wedge dy,
   \]
   and the meanings assigned to the symbol
   \[
   \int_{\Phi} P \, dy \wedge dz + Q \, dz \wedge dx + R \, dx \wedge dy
   \]
   by Definitions B.2.3 and 6.6.2 are identical.
B.3 Stokes’ Theorem

In this section, we shall formulate Stokes’ theorem for differential forms. We shall be deliberately vague with the precise hypothesis, but we shall indicate how the classical integral theorems by Green, Stokes, and Gauß follow from Stokes’ Theorem for Differential Forms.

For sufficiently nice surfaces $\Phi$, the oriented boundary $\partial \Phi$ of $\Phi$ can be defined. It need no longer be a surface, but can be thought of as a formal linear combinations of surfaces with integer coefficients:

Examples. 1. For $0 < r < R$, let

$$K := \{(x, y) \in \mathbb{R}^2 : r^2 \leq x^2 + y^2 \leq R^2\}.$$

Then $\partial K$ can be parametrized as $\partial K = \gamma_1 \ominus \gamma_2$ with

$$\gamma_1 : [0, 2\pi] \rightarrow \mathbb{R}^2, \quad t \mapsto (R \cos t, R \sin t)$$

and

$$\gamma_2 : [0, 2\pi] \rightarrow \mathbb{R}^2, \quad t \mapsto (r \cos t, r \sin t),$$

so that

$$\int_{\partial K} P \, dx + Q \, dy = \int_{\gamma_1} P \, dx + Q \, dy - \int_{\gamma_2} P \, dx + Q \, dy.$$

Geometrically, this means that the outer circle is parametrized in counterclockwise and the inner circle in clockwise direction:
2. If $K = [a, b]$, then $\partial K = \{b \} \ominus \{a \}$, so that

$$\int_{\partial K} f = f(b) - f(a)$$

for every zero form, i.e., function, $f$.

**Definition B.3.1.** Let $\emptyset \neq U \in \mathbb{R}^N$ be open, let $r \in \mathbb{N}_0$, let $p \in \mathbb{N}$, and let $\omega \in \Lambda^r(C^p(U))$ be of the form (B.2). Then $d\omega \in \Lambda^{r+1}(C^{p-1}(U))$ is defined as

$$d\omega = \sum_{j=1}^{N} \sum_{1 \leq i_1 < \cdots < i_r \leq N} \frac{\partial f_{i_1, \ldots, i_r}}{\partial x_j} \, dx_j \wedge dx_{i_1} \wedge \cdots \wedge dx_{i_r}.$$ 

We can now formulate Stokes’ theorem (deliberately vague):

**Theorem B.3.2** (Stokes’ Theorem for Differential Forms). For sufficiently nice $r$-forms $\omega$ and $r + 1$-surfaces $\Phi$ in $\mathbb{R}^N$, we have

$$\int_{\Phi} d\omega = \int_{\partial \Phi} \omega.$$ 

271
We now look at Stoke’s theorem for particular values of $N$ and $r$:

**Examples.** 1. Let $N = 3$ and $r = 1$, so that

$$\omega = P \, dx + Q \, dy + R \, dz.$$  

It follows that

$$\int_{\partial \Phi} P \, dx + Q \, dy + R \, dz = \int_{\partial \Phi} \omega = \int_{\Phi} d\omega = \int_{\Phi} \left( \frac{\partial R}{\partial y} - \frac{\partial Q}{\partial z} \right) dy \wedge dz + \left( \frac{\partial P}{\partial z} - \frac{\partial R}{\partial x} \right) dz \wedge dx + \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) dx \wedge dy,$$

i.e., we obtain Stokes’ classical theorem.

2. Let $N = 2$ and $r = 1$, so that

$$\omega = P \, dx + Q \, dy$$

and suppose that $\Phi$ has parameter domain $K$. We obtain

$$\int_{\partial \Phi} P \, dx + Q \, dy = \int_{\Phi} \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) dx \wedge dy$$

$$= \int_{K} \left( \frac{\partial Q}{\partial x} \circ \Phi - \frac{\partial P}{\partial y} \circ \Phi \right) det J_{\Phi}$$

$$= \int_{\{\Phi\}} \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right),$$

by Change of Variables.

We therefore get Green’s theorem. (We have supposed for convenience that the Change of Variables Formula was applicable and that $det \Phi$ was positive throughout).

3. Let $N = 3$ and $r = 2$, i.e.,

$$\omega = P \, dy \wedge dz + Q \, dz \wedge dy + R \, dx \wedge dy$$

and

$$d\omega = \left( \frac{\partial P}{\partial x} + \frac{\partial Q}{\partial y} + \frac{\partial R}{\partial z} \right) dx \wedge dy \wedge dz.$$  

Letting $f = P \, i + Q \, j + R \, k$, we obtain

$$\int_{\partial \Phi} f \cdot n \, d\sigma = \int_{\partial \Phi} P \, dy \wedge dz + Q \, dz \wedge dy + R \, dx \wedge dy$$

$$= \int_{\Phi} \left( \frac{\partial P}{\partial x} + \frac{\partial Q}{\partial y} + \frac{\partial R}{\partial z} \right) dx \wedge dy \wedge dz$$

$$= \int_{\{\Phi\}} \text{div } f.$$  

This is Gauß Theorem.
4. Let \( N \) be arbitrary and let \( r = 0 \), i.e., \( \Phi \) is a curve \( \gamma : [a, b] \to \mathbb{R}^N \). For any sufficiently smooth function \( F \), we obtain

\[
\int_\gamma \nabla F \cdot dx = \int_\Phi \frac{\partial F}{\partial x_1} dx_1 + \cdots + \frac{\partial F}{\partial x_N} dx_N = \int_{\partial \Phi} F = F(\gamma(b)) - F(\gamma(a)).
\]

We have thus recovered Theorem 6.3.7.

5. Let \( N = 1 \) and \( r = 0 \), i.e., \( \Phi = [a, b] \). We obtain for sufficiently smooth \( f : [a, b] \to \mathbb{R} \) that

\[
\int_a^b f'(x) \, dx = \int_\Phi f'(x) \, dx = \int_{\partial \Phi} f = f(b) - f(a).
\]

This is the Fundamental Theorem of Calculus.
Appendix C

Limit Superior and Limit Inferior

C.1 The Limit Superior

Definition C.1.1. A number $a \in \mathbb{R}$ is called an accumulation point of a sequence $(a_n)_{n=1}^{\infty}$ if there is a subsequence $(a_{n_k})_{k=1}^{\infty}$ of $(a_n)_{n=1}^{\infty}$ such that $\lim_{k \to \infty} a_{n_k} = a$.

Clearly, $(a_n)_{n=1}^{\infty}$ is convergent with limit $a$, then $a$ is the only accumulation point of $(a_n)_{n=1}^{\infty}$. It is possible that $(a_n)_{n=1}^{\infty}$ has only one accumulation point, but nevertheless does not converge: for $n \in \mathbb{N}$, let

$$a_n := \begin{cases} n, & n \text{ odd} \\ 0, & n \text{ even} \end{cases}$$

Then 0 is the only accumulation point of $(a_n)_{n=1}^{\infty}$, even though the sequence is unbounded and thus not convergent. On the other hand, we have:

Proposition C.1.2. Let $(a_n)_{n=1}^{\infty}$ be a bounded sequence in $\mathbb{R}$ which only one accumulation point, say $a$. Then $(a_n)_{n=1}^{\infty}$ is convergent with limit $a$.

Proof. Assume otherwise. Then there is $\epsilon_0 > 0$ and a subsequence $(a_{n_k})_{k=1}^{\infty}$ of $(a_n)_{n=1}^{\infty}$ with $|a_{n_k} - a| \geq \epsilon_0$. Since $(a_{n_k})_{k=1}^{\infty}$ is bounded, it has—by the Bolzano–Weierstraß Theorem—a convergent subsequence $(a_{n_{k_j}})_{j=1}^{\infty}$ with limit $a'$. Since $|a - a'| \geq \epsilon_0$, we have $a' \neq a$.

On the other hand, $(a_{n_{k_j}})_{j=1}^{\infty}$ is also a subsequence of $(a_n)_{n=1}^{\infty}$, so that $a'$ is also an accumulation point of $(a_n)_{n=1}^{\infty}$. Since $a' \neq a$, this is a contradiction. \qed

Proposition C.1.3. Let $(a_n)_{n=1}^{\infty}$ be a bounded sequence in $\mathbb{R}$. Then the set of accumulation points of $(a_n)_{n=1}^{\infty}$ is non-empty and bounded.

Proof. By the Bolzano–Weierstraß Theorem, $(a_n)_{n=1}^{\infty}$ has at least one accumulation point.

Let $a$ be any accumulation point of $(a_n)_{n=1}^{\infty}$, and let $C \geq 0$ be such that $|a_n| \leq C$ for $n \in \mathbb{N}$. Let $(a_{n_k})_{k=1}^{\infty}$ be a subsequence of $(a_n)_{n=1}^{\infty}$ such that $a = \lim_{k \to \infty} a_{n_k}$. It follows that $|a| = \lim_{k \to \infty} |a_{n_k}| \leq C$. \qed
Definition C.1.4. Let \( (a_n)_{n=1}^{\infty} \) be bounded below. If \( (a_n)_{n=1}^{\infty} \) is bounded, define the \textit{limit superior} \( \limsup_{n \to \infty} a_n \) of \( (a_n)_{n=1}^{\infty} \) by letting
\[
\limsup_{n \to \infty} a_n := \sup \{ a \in \mathbb{R} : a \text{ is an accumulation point of } (a_n)_{n=1}^{\infty} \};
\]
otherwise, let \( \limsup_{n \to \infty} a_n := \infty \).

Of course, if \( (a_n)_{n=1}^{\infty} \) converges, we have \( \limsup_{n \to \infty} a_n = \lim_{n \to \infty} a_n \).

Proposition C.1.5. Let \( (a_n)_{n=1}^{\infty} \) be bounded below. Then there is a subsequence \( (a_{n_k})_{k=1}^{\infty} \) of \( (a_n)_{n=1}^{\infty} \) such that \( \limsup_{n \to \infty} a_n = \lim_{k \to \infty} a_{n_k} \).

Proof. If \( \limsup_{n \to \infty} a_n = \infty \), the claim is clear (since \( (a_n)_{n=1}^{\infty} \) is not bounded above, there has to be a subsequence converging to \( \infty \)).

Suppose that \( a := \limsup_{n \to \infty} a_n < \infty \). There is an accumulation point \( p_1 \) of \( (a_n)_{n=1}^{\infty} \) such that \( |a - p_1| < \frac{1}{2} \). From the definition of an accumulation point, we can find \( n_1 \in \mathbb{N} \) such that \( |p_1 - a| < \frac{1}{2} \), so that
\[
|a - a_{n_1}| \leq |a - p_1| + |p_1 - a| < 1.
\]
Suppose now that \( n_1 < \cdots < n_k \) have already been found such that
\[
|a - a_{n_j}| < \frac{1}{j}
\]
for \( j = 1, \ldots, k \). Let \( p_{k+1} \) be an accumulation point of \( (a_n)_{n=1}^{\infty} \) such that \( |a - p_{k+1}| < \frac{1}{2(k+1)} \). By the definition of an accumulation point, there is \( n_{k+1} > n_k \) such that \( |p_{k+1} - a_{n_{k+1}}| < \frac{1}{2(k+1)} \), so that
\[
|a - a_{n_{k+1}}| \leq |a - p_{k+1}| + |p_{k+1} - a_{n_{k+1}}| < \frac{1}{k+1}.
\]
Inductively, we thus obtain a subsequence \( (a_{n_k})_{k=1}^{\infty} \) of \( (a_n)_{n=1}^{\infty} \) such that \( a = \lim_{k \to \infty} a_{n_k} \).

Example. It is easy to see that
\[
\limsup_{n \to \infty} n(1 + (-1)^n) = \infty \quad \text{and} \quad \limsup_{n \to \infty} (-1)^n \left( 1 + \frac{1}{n} \right)^n = e.
\]
The following is easily checked:

Proposition C.1.6. Let \( (a_n)_{n=1}^{\infty} \) and \( (b_n)_{n=1}^{\infty} \) be bounded below, and let \( \lambda, \mu \geq 0 \). Then
\[
\limsup_{n \to \infty} (\lambda a_n + \mu b_n) \leq \lambda \limsup_{n \to \infty} a_n + \mu \limsup_{n \to \infty} b_n
\]
holds.

The scalars in this proposition have to be non-negative, and in general, we cannot expect equality:
\[
0 = \limsup_{n \to \infty} ((-1)^n + (-1)^{n-1}) < 2 = \limsup_{n \to \infty} (-1)^n + \limsup_{n \to \infty} (-1)^{n-1}.
\]
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C.2 The Limit Inferior

Parallel to the limit superior, there is a limit inferior:

**Definition C.2.1.** Let \((a_n)_{n=1}^{\infty}\) be bounded above. If \((a_n)_{n=1}^{\infty}\) is bounded, define the **limit inferior** \(\liminf_{n \to \infty} a_n\) of \((a_n)_{n=1}^{\infty}\) by letting

\[
\liminf_{n \to \infty} a_n := \inf \{ a \in \mathbb{R} : a \text{ is an accumulation point of } (a_n)_{n=1}^{\infty} \};
\]

otherwise, let \(\liminf_{n \to \infty} a_n := -\infty\).

As for the limit superior, we have that, if \((a_n)_{n=1}^{\infty}\) converges, we have \(\liminf_{n \to \infty} a_n = \lim_{n \to \infty} a_n\).

Also, as for the limit superior, we have:

**Proposition C.2.2.** Let \((a_n)_{n=1}^{\infty}\) be bounded above. Then there is a subsequence \((a_{n_k})_{k=1}^{\infty}\) of \((a_n)_{n=1}^{\infty}\) such that \(\liminf_{n \to \infty} a_n = \lim_{k \to \infty} a_{n_k}\).

If \((a_n)_{n=1}^{\infty}\) is bounded, then \(\limsup_{n \to \infty} a_n\) and \(\liminf_{n \to \infty} a_n\) both exist. Then, by definition,

\[
\liminf_{n \to \infty} a_n \leq \limsup_{n \to \infty} a_n
\]

holds with equality if and only if \((a_n)_{n=1}^{\infty}\) converges.

Furthermore, if \((a_n)_{n=1}^{\infty}\) is bounded below, then

\[
\liminf_{n \to \infty} (-a_n) = -\limsup_{n \to \infty} a_n
\]

holds, as is straightforwardly verified. (An analogous statement holds for \((a_n)_{n=1}^{\infty}\) bounded above.)