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ABSTRACT

The $\tau$-$p$ domain is the natural domain for anisotropy parameter estimation in horizontally layered media. The need to transform the data to the $\tau$-$p$ domain or to pick traveltimes in the $t$-$x$ domain is, however, a practical disadvantage. To overcome this, we combine $\tau$-$p$-derived traveltimes and offsets in horizontally layered transversely isotropic media with a vertical symmetry axis (VTI) with a rational interpolation procedure applied in the $t$-$x$ domain. This combination results in an accurate and efficient $t$-$x$-based semblance analysis for anisotropy parameter estimation from the moveout of qP-waves in horizontally layered VTI media. The semblance analysis is applied to the moveout to search directly for the interval values of the relevant parameters. To achieve this, the method is applied in a layer-stripping fashion. We demonstrate the method using synthetic data examples and show that it is robust in the presence of random noise and moderate statics.

INTRODUCTION

In the past two decades, seismic processing has gradually developed to allow for estimation of anisotropy parameters from seismic data. In the presence of anisotropy, the moveout of qP-waves in horizontally layered media as observed in common-midpoint (CMP) gathers deviates from being hyperbolic. It is common practice to get (initial) estimates of the relevant anisotropic parameters by ascribing the nonhyperbolic character of the moveout to the presence of anisotropy. This method originated with the work of Hake et al. (1984), who presents a three-term Taylor expansion to describe the moveout in a CMP gather acquired over a horizontally layered transversely isotropic (TI) medium.

Tsivkin and Thomsen (1994) and Alkhalifah and Tsivkin (1995) present an improved rational approximation that provided better accuracy at longer offsets, but many authors subsequently point out the lack of accuracy at intermediate offsets (e.g., Zhang and Uren, 2001; Van der Baan and Kendall, 2002; Stovas and Ursin, 2004; Douma and Calvert, 2006). This observation has led to several other methods, such as the stationary-phase method (Alkhalifah, 2000), the $\tau$-$p$ method (Van der Baan and Kendall, 2002; Van der Baan, 2004), the shifted-hyperbola approach (e.g., Fomel, 2004), continued-fraction approaches (e.g., Ursin and Stovas, 2006), and a rational-interpolation method (Douma and Calvert, 2006).

The $\tau$-$p$ transform is the natural domain for anisotropy parameter estimation in layered media (Hake, 1986; Van der Baan and Kendall, 2002) because the horizontal slowness is preserved upon propagation through such media. Because the $\tau$-$p$ transform is a plane-wave decomposition, the relevant velocity is the phase velocity instead of the group velocity. The latter velocity is mathematically more complex and often follows from approximations to already-approximated phase velocities. Hence, anisotropy parameter estimation in the $\tau$-$p$ domain renders the extra approximation for the group velocity redundant, leading to more accurate estimates of the relevant parameters. It has an additional advantage in that the inversion algorithm is explicitly formulated in terms of the normal-moveout (NMO) velocity $V_{nmo}$ and the anisotropy parameter $\eta$, the parameters most often sought for in P-wave traveltimes inversion from surface seismics alone. Finally, triplications in the $t$-$x$ domain are unfolded in the $\tau$-$p$ domain, allowing anisotropy parameter estimation when the wavefront contains cusps (Alkhalifah and de Hoop, 2005).

Besides these benefits, $\tau$-$p$-domain inversion techniques have a main practical disadvantage: either the CMP gathers need to be transformed to the $\tau$-$p$ domain or the $t(x)$ moveout curves need to be picked in the $t$-$x$ domain and subsequently transformed to the $\tau$-$p$ domain. Because most interpreters have more experience viewing data in the $t$-$x$ domain, Van der Baan and Kendall (2002) recommend the latter option. To make this picking more robust, they propose fitting an analytic curve to the picked traveltimes and transforming the
The total intercept time $\tau$ for a reflected wave in a horizontally layered medium with a horizontal symmetry plane is a linear combination of the interval zero-offset traveltimes $\Delta t_{0i}$, the vertical phase-velocity $v_c$, and the vertical slowness $q_i$ in each layer $i$ (Hake, 1986; Van der Baan and Kendall, 2002). It is given by

$$\tau = \sum_i \Delta t_{0i} q_i g_i. \quad (2)$$

Because horizontally layered VTI media have a horizontal plane of symmetry, the latter expression holds for qP-waves as well as for qSV- and qSH-waves.

Traveltimes of qP-waves in TI media depend mainly on $V_{nmo}$ and $\eta$ (Alkhalifah and Tsvankin, 1995). The vertical shear-wave phase velocity $V_{so}$ has negligible influence on these traveltimes (Tsvankin and Thomsen, 1994; Tsvankin, 1996; Alkhalifah, 1998). This enables Alkhalifah (1998) to derive an approximate relation for the vertical slowness $q$ of qP-waves in TI media in terms of $V_{nmo}$ and $\eta$ by setting $V_{so} = 0$. It is given by

$$V_{po} q^2 = 1 - \frac{1 - p^2 V_{nmo}^2}{1 - 2 \eta p V_{nmo}^2}, \quad (3)$$

where $V_{po}$ is the vertical qP-wave phase velocity. Setting $V_{so} = 0$ is often referred to as the acoustic approximation of Alkhalifah (1998).

Grechka and Tsvankin (1998) show that the horizontal velocity $V_{sht} = V_{nmo} \sqrt{1 + 2 \eta}$ is better constrained in a semblance-based moveout analysis than $\eta$. In anticipation of a semblance-based parameter estimation, we rewrite equation 3 in terms of $V_{hor}$ and $V_{nmo}$, and substitute the result into expression 2, yielding

$$\tau = \sum_i \Delta t_{0i} \sqrt{1 - p^2 (V_{hor}^2)^2 \left[ \frac{1}{1 - p^2 (V_{hor}^2)^2 - (V_{nmo}^2)^2} \right]}, \quad (4)$$

with $V_{hor}$ and $V_{nmo}$ the horizontal and NMO velocities in layer $i$, respectively.

To create a $t-x$ semblance analysis, we need to know the travelt ime for each recorded offset $x$. It follows from the definition of the $\tau$-p transform 1 that

$$x = -\frac{\partial \tau}{\partial p}. \quad (5)$$

Inserting equation 4 in this expression yields the offset $x$ as a function of $p$, $\Delta t_{0i}$, $V_{hor}$ and $V_{nmo}$:

$$x = \sum_i \Delta t_{0i} \left( \frac{p (V_{nmo}^2)^2}{A(p)^{3/2} \sqrt{1 - p^2 (V_{hor}^2)^2}} \right) / A'(p) = 1 - p^2 (V_{hor}^2)^2 - (V_{nmo}^2)^2 \right]. \quad (6)$$

Combining equations 1, 4, and 6 then gives the travelt ime $\tau$ associated with this offset $x$ as a function of $p$, $\Delta t_{0i}$, $V_{hor}$ and $V_{nmo}$:

$$t = \sum_i \Delta t_{0i} \left( p^2 (V_{nmo}^2)^2 / A(p) + \left[ 1 - p^2 (V_{hor}^2)^2 \right] / \sqrt{1 - p^2 (V_{hor}^2)^2} A'(p) \right). \quad (7)$$

Equations 6 and 7 are explicit in the horizontal slowness $p$, whereas for a $t-x$-based semblance analysis we require traveltimes for each offset acquired in the field. However, the $p$-value that corresponds to a certain offset $x$ in equation 6 can be found using a numerical method such as the bisection approach because expression 6 is single-valued.
used and monotonically increasing with increasing $p$-values. Using this $p$-value in equation 7 gives the associated traveltime. In principle, this could be done for every offset in a CMP gather. However, a more elegant and computationally less demanding procedure is available using the rational interpolation approach of Douma and Calvert (2006).

**Rational interpolation**

The particular choice of Douma and Calvert (2006) to use a rational interpolation was motivated by the original improvement in accuracy when Tsvankin and Thomsen (1994) replaced the original three-term Taylor approximation of Hake et al. (1984) with a rational approximation. This approximation was later rewritten in terms of $V_{nmo}$ and $\eta$ (or $V_{max}$) by Alkhalifah and Tsvankin (1995). Throughout the remainder of this work, we refer to this approximation as the Alkhalifah-Thomsen-Tsvankin (ATT) approximation.

Recognizing the need for improved accuracy beyond the ATT approximation, Douma and Calvert (2006) replace the rational approximation with a rational interpolation that provides accuracy at offsets where it is needed, i.e., at offsets acquired in the field. In addition, Douma and Calvert (2006) show that because of the improved accuracy, the systematic error in the estimated values of $\eta$, present in the values obtained with the ATT approximation, are removed. Here, we extend their method to horizontally layered VTI media to allow estimation of the interval values of $V_{nmo}$ and $V_{max}$ by interpolating offsets and associated traveltimes from equations 6 and 7, respectively, obtained from a few horizontal slownesses. Because we are dealing with qP-waves only, interpolation can be done in the $t$-$x$ domain because no cusps can occur on qP-wavefronts due to the convexity of the slowness surface of such waves.

A rational approximation to a function $T(X)$ is generally written as (e.g., Stoer and Bulirsch, 1993, p. 39–96)

$$T(X) = \frac{N_L(X)}{D_M(X)} = \frac{n_0 + n_1 X + \cdots + n_L X^L}{1 + d_1 X + \cdots + d_M X^M},$$

with $N_L(X)$ a polynomial of order $L$ and $D_M(X)$ a polynomial of order $M$. We denote such an approximation as $[L/M]$. This rational approximation is fully determined by the $L + M + 1$ unknown coefficients $n_i (i = 0, 1, \ldots, L)$ and $d_i (i = 1, \ldots, M)$ that satisfy

$$T(X) = \frac{N_L(X)}{D_M(X)} = T_i.$$  \hspace{1cm} (9)

It follows then that the coefficients must satisfy the linear system

$$N_L(X_i) - T_i D_M(X_i) = 0.$$  \hspace{1cm} (10)

To find the unknown coefficients $n_i$ and $d_i$, Douma and Calvert (2006) explicitly solve this linear system (see their Appendix A). Alternatively, the rational approximant $N_L(X)/D_M(X)$ can be written as a Thiele continued fraction (Stoer and Bulirsch, 1993, p. 63–67), given by

$$N_L(X) = n_0 + \frac{X - X_0}{\rho(X_0, X_1) + \rho(X_0, X_1, X_2) - \rho(X_0) + \frac{X - X_3}{\rho(X_0, \ldots, X_{M-1})} + \cdots},$$

where we define the notation

$$\frac{a \cdot c}{b + d} = \frac{a}{b + c/d}$$

and where the reciprocal differences $\rho$ are defined by

$$\rho(X_i) = T_i,$$  \hspace{1cm} (12)

$$\rho(X_i, X_k) = \frac{X_i - X_k}{T_i - T_k},$$  \hspace{1cm} (13)

$$\rho(X_i, X_{i+1}, \ldots, X_{i+k}) = \frac{X_i - X_{i+k}}{\rho(X_i, \ldots, X_{i+k-1}) - \rho(X_{i+1}, \ldots, X_{i+k}) + \rho(X_{i+1}, \ldots, X_{i+k-1})}.$$  \hspace{1cm} (14)

In this work, we use the same order of rational interpolation that Douma and Calvert (2006) use, i.e., a [2/2] rational interpolation, because they show that this order of interpolation (at least for a single horizontal homogeneous VTI layer) provides high accuracy in traveltimes up to $x/z = 8$. Setting $L = M = 2$ in equation 11 gives the desired Thiele continued-fraction interpolation for nonhyperbolic moveout of qP-waves in VTI media, i.e.,

$$T(X) = \frac{N_2(X)}{D_2(X)} = T_0 + \frac{X - X_0}{\rho(X_0, X_1) + \rho(X_0, X_1, X_2) - T_0 + \frac{X - X_2}{\rho(X_0, X_1) + \frac{X - X_3}{\rho(X_0, X_1, X_2)}}},$$  \hspace{1cm} (15)

where we use $\rho(X_0) = T_0$ and anticipate treating the zero-offset support point $(X_0, T_0)$ as a parameter with $X_0 = 0$, giving $T_0 = T_0$ (see equation 8). Just as Douma and Calvert (2006) do, we interpolate support points $(X_i, T_i)$, with $X$ denoting squared offset and $T$ squared traveltimes.

Equation 15 provides the squared traveltimes $T(X)$ at arbitrary squared offsets $X$ away from the support points $(X_i, T_i)$. The reciprocal differences $\rho$ are computed directly from the support points using equations 12–14. Only four (instead of $L + M + 1 = 5$) support points are needed for $[2/2]$ rational interpolation because $T_0 = t_0^2 = (\Sigma \Delta t_i / t_i^2)$ is treated as a parameter with $X_0 = x_0^2 = 0$. The need to calculate so few support points makes the method efficient.

Nothing prevents the numerator $N_L(X)$ and denominator $D_M(X)$ in equation 8 from having common roots $(X - X_i)$. In this case, equation 10 is still satisfied, but the linear system it represents cannot be solved for the unknown interpolation coefficients $n_i$ and $d_i$. However, such nonsolvability is a matter of degeneracy only (Stoer and Bulirsch, 1993, p. 61–62). In practice, degeneracy can be overcome by adding arbitrary small perturbations to the support points (for example, on the order of $O(10^{-1})$ m or smaller for traveltimes and/or $O(10^{-3})$ m or smaller for offsets).

In the case of $[2/2]$ rational interpolation, degeneracy occurs for purely hyperbolic moveout when squared offset and squared traveltime are interpolated (Douma and Calvert, 2006), as shown in Ap-
pendix A). Indeed, we overcome this degeneracy throughout our work by noise injection. In principle, this degeneracy could be avoided by interpolating the traveltimes as a function of offset instead of squared traveltimes as a function of squared offset. However, we found that interpolating squared traveltimes as a function of squared offsets leads to more accurate traveltimes than interpolation of traveltime \( t \) as a function of offset \( x \). The ATT approximation uses squared traveltime and squared offset also.

**Semblance-based interval-parameter estimation**

To perform semblance analysis in the \( t-x \) domain, we must be able to compute the traveltime for each offset acquired in the field for a particular \( t_0 \) and a particular combination of \( V_{\text{hor}} \) and \( V_{\text{nmo}} \). For example, we might aim to perform a semblance scan as a function of the interval horizontal and NMO velocities for the \( n \)th layer specified by a specific interval zero-offset traveltime \( t_0 \). To do this, we assume the values of \( t_0, V_{\text{hor}} \), and \( V_{\text{nmo}} \) for \( i = 1, \ldots, n - 1 \) are known, e.g., by applying our approach in a layer-stripping fashion.

First, a range of interval horizontal and NMO velocities \( V_{\text{hor}} \) and \( V_{\text{nmo}} \) is specified. Next, for each particular combination of \( V_{\text{hor}} \) and \( V_{\text{nmo}} \), four user-specified \( x/z \) values \( k(j = 1, \ldots, 4) \) are converted to target offsets \( x_j = (k_j/2)\sum_{i} V_{\text{hor}} t_i \). We must then find the associated horizontal slownesses \( p_j \) that correspond to offsets close to the target offsets \( x_j \) (within an accuracy of approximately 100 m). We do this by using a bisection approach applied to equation 6. We are thus, in essence, building a simplified two-point ray-tracing algorithm for horizontally layered VTI media.

Once the slowness values \( p_j \) are found, they are used in equations 6 and 7 to find the squared offsets \( x_j = x_j^2 \) and traveltimes \( t_j = t_j^2 \) that form the support points for the rational interpolation. Using the obtained values of \( x_j \) and \( t_j \) in equations 12–14 to calculate the reciprocal differences \( \rho \), we then find the desired interpolation curve \( T(X) \) from equation 15, which gives the squared traveltime \( T \) as a function of any squared offset \( X \). These traveltime curves allow a semblance analysis as a function of the interval parameters \( V_{\text{hor}} \) and \( V_{\text{nmo}} \) for each layer \( n \). As an alternative to bisection, ray shooting can be considered to compute the desired support points. In this approach, offsets for a range of slowness values are computed, and the ones closest to the desired ones are extracted to act as the support offsets and traveltimes.

Because the offset and traveltime equations 6 and 7 are expressed in terms of the interval velocities \( V_{\text{hor}} \) and \( V_{\text{nmo}} \), a semblance-based global inversion can in principle be set up to determine the values of \( V_{\text{hor}} \) and \( V_{\text{nmo}} \) for all layers at the same time. More practically, the inversion can be done in a layer-stripping fashion. However, such approaches are not always desirable because of the trade-off between the offset and traveltime equations 6 and 7 for limited-offset acquisition geometries. Alternatively, once the layer of interest is determined, the overburden can be modeled as a single layer for which the effective values of \( V_{\text{hor}} \) and \( V_{\text{nmo}} \) are determined. Subsequently, an interval semblance analysis using the approach outlined above provides the interval estimates \( V_{\text{hor}} \) and \( V_{\text{nmo}} \) of the target layer. However, in this approach, the estimated values of \( V_{\text{hor}} \) and \( V_{\text{nmo}} \) will to some extent depend on the ability to represent the traveltime-curve of the overburden using a single effective horizontal VTI layer.

In general, interval parameter estimation is inherently more difficult than estimation of effective values, and substantial \( x/z \) values must be present for the target horizon (larger than about 2 or 2.5; Alkhalifah, 1997) for anisotropy parameter estimation to succeed. Our approach obviously specializes in the case of a single horizontal VTI layer treated by Douma and Calvert (2006). For this special case, their highly efficient tabulated approach is preferred because it does not need to solve equation 6 to find the \( p \) value associated with each target offset \( x_j \).

**SYNTHETIC DATA EXAMPLES**

The same four-layer model as in Douma and Calvert (2006) is used to demonstrate the accuracy of the inversion approach to estimate interval parameters (Figure 1a). The model parameters are given in Table 1; the values of \( \eta, V_{\text{hor}}, \) and \( V_{\text{nmo}} \) are also listed in Figure 1a for each layer.

The top layer is elliptically anisotropic, i.e., \( \eta = 0 \), but the remaining layers have subsequently increasing levels of anellipticity. The values of \( V_{\text{nmo}}, V_{\text{hor}}, \) and \( \eta \) for the second layer are also used in Figures 1 and 2 of Grechka and Tsvankin (1998) and correspond to values observed in field data (Alkhalifah et al., 1996). The level of anellipticity for the third layer (\( \eta = 0.34 \)) can be considered high, whereas the anellipticity in the fourth layer (\( \eta = 0.74 \)) is certainly extreme. The model parameters for the third and fourth layers are not physically unreasonable but correspond, respectively, to a shale under zero confining pressure and to Green River shale (see Table 1 in Thomsen (1986) for these two cases).

The dominant frequency of the events is 20 Hz, and the maximum offset-to-depth ratio \( x/z = 4 \) for all events. No phase or amplitude variations were modeled for any events in Figure...
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Douma and Calvert, 2006. As a result, the values of $\eta_i$ are strongly biased for all but the first two layers and are dependent on the maximum $x/z$ values used.

The same analysis using our method shows that the estimated values of $V_{\text{nmo}}$, $V_{\text{hor}}$, and $\eta_i$ have negligible systematic errors independent of the maximum $x/z$ used (Figure 2d-f) for all layers and thus for arbitrary levels of anellipticity. We mention that the estimates of $V_{\text{nmo}}$ (and thus $\eta_i$) for the third layer at $x/z > 2.5$ show a small deviation from the true value. This is caused by the crossing of the events from layers two and three at $x \approx 7$ km, which creates a variation in phase and amplitude that is known to affect semblance-based parameter estimation (Sarkar et al., 2002). This is also the probable cause of the error in the estimated values of $V_{\text{nmo}}$ for this layer using the GT method (see Figure 2).

Figure 2 implies the improved accuracy of our method over the GT method for the noiseless example. However, it cannot be determined whether the differences between the estimated parameter values for both methods are significant without considering the uncertainty in the estimated values of $V_{\text{hor}}$ and $V_{\text{nmo}}$. We demonstrate that

<table>
<thead>
<tr>
<th>Layer</th>
<th>$h$ (m)</th>
<th>$V_{\text{nmo}}$ (m/s)</th>
<th>$V_{\text{hor}}$ (m/s)</th>
<th>$V_{\text{roh}}$ (m/s)</th>
<th>$V_{\text{ro}}$ (m/s)</th>
<th>$\epsilon$</th>
<th>$\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1000</td>
<td>2098</td>
<td>2098</td>
<td>0.00</td>
<td>2000</td>
<td>300</td>
<td>0.050</td>
</tr>
<tr>
<td>2</td>
<td>2000</td>
<td>2000</td>
<td>2298</td>
<td>0.16</td>
<td>2000</td>
<td>300</td>
<td>0.160</td>
</tr>
<tr>
<td>3</td>
<td>3000</td>
<td>2892</td>
<td>3746</td>
<td>0.34</td>
<td>3048</td>
<td>300</td>
<td>0.255</td>
</tr>
<tr>
<td>4</td>
<td>4000</td>
<td>2464</td>
<td>3882</td>
<td>0.74</td>
<td>3292</td>
<td>300</td>
<td>0.195</td>
</tr>
</tbody>
</table>

Figure 2. Estimated values (black) of (a) $V_{\text{nmo}}$, (b) $V_{\text{hor}}$, and (c) $\eta_i$ for layers 1 (drawn), 2 (dashed), 3 (dotted), and 4 (dash-dotted), using the GT method. The gray curves indicate the true values. (d-f) As (a-c) but using our method based on rational interpolation. The method obtains unbiased estimates independent of the maximum offset-to-depth ratio.
these differences are indeed important by plotting the estimated parameters for the third layer for both methods in the semblance scans that are calculated using our method (Figure 3). The values estimated using the GT method are outside the main contours of the semblance scans for \( x/z > 2.5 \). Therefore, the differences between both methods are indeed significant, at least for \( x/z > 2.5 \), i.e., at \( x/z \) ratios that are crucial for robust interval parameter estimation (Alkhalfiah, 1997).

The quality of the horizontal and NMO velocity estimates can also be judged by their ability to flatten the events in Figure 1a. Figure 4 shows flattened traveltime curves using parameter estimates obtained using (1) the ATT approximation; (2) rational interpolation while treating the overburden as a single horizontal VTI layer, i.e., effective rational interpolation; and (3) the interval-semblance method. All methods were tested for a range of maximum offset-to-depth ratios: \( x/z = 2 \) (blue), \( x/z = 3 \) (red), and \( x/z = 4 \) (black).

Figure 3. Semblance scan for layer 3, calculated using the presented method based on rational interpolation, as a function of \( x/z \). Gray circles: true interval horizontal and NMO velocities in layer 3; white triangles: maximum semblance location; gray squares: estimated values of interval horizontal and NMO velocities using the GT method. True values and the maximum semblance location are nearly coincident, indicating the accuracy of our method. The retrieved values using the GT approach are well outside the semblance contours for \( x/z > 2.5 \), that is, once nonhyperbolic moveout becomes noticeable. This indicates the GT estimates are well outside the uncertainties associated with our estimates for \( x/z > 2.5 \).

Figure 4. Residual moveout for all four events with (a) the ATT approximation, (b) single-layer (or effective) rational interpolation, and (c) our method using rational interpolation for layered VTI media for maximum \( x/z = 2 \) (blue), \( x/z = 3 \) (red), and \( x/z = 4 \) (black).

Clearly, the ATT approximation allows accurate flattening up to extreme levels of anellipticity for \( x/z \leq 2 \), albeit with biased estimates of the anisotropy parameters (see Figure 2), but loses accuracy with increasing \( x/z \). The effective rational interpolation provides better accuracy than the ATT approximation but shows a small amount of residual moveout as the level of anellipticity becomes high to extreme. This indicates that treating intervals composed of layers with high levels of anellipticity as a single effective layer could lead to somewhat biased effective estimates and inaccurate flattening of the moveout. When such incorrect flattening is observed, these intervals could be divided into smaller ones. Finally, Figure 4c depicts the ability of our method to flatten the events accurately up to extreme levels of anellipticity and large \( x/z \).

To estimate the robustness of the method in the presence of noise, we evaluated it in the presence of two different types of noise. First, we applied uncorrelated random time shifts to each individual trace in Figure 1 to simulate the presence of statics. A series of tests were performed where the maximum absolute static shift applied increased from 1 to 18 ms. The dominant period of the events was about 50 ms; thus, in the extreme cases there could be jumps in travelt ime of more than half a dominant period. The latter can be considered large static shifts.

We first created an ensemble of 50 gathers with different realizations of random static shifts for each test. We then calculated the average values as well as the standard deviations of the estimated parameters \( V_{s00}, V_{s10}, \) and \( \eta \) and plotted them as a function of the maximum absolute value of the static shifts in Figure 5. We analyzed the data using both the GT method (Figure 5a) and our method (Figure 5b). The drawn lines are the obtained averages, and the dashed lines represent the true parameter values. The shaded areas indicate the obtained parameter averages plus or minus one standard deviation. The green curves are related to the parameters for the first layer, and the blue, red, and cyan curves are related to the second to fourth layers, respectively. The analysis is done for a maximum \( x/z \) ratio of 2.5. This is often quoted as the maximum \( x/z \) ratio in practical acquisition design, and it is usually regarded as the minimum \( x/z \) value needed for robust interval parameter estimation.

Clearly, our method is stable and has a negligible systematic error in the presence of random static shifts for arbitrary levels of anellipticity. The GT method is without such systematic error for relatively small values of anellipticity only. This leads to biased parameter estimates for higher levels of anellipticity, just as in the noise-free case (see Figure 2). Furthermore, the error bars for \( V_{s10} \) (and thus \( \eta \)) in our method are smaller for all layers than the respective error bars for the GT method except for the first (elliptical) layer, with the largest differences occurring for the layers with highest anellipticity (i.e., layers three and four). This is a direct result of the improved accuracy of the traveltime curves obtained with our method for higher levels of anellipticity and larger offsets. For the maximum \( x/z \) ratio of 2.5, the improvement is indeed most significant for larger levels of anellipticity (see Figure 4). For the first elliptical layer, the error bars for both methods are about the same size because in this case the GT method is exact.

We mention that the error bars for the estimates of \( V_{s00} \) (and thus \( \eta \)) for the third layer are substantially smaller than for the other layers. This can be explained by observing that, for this layer, \( V_{s00} \) is apparently better resolved than for the other layers, as is evident from the more horizontal character of the semblance contours for this layer in Figure 1. The general observed robustness of our method in the presence of noise is confirmed for \( x/z \) values up to four. The maxi-
mum-semblance values obviously deteriorate with increasing values of maximum absolute static shifts for both methods. The results remain stable for shifts up to ±10 ms approximately (Figure 5).

The second type of noise we considered was uniformly distributed random noise added to the noise-free data in Figure 1 with varying signal-to-noise (S/N) ratios. Here, the S/N ratio is defined as the maximum sample value of all traces in the gather divided by the average power of the noise. The added noise had the same bandwidth as the signal. Figure 6 shows four realizations of noise added to the noise-free data of Figure 1 with varying S/N ratios. Just as in Figures 5 and 7, we plot the estimated values of $V_{an}^{\text{hor}}, V_{an}^{\text{hor}}$ and $\eta$ for both methods but as a function of the S/N ratio. The analysis was here for a maximum $x/z$ ratio of 2.5.

Our method remained robust and without systematic error for arbitrary levels of anellipticity up to small S/N ratios, whereas the GT method did so for relatively small levels of anellipticity only. Just as in the case of the random static shifts, our method had overall smaller error bars for $V_{an}^{\text{hor}}$ (and thus $\eta$) than the GT method. This behavior was confirmed for $x/z$ values up to four. With both different types of noise, the error bars for $\eta$ were always larger than the error bars for $V_{an}^{\text{hor}}$ and $V_{an}^{\text{hor}}$.

Indeed, the statement from Grechka and Tsvankin (1998, p. 996) that the “corresponding absolute change in the parameter $\eta$ is at least as large as the sum of the relative changes in $V_{an}^{\text{hor}}$ and $V_{an}^{\text{hor}}$” was satisfied.

Both noise tests confirmed that rational-interpolation semblance analysis leads to more accurate interval velocity and anisotropy estimates than the conventional GT technique and remains robust in the presence of moderate statics and/or noise-contaminated data.

**DISCUSSION**

The accuracy of any inversion of the moveout for the anisotropy parameters in TI media is hampered by the inherent trade-off relations between the relevant parameters $V_{an}^{\text{hor}}$ and $V_{an}^{\text{hor}}$. This is pointed out by Grechka and Tsvankin (1998), who show that exact ray-tracing of models with $\eta$ values as different as 0.09 and 0.24 have maximum traveltime differences of about 3 ms only for $x/z$ ratios up to two (see their Figures 2 and 3). Thus, the inversion for $\eta$ is inherently uncertain and more sensitive to the presence of noise. This is evident from the size of the error bars in Figures 5 and 7 for $\eta$ when compared to the error bars for $V_{an}^{\text{hor}}$ and $V_{an}^{\text{hor}}$. However, the trade-off relation becomes less severe for increasing $x/z$ ratios, as is evident from our Figure 3 and as pointed out by Alkalifah (1997), Grechka and Tsvankin (1998), Wookey et al. (2002), and Douma and Calverd (2006). This provides an incentive to devise a method that is accurate up to large $x/z$ ratios, such as ours.

It is known that rational interpolation can be accompanied with the presence of unwanted poles. Such poles occur when the numerator is nonzero but the denominator becomes zero (or close to zero) away from the support offsets $x_i$. This is different from the above-mentioned degeneracy because then both the numerator and denominator are zero. In the presence of poles, the interpolated moveout curve shows a large oscillation between two support points. After the reciprocal differences in the Thiele continued fraction are calculated, however, the presence of poles can easily be verified by checking for zeroes in the denominator not accompanied by zeroes in the numerator of the rational approximation. Such poles should be well away from the real axis and the interval between the first and last support offset (Figure 8). This can be understood by realizing that the presence of a pole close to the real axis would be observable on the real axis through inaccurate interpolation of the traveltimes between the support offsets.

We have not tested the extent of this pole-free area (Figure 8). In case this area does contain poles, one can try choosing different support points for the interpolation. Considering that such poles will occur only sporadically, however, the semblance calculation for this

![Figure 5](image5.png)

Figure 5. Sensitivity of both (a) the GT method and (b) our method to the presence of random static shifts. Average estimates of $V_{an}^{\text{hor}}, V_{an}^{\text{hor}}$ and $\eta$, as well as the average accompanied maximum semblance value $s$, are shown by the lines drawn for layers 1 (green), 2 (blue), 3 (red), and 4 (cyan). The shaded areas indicate the estimated averages plus or minus one standard deviation, and dashed lines are the true values of $V_{an}^{\text{hor}}, V_{an}^{\text{hor}}$ and $\eta$.

Our method is robust and with negligible systematic error for arbitrary levels of anellipticity, whereas the GT method is unbiased for relatively small levels of anellipticity only. The rational interpolation method has overall smaller error bars and is robust in the presence of larger static shifts than the GT method.
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Figure 6. Examples of single realizations of noise added to the noise-free data of Figure 1 with differing S/N ratios.
particular combination of $V_{s\text{geo}}$ and $V_{s\text{geo}}$ can be skipped altogether and found from interpolating neighboring semblance estimates (i.e., from the semblances obtained using neighboring values of $V_{s\text{geo}}$ and $V_{s\text{geo}}$ in the semblance scan).

In the limit of infinite offset, the $[2/2]$ rational interpolant converges to $\lim_{x \to \infty} T(x) = T_0$. This causes the interpolant in equation 8 to oscillate with large amplitudes beyond the maximum support offset. The condition generally holds for $[L/M]$ rational interpolation where $L = M$ — hence, the remark made by Douma and Calvert (2006) that extrapolation beyond the largest support offset should in general be avoided, as we do in this work. Moveout should become linear at large offset-to-depth ratios. Using a general $[M+1,M]$ scheme, the limit of the interpolant indeed becomes linear, i.e., $\lim_{x \to \infty} T(X) = (n_M + n_{M+1})/d_M$. Such a scheme would potentially allow some extrapolation beyond the maximum support offset. The maximum support offset where high accuracy is still obtained is of course a direct function of the order of the interpolation: a higher order means better accuracy at larger $x/z$ ratios. Thus, by increasing the order of the interpolation, the method can be tuned to be accurate at arbitrary $x/z$ ratios.

Our method requires calculating only a few support points to obtain accurate traveltimes as a function of offset for $qP$-waves in horizontally layered VTI media. Although we show its accuracy only in the context of moveout analysis, it seems worthwhile to investigate the use of rational interpolation in more general traveltime calculations such as prestack time migration in VTI media or even in the context of sparse storage of traveltimes. Sparse storage is relevant in everyday seismic data processing where large traveltime tables are used for imaging and inversion. The method presented here is, of course, directly applicable to the problem of Kirchhoff time migration in layered VTI media.

Other authors seem to have been inspired by our interpolation approach and have also abandoned the approximation route in favor of an interpolation approach. Of course, any interpolant that is well adapted to describing $qP$-wave moveout in layered VTI media is suited. In this context, we mention the Hermite interpolation approach of Fomel and Stovas (2007). It achieves an accurate approximation for reflection moveout in layered media given only a single nonzero-offset ray.

In principle, the method can also be extended to handle $qP$-waves in azimuthally anisotropic media, e.g., transversely isotropic areas with a horizontal symmetry axis (HTI), or to deal with converted waves in both VTI and HTI media. See Van der Baan and Kendall (2003) for the relevant expressions. Naturally, this increases the number of anisotropy parameters involved and renders the rational interpolation and subsequent semblance analysis less straightforward to implement. For all these possible extensions, it is implicitly assumed that a rational approximation provides reasonable but not accurate enough traveltimes. This justifies its replacement with an interpolant with the same functional dependence, i.e., a rational one, as done here for VTI anisotropy.

Finally, a note of caution: The developed semblance-based inversion method is accurate at arbitrary large offset-to-depth ratios and in the presence of large anisotropy. However, it assumed that no lateral velocity and/or anisotropy variations occur. This is a fundamental restriction underlying all inversion methods based on a 1D, layered-earth assumption. A full tomographic approach is required if strong lateral velocity variations are anticipated. Our approach can still be used to infer NMO velocities and anisotropy parameters suitable for an initial model estimate if a full tomographic approach is required.

**CONCLUSION**

The $\tau-p$ domain is the natural domain for anisotropy parameter estimation in horizontally layered media. It leads to more accurate anisotropy parameter estimates and accounts for ray bending caused by horizontal layering. But $\tau-p$ methods need to either transform the data to the $\tau-p$ domain or pick traveltimes in the $t-x$ domain, both of which are practical disadvantages. To overcome this, we combine $\tau-p$-derived traveltimes and offsets with a rational interpolation procedure applied in the $t-x$ domain. We thus devise a semblance-based approach in the $t-x$ domain that allows accurate and robust interval
anisotropy parameter estimation. This extends the approach of Douma and Calvert (2006), valid for nonhyperbolic-moveout inversion of qP-waves in a single horizontal VTI layer, to the case of horizontally layered VTI media.

The method is accurate and efficient because rational interpolation produces accurate traveltimes predictions given only few support points. These support points are in turn calculated efficiently using the derived \( \tau-p \) expressions for the traveltimes and associated offsets. The resulting inversion method is accurate at arbitrarily large offset-to-depth ratios, making it particularly attractive for shallow targets where such large ratios are easily encountered in practice. Our method allows the computation of semblance scans as a function of interval horizontal and NMO velocities when it is applied in a layer-stripping fashion.

Synthetic data examples confirm the accuracy of the predicted moveout curves and the resulting unbiased interval velocity and anisotropy estimates after a semblance analysis. Our method is shown to be robust in the presence of noise in the form of both random static shifts and random added noise.
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APPENDIX A

DEGENERACY OF [2/2] RATIONAL INTERPOLATION FOR HYPERBOLIC MOVEOUT WHEN SQUARED OFFSETS AND SQUARED TRAVELTIMES ARE INTERPOLATED

To show that the linear system in equation 10 becomes degenerate for purely hyperbolic moveout when squared offset and squared traveltimes are interpolated, we first set \( L = M = 2 \) in equation 8. This gives us

\[
T(X) = \frac{T_0 + n_1X + n_2X^2}{1 + d_1X + d_2X^2},
\]

where we use \( n_0 = T_0 \) with \( T_0 \) the squared zero-offset two-way traveltine. Rewriting equation A-1 into the form of equation 10 and using four support points \((X_i, T_i)\), we arrive at a linear system of equations for the unknown interpolation coefficients \( n_1, n_2, d_1, d_2 \), i.e.,

\[
A \cdot x = d,
\]

where

\[
A := \begin{pmatrix}
-X_1 & -X_1^2 & X_1T_1 & X_1^2T_1 \\
-X_2 & -X_2^2 & X_2T_2 & X_2^2T_2 \\
-X_3 & -X_3^2 & X_3T_3 & X_3^2T_3 \\
-X_4 & -X_4^2 & X_4T_4 & X_4^2T_4
\end{pmatrix},
\]

\[
x := \begin{pmatrix}
n_1 \\
n_2 \\
d_1 \\
d_2
\end{pmatrix},
\]

\[
d := \begin{pmatrix}
T_0 - T_1 \\
T_0 - T_2 \\
T_0 - T_3 \\
T_0 - T_4
\end{pmatrix},
\]

with \( T_0 \) the squared two-way zero-offset traveltime. Calculating \( \det A \), we get

\[
\det A = X_1X_2X_3X_4[(T_1T_2 + T_3T_4)(X_1 - X_2)(X_3 - X_4) + (T_1T_3 + T_2T_4)(X_2 - X_3)(X_1 - X_4) - (T_1T_3 + T_2T_4)(X_1 - X_3)(X_2 - X_4)].
\]

When the moveout is purely hyperbolic, \( T_1 = T_0 + X_i/v^2 \) and thus

\[
X_i - X_j = v^2(T_j - T_i).
\]

Inserting equation A-5 into equation A-4 gives

\[
\det A = v^2X_1X_2X_3X_4[(T_1T_2 + T_3T_4)(T_1T_3 - T_1T_4 - T_2T_3 + T_2T_4) + (T_1T_3 + T_2T_4)(T_2T_3 - T_1T_4 - T_2T_3 + T_3T_4)]
\]

\[
= v^2X_1X_2X_3X_4[(T_1T_2 + T_3T_4)(T_1T_3 - T_1T_4 - T_2T_3 + T_2T_4) + (T_1T_2 + T_3T_4)(T_1T_3 - T_1T_4 - T_2T_3 + T_3T_4) + (T_1T_3 + T_2T_4)(T_1T_4 + T_2T_3)]
\]

\[
- (T_1T_3 + T_2T_4)(T_1T_4 + T_2T_3)]
\]

\[
= 0.
\]

Therefore, for hyperbolic moveout, the linear system 10 for [2/2] rational interpolation of the moveout, expressed as squared traveltime as a function of squared offset, is degenerate.
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