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75th Anniversary

The historical development of the magnetic method in exploration

M. N. Nabighian1, V. J. S. Grauch2, R. O. Hansen3, T. R. LaFehr4, Y. Li1, J. W. Peirce5,
J. D. Phillips2, and M. E. Ruder6

ABSTRACT

The magnetic method, perhaps the oldest of geophysi-
cal exploration techniques, blossomed after the advent of
airborne surveys in World War II. With improvements in
instrumentation, navigation, and platform compensation,
it is now possible to map the entire crustal section at a
variety of scales, from strongly magnetic basement at re-
gional scale to weakly magnetic sedimentary contacts at lo-
cal scale. Methods of data filtering, display, and interpreta-
tion have also advanced, especially with the availability of
low-cost, high-performance personal computers and color
raster graphics. The magnetic method is the primary explo-

ration tool in the search for minerals. In other arenas, the
magnetic method has evolved from its sole use for map-
ping basement structure to include a wide range of new
applications, such as locating intrasedimentary faults,
defining subtle lithologic contacts, mapping salt domes
in weakly magnetic sediments, and better defining tar-
gets through 3D inversion. These new applications have
increased the method’s utility in all realms of explo-
ration — in the search for minerals, oil and gas, geother-
mal resources, and groundwater, and for a variety of
other purposes such as natural hazards assessment, map-
ping impact structures, and engineering and environmental
studies.

HISTORY OF MAGNETIC EXPLORATION

The earliest observations on magnets are supposedly traced
back to the Greek philosopher Thales in the sixth century
B.C.E. (Appendix A). The Chinese were using the magnetic
compass around A.D. 1100, western Europeans by 1187, Arabs
by 1220, and Scandinavians by 1300. Some speculate that the
Chinese had discovered the orientating effect of magnetite, or
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lodestone as early as the fourth century B.C.E. and that Chi-
nese ships had reached the east coast of India for the first time
in 101 BCE using a navigational compass.

Sir William Gilbert (1540–1603) made the first investigation
of terrestrial magnetism. In De Magnete (abbreviated title) he
showed that the earth’s magnetic field can be approximated by
the field of a permanent magnet lying in a general north-south
direction near the earth’s rotational axis (Telford et al., 1990).
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The attraction of compass needles to natural iron formations
eventually led to their use as a prospecting tool by the 19th
century. 1

As the association between magnetite and base metal de-
posits became better understood, demand for more sensitive
instruments grew. Until World War II, these instruments were
mostly specialized adaptations of the vertical compass (dip-
ping needle), although instruments based on rotating coil in-
ductors were also developed and used both for ground and
airborne surveys.

Victor Vacquier and his associates at Gulf Research and
Development Company were key players in developing the
first fluxgate magnetometer for use in airborne submarine
detection during World War II (Reford and Sumner, 1964;
Hanna, 1990). This instrument offered an order-of-magnitude
improvement in sensitivity over previous designs. After the
war, this improvement initiated a new era in the use of air-
borne magnetic surveys, both for the exploration industry and
for government efforts to map regional geology at national
scales (Hanna, 1990; Hood, 1990).

Oceanographers quickly adapted early airborne magne-
tometers to marine use. In 1948, Lamont Geological Obser-
vatory borrowed a gimbal-mounted fluxgate magnetometer
from the U. S. Geological Survey and towed it across the At-
lantic (Heezen et al., 1953). Scripps Institution of Oceanogra-
phy began towing a similar instrument in late 1952 and in 1955
conducted the first 2D marine magnetic survey off the coast of
southern California (Mason, 1958). This now-famous marine
magnetic survey showed a pattern of magnetic stripes offset
by a fracture zone: the stripes were later attributed to seafloor
spreading during periods of geomagnetic reversals (Vine and
Mathews, 1963; Morley and Larochelle, 1964).

As new instruments continued to be developed from the
1950s to 1970s, sensitivity was increased from around 1 nT
for the proton precession magnetometer to 0.01 nT for alkali-
vapor magnetometers. With higher sensitivities, the error bud-
get for aeromagnetic surveys became dominated by location
accuracy, heading errors, temporal variations of the magnetic
field, and other external factors (e.g., Jensen, 1965). The de-
velopment of magnetic gradiometer systems in the 1980s high-
lighted the problem of maneuver noise caused by both the am-
bient magnetic field of the platform and by currents induced
in the platform while moving in the earth’s magnetic field
(Hardwick, 1984).

The availability of the Global Positioning System (GPS)
by the early 1990s tremendously improved the location ac-
curacy and thus the error budget of airborne surveys. At the
same time, explorationists began to design airborne surveys
so they could resolve subtle magnetic-field variations such
as those caused by intrasedimentary sources (see papers in
Peirce et al., 1998). The higher resolution was achieved pri-
marily by tightening line spacing and lowering the flight al-
titude. Today, high-resolution aeromagnetic (HRAM) sur-
veys are considered industry standard, although exactly what
flight specifications constitute a high-resolution survey is
ill defined. Typical exploration HRAM surveys have flight

1There is a story that a Cretan shepherd named Magnes, while tend-
ing sheep on the slopes of Mount Ida, found that the nails of his boots
were attracted to the ground. To find the source of the attraction he
dug up the ground and found stones that we now refer to as lode-
stones.

heights of 80–150 m and line spacings of 250–500 m (Mil-
legan, 1998). Exploration surveys are generally flown lower
in Australia, at 60–80 m above ground (e.g., Robson and
Spencer, 1997), and even lower if acquired by the Geologi-
cal Survey of Finland (30–40 m flight height with 200–m line
spacing; http://www.gsf.fi/aerogeo/eng0.htm). (Airspace regu-
lations, urban development, or rugged terrain prevent such
low-altitude flying in many places.) In contrast to these typical
exploration specifications, aeromagnetic studies that require
high resolution of anomalies in plan view, such as those geared
toward mapping complicated geology, usually entail uniform
line spacings and flight heights, following the guidelines es-
tablished by Reid (1980). Unmanned aerial systems are also
becoming available and should be a cost-effective tool for ac-
quiring low-altitude magnetic data in relatively unpopulated
areas, although their eventual role in exploration is difficult to
predict.

THE EARTH’S MAGNETIC FIELD

The largest component (80–90%) of the earth’s field is be-
lieved to originate from convection of liquid iron in the earth’s
outer core (Campbell, 1997), which is monitored and studied
using a global network of magnetic observatories and vari-
ous satellite magnetic surveys (Langel and Hinze, 1998). To
a first approximation, this field is dipolar and has a strength of
approximately 50 000 nT, but there are significant additional
spherical harmonic components up to about order 13. Further-
more, this field changes slowly with time and is believed to
undergo collapse, often followed by reversal, on a time scale
of 100 000 years or so. Understanding the history of reversals,
both as a pattern over time and in terms of decay and rebuild-
ing of the primary dipole field, is the focus of paleomagnetic
studies [see Cox (1973) and McElhinny (1973) for excellent
historical perspectives].

Although the crustal field is the focus of exploration, mag-
netic fields external to the earth have a large effect on mag-
netic measurements and must be removed during data pro-
cessing. These effects are the product of interaction between
the global field and magnetic fields associated with solar wind
(Campbell, 1997). First, the earth’s field is compressed on the
sunward side, giving rise to a daily (diurnal) variation; at mid-
latitudes, diurnal variations are roughly 60 nT. Second, the in-
teraction generates electrically charged particles that maintain
a persistent ring current along the equator, called the equato-
rial electrojet. Instabilities in the ring current give rise to un-
predictable magnetic-field fluctuations of tens of nT near the
earth’s surface. Finally, near the poles, entrainment of charged
particles along field lines creates strong magnetic-field fluctu-
ations during magnetic storms on time scales of a few hours
and with amplitudes in excess of 200 nT.

The remaining component of the earth’s field originates
in iron-bearing rocks near the earth’s surface where temper-
atures are sufficiently low, i.e., less than about 580◦C (the
Curie temperature of magnetite). This region is confined to
the upper 20–30 km of the crust. The crustal field, its rela-
tion to the distribution of magnetic minerals within the crust,
and the information this relation provides about exploration
targets are the primary subjects of the magnetic method in
exploration.
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APPLICATIONS OF MAGNETIC MEASUREMENTS

Magnetic measurements for exploration are acquired from
the ground, in the air, on the ocean, in space, and down bore-
holes, covering a large range of scales and for a wide variety
of purposes. Measurements acquired from all but the borehole
platform focus on variations in the magnetic field produced by
lateral variations in the magnetization of the crust. Borehole
measurements focus on vertical variations in the vicinity of the
borehole.

Ground and airborne magnetic surveys

Ground and airborne magnetic surveys are used at just
about every conceivable scale and for a wide range of pur-
poses. In exploration, they historically have been employed
chiefly in the search for minerals. Regional and detailed mag-
netic surveys continue to be a primary mineral exploration
tool in the search for diverse commodities, such as iron, base
and precious metals, diamonds, molybdenum, and titanium.
Historically, ground surveys and today primarily airborne sur-
veys are used for the direct detection of mineralization such as
iron oxide–copper–gold (FeO-Cu-Au) deposits, skarns, mas-
sive sulfides, and heavy mineral sands; for locating favorable
host rocks or environments such as carbonatites, kimberlites,
porphyritic intrusions, faulting, and hydrothermal alteration;
and for general geologic mapping of prospective areas. Aero-
magnetic surveys coupled with geologic insights were the pri-
mary tools in discovering the Far West Rand Goldfields gold
system, one of the most productive systems in history (Roux,
1970). Kimberlites (the host rock for diamonds) are explored
successfully using high-resolution aeromagnetic surveys (pos-
itive or negative anomalies, depending on magnetization con-
trasts) (Macnae, 1979; Keating, 1995; Power et al., 2004).

Another economically important use of the magnetic
method is the mapping of buried igneous bodies. These gen-
erally have higher susceptibilities than the rocks that they in-
trude, so it is often easy to map them in plan view. Com-
monly, the approximate 3D geometry of the body can also
be determined. Because igneous bodies are frequently asso-
ciated with mineralization, a magnetic interpretation can be
the first step in finding areas favorable for the existence of a
mineral deposit. In sedimentary basins, buried igneous bod-
ies may have destroyed hydrocarbon deposits in their imme-
diate vicinity, their seismic signature can be mistaken for a
sedimentary structure (Chapin et al., 1998), or their orien-
tation is important in understanding structural traps in an
area (e.g., the Eocene Lethbridge dikes in southern Alberta,
Canada). Igneous bodies can also form structural traps for
subsequent hydrocarbon generation. For example, brecciated
igneous rocks [e.g., Eagle Springs Field, Nevada; Fabero Field,
Mexico; Badejo and Linguado Fields, Brazil; Jatibarang Field,
Indonesia; and reported potential in the Taranaki Basin, New
Zealand, all cited in Batchelor and Gutmanis (2002)] are
known to be reservoirs.

For regional exploration, magnetic measurements are im-
portant for understanding the tectonic setting. For example,
continental terrane boundaries are commonly recognized by
the contrast in magnetic fabric across the line of contact (e.g.,
Ross et al., 1994; examples in Finn, 2002). Such regional in-
terpretations require continent-scale magnetic databases. De-
velopment of these databases commonly involves merging

numerous individual aeromagnetic surveys with highly vari-
able specifications and quality. Such efforts have been ongo-
ing for decades. For example, two major compilations have
been completed for North America (Committee for the Mag-
netic Anomaly Map of North America, 1987; North American
Magnetic Anomaly Group, 2002), which updated earlier ef-
forts for the United States (Zietz, 1982) and Canada (Teskey
et al., 1993). A comprehensive, near-global compilation of
magnetic data outside the United States, Canada, Australia,
and the Arctic regions was undertaken in a series of projects
by the University of Leeds, the International Institute for
Geo-Information Science and Earth Observation (ITC), and
commercial partners (Fairhead et al., 1997).

Several countries (e.g., Australia, Canada, Finland, Swe-
den, and Norway) have vigorous government programs to
develop countrywide, modern, high-resolution aeromagnetic
databases, which include data acquisition and merging of data
from individual surveys. These efforts have been successful in
promoting mineral exploration and facilitating ore deposit dis-
coveries.

The study of basin structure is an important economic ap-
plication of magnetic surveys, especially in oil and gas ex-
ploration. For the most part, basin fill typically has a much
lower susceptibility than the crystalline basement. Thus, it is
commonly possible to estimate the depth to basement and,
under favorable circumstances, quantitatively map basement
structures, such as faults and horst blocks (e.g., Prieto and
Morton, 2003). Since structure in shallower sections often lies
conformably over the basement, at least to some depth, and
faulting in shallower sections is often controlled by reactiva-
tion of basement faults, it is often possible to identify struc-
tures favorable to hydrocarbon accumulation from basement
interpretation.

With the advent of HRAM surveys and the subnanotesla
resolution they offer, it is now possible to map intrasedimen-
tary faults by identifying their small and complex magnetic
anomalies that occur where there are “marker beds” contain-
ing greater than average quantities of magnetite. Displace-
ment of these marker beds generates modest (a few tenths
to about 10 nT at 150 m elevation) anomalies that can be
used to trace corresponding fault systems. The complex na-
ture of these anomalies is illustrated in a case history in the
Albuquerque Basin (see Case Histories section) where the
magnetizations are high enough to clearly understand the re-
lationships of bed thickness, offset, fault dip, etc. (Grauch
et al., 2001). In hydrocarbon exploration, such techniques can
be used to help correlate complex fault systems for explo-
ration (Spaid-Reitz and Eick, 1998; Peirce et al., 1999) or for
reservoir development (see Case Histories section; Goussev
et al., 2004). In areas where beds carrying a magnetic signa-
ture dip at a significant angle, a good magnetic survey can be
used to map surface geology very precisely (e.g., Abaco and
Lawton, 2003).

The magnetic method has thus expanded from its initial use
solely as a tool for finding iron ore to a common tool used
in exploration for minerals, hydrocarbons, ground water, and
geothermal resources. The method is also widely used in addi-
tional applications such as studies focused on water-resource
assessment (Smith and Pratt, 2003; Blakely et al., 2000a), en-
vironmental contamination issues (Smith et al., 2000), seis-
mic hazards (Blakely et al., 2000b; Saltus et al., 2001; Lan-
genheim et al., 2004), park stewardship (Finn and Morgan,
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2002), geothermal resources (Smith et al., 2002), volcano-
related landslide hazards (Finn et al., 2001), regional and local
geologic mapping (Finn, 2002), mapping of unexploded ord-
nances (Butler, 2001), locating buried pipelines (McConnell
et al., 1999), archaeological mapping (Tsokas and Papazachos,
1992), and delineating impact structures (Campos-Enriquez
et al., 1996; Goussev et al., 2003), which can sometimes be of
economic importance (Mazur et al., 2000).

Borehole magnetic surveys

Borehole measurements of magnetic susceptibility and of
the three orthogonal components of the magnetic field began
in the early 1950s (Broding et al., 1952). Both types of mea-
surements can be used to determine rock magnetic properties,
which aids in geologic correlation between wells. However,
magnetic-field measurements in boreholes also can be used to
determine both location and orientation of magnetic bodies
missed by previous drilling. Levanto (1959) describes the use
of three-component fluxgate magnetometers to determine the
extension of magnetic ore bodies.

Interpretation of borehole magnetic surveys was originally
accomplished graphically by plotting the field lines along the
borehole, extrapolating them outside the borehole, and look-
ing for areas of field-line convergence. Least-square tech-
niques were also employed to determine the parameters of the
magnetic body (Silva and Hohmann, 1981). Today, acquisition
of borehole magnetic surveys is not common practice, perhaps
owing to the expense required in accurately determining bore-
hole azimuth and dip.

Marine magnetic surveys

Marine magnetic measurements began at Lamont in the
late 1940s (Oreskes, 2001) and led to the development of the
Vine-Matthews-Morley model of seafloor spreading (Dietz,
1961; Hess, 1962; Vine and Matthews, 1963; and Morley and
Larochelle, 1964). The name of this model has been updated
by consensus (Vine, 2001) to recognize Larry Morley of the
Geological Survey of Canada as the independent developer
of the theory of seafloor spreading (Morley’s original paper,
which was rejected in early 1963, is reproduced in Morley,
2001). In fact, these marine magnetic measurements were a
major factor in the acceptance of both the plate-tectonic the-
ory and of the dynamo theory of generation of the earth’s core
field.

The seafloor spreading model is based on the concept that
the seafloor is magnetized either positively or negatively, de-
pending on the polarity epoch of the earth’s magnetic field.
New seafloor is created at mid-ocean ridges and becomes part
of oceanic plates moving away from the spreading center.
Thus, magnetic anomalies along a section transverse to the
spreading center show a regular pattern of highs and lows
(stripes) — often symmetric about the spreading center —
that can be calibrated in age to the geomagnetic timescale
(this timescale was new and unproven in 1963; a more recent
compilation accompanies the Geological Society of Amer-
ica’s 1999 geologic timescale). Leg 3 of the original Deep Sea
Drilling Project (Maxwell and von Herzen et al., 1970) was de-
signed to test the theory of sea-floor spreading by comparing
the paleontological ages of the oldest sediments in the South
Atlantic Ocean to the ages predicted by the seafloor spreading

hypothesis. The two sets of ages matched very well, and the
Vine-Matthews-Morley model was generally accepted; plate
tectonics became a new paradigm in earth sciences.

Marine magnetic measurements also are routinely used for
normal exploration applications, although not in the volume
of aeromagnetic work.

Satellite magnetic measurements

Magnetic surveying entered the space age in 1964 with
the launch of a scalar magnetometer on the Cosmos 49 mis-
sion. Subsequently, the POGO suite of polar-orbiting satel-
lites, OGO-2, OGO-4, and OGO-6, conducted scalar mea-
surements over a seven-year period. Magsat, flown in 1979–
1980 in polar orbit, carried the first vector magnetometer.
Satellite DE-1 collected vector information as well, in spite
of its highly elliptical orbit (500 km to 22,000 km perigee and
apogee, respectively). Recent launches in 1999 and 2000 of the
Oersted (Olsen et al., 2000), CHAMP (Reigber et al., 2002),
and Oersted-2/SAC-C missions were equipped with more sen-
sitive scalar and vector magnetometers and have furthered our
understanding of the core, crustal, and external fields.

Since 1970, satellite measurements of the geomagnetic field
have been used to better model the dynamics of the core
field and its secular variation. These models have been incor-
porated into the International Geomagnetic Reference Field
(IGRF) (see Magnetic Data Processing section) to provide
more accurate information for processing exploration-quality
magnetic surveys. Satellite magnetometers have provided new
insights into the external magnetic field as well. Although ex-
plorationists are not using satellite magnetic measurements
for prospect generation and for mapping of the crustal field,
we are reaping great benefits from their impact on the core
field model and its regular five-year updates. In recent years,
the magnetic method has formed an important component of
extraterrestrial exploration (see the special section in the Au-
gust 2003 issue of THE LEADING EDGE).

From planetary scales to areas of a few meters, the mag-
netic method has had a role to play, in some cases a decisive
one. It could be argued that no other geophysical method has
such a broad range of applicability or offers such economical
information.

MAGNETIC INSTRUMENTATION

Historical instruments

The Swedish mining compass was one of the earliest
magnetic prospecting instruments. Developed in the mid-
nineteenth century, it consisted of a light needle suspended in
such a way as to allow it to move in both horizontal and ver-
tical directions. An improved version, the American mining
compass, was developed around 1860. These were the first in
a class of so-called dipping-needle instruments with automatic
meridian adjustment.

Although still in use these instruments were soon replaced
by earth inductors, which could measure both the inclina-
tion and the various components of the earth’s magnetic
field from the voltage induced in a rotating coil. In 1936,
Logachev (1946) used such a device with a sensitivity of about
1000 nT over the Kursk iron-ore deposit (Reford and Sumner,
1964). Soon after, the Schmidt vertical magnetometer was de-
veloped, which could measure the vertical component of the
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earth’s magnetic field using a magnetic system (rhomb-shaped
needle) oriented at a right angle to the magnetic meridian;
it measured the system dip through a mirror attached to the
needle and an autocollimation telescope system. The vertical
magnetometer was followed by the Schmidt horizontal mag-
netometer, which measured the horizontal component of the
earth’s field. Both instruments had an accuracy of 10–20 nT.
The Schmidt magnetometers came to be known as Askania-
Schmidt magnetometers.

In 1910, Edelman designed a vertical balance to be used in
a balloon (Heiland, 1935). In 1946, a vertical-intensity magne-
tometer of the earth-inductor type was introduced by Lund-
berg (1947) for helicopter surveys, and a vibrating coil variety
of the earth-inductor magnetometer was developed for both
airborne and shipborne use (Frowe, 1948).

A complete description of early magnetic prospecting in-
struments and their uses can be found in Heiland (1940),
Jakosky (1950), and Reford and Sumner (1964).

Fluxgate magnetometer
The fluxgate magnetometer was developed during World

War II for airborne antisubmarine warfare applications; af-
ter the war, it was immediately adopted for exploration geo-
physics and remained the primary airborne instrument until
the proton precession magnetometer was introduced in the
1960s.

Fluxgate magnetometers today have two major applica-
tions. In airborne systems they are used in a strap-down
(nonoriented) configuration to perform heading corrections
by measuring the altitude of the aircraft in the earth’s field.
They are also the dominant instrument in downhole applica-
tions because of their small size, ruggedness, and ability to tol-
erate high temperatures.

The basic elements of a fluxgate magnetometer are two
matched cores of highly permeable material, typically ferrite,
with primary and secondary windings around each core. The
primary windings are connected in series but with opposite
orientations and are driven by a 50–1000-Hz current which
saturates the cores in opposite directions, twice per cycle. The
secondary coils are connected to a differential amplifier to
measure the difference between the magnetic field produced
in the two cores. This signal is asymmetrical because of the
ambient magnetic field along the core axis, producing a spike
at twice the input frequency whose amplitude is proportional
(for small imbalances) to the field along the core axis. A de-
tailed discussion of the fluxgate magnetometer can be found
in Telford et al. (1990).

Typically, fluxgate elements are packaged into sets of three
core pairs with orthogonal axes, so all three components of
the earth’s field can be measured. The resolution of a fluxgate
system is dependent on the accuracy with which the cores and
windings can be matched, hysteresis in the cores, and related
effects; nevertheless, fluxgate units with better than 1 nT sen-
sitivity are widely available. They are rugged, lightweight, and
can be operated at relatively high measurement rates. Their
major disadvantage for airborne applications is that because
they are component instruments, they must be oriented. At
least until recently, the accuracy of fluxgate measurements was
limited by the stability of the gyro tables on which they were
mounted.

Proton precession magnetometer

Proton precession magnetometers were introduced in the
mid-1950s, and by the mid-1960s had supplanted fluxgate mag-
netometers for almost all exploration applications. Proton
precession magnetometers do not require orientation, a great
advantage over earlier devices.

The proton precession magnetometer is based on the split-
ting of nuclear spin states into substates in the presence of an
ambient magnetic field by an amount proportional to the in-
tensity of the field and a proportionality factor (the nuclear gy-
romagnetic ratio), which depends only on fundamental physi-
cal constants. The sensor consists of a quantity of material with
odd nuclear spin, almost always hydrogen. The actual sensor
filling is usually charcoal lighter fluid, decane, benzene, or, if
necessary, even water.

The sensor is surrounded by a coil through which a dc cur-
rent is applied. This induces transitions to the higher energy
of two nuclear spin substates. The current is then turned off
and used to detect the fields associated with the transition
back to the lower of the spin substates. This transition emits
an electromagnetic field whose frequency is proportional to
the earth’s field intensity, around 2 kHz. A frequency counter
is then used to measure the field strength. The full treatment
of the physics behind proton precession magnetometers (Hall,
1962) is usually explained intuitively in textbooks by envision-
ing the transition between nuclear substates as a precession of
the nuclear magnetic moments around the earth’s field direc-
tion at an angular frequency proportional to the intensity of
the field.

The proton precession magnetometer has a number of
advantages: it is rugged, simple, has essentially no intrinsic
heading error, and does not require an orienting platform.
However, to obtain reasonable signal strength, a fairly large
quantity of sensor liquid and a large coil are required, mak-
ing the instrument somewhat heavy, bulky, and power hungry.
Furthermore, because a significant polarizing time is required
and because the output signal is only around 2 kHz, the sample
rate is somewhat limited if reasonable sensitivity is required.
The best airborne units (now out of production) had a sensi-
tivity of 0.05 nT at 2 Hz. More typical values would be 0.1 nT
at 0.2 Hz for portable instruments still in use.

A variant (the Overhauser magnetometer) uses radio-
frequency excitation and effectively displays continuous os-
cillation, which can be sampled at 5 Hz with resolution of
0.01 nT. The Overhauser variant also offers the lowest power
drain of any modern magnetometer, a small sensor head, and
minimal heading error. It is widely used in subsea magnetome-
ters and is also used for airborne and ground survey work, of-
ten in gradient arrays.

Alkali vapor magnetometer

Alkali vapor magnetometers, with sensitivities around
0.01 nT and sample rates of 10 Hz, appeared in labora-
tories about the same time that proton precession magne-
tometers became popular field instruments. Because they
were more fragile than proton precession magnetometers,
and because the increased sensitivity was of marginal value,
their use as field instruments was mostly restricted to gra-
diometers until the late 1970s. Today, alkali vapor magne-
tometers are the dominant instrument used for magnetic
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surveys, although some proton precession instruments are still
in use for ground surveys, and fluxgates are used for borehole
surveys. The operating principle and the actual construction
of alkali vapor magnetometers are somewhat complex. How-
ever, since they have become the dominant type in current
airborne, shipborne, and ground exploration, a summary ex-
planation of their operation is appropriate.

The sensing medium is an alkali vapor consisting of atoms
randomly distributed between two different atomic-energy
levels, separated by energy equivalent to a visible frequency.
In the presence of a magnetic field, the most stable energy
level is split (Zeeman splitting) by an amount proportional
to the magnitude of the field. For ambient fields of around
50 000 nT, the splitting energy will correspond to a fre-
quency in the range of a few hundred kHz, i.e., the AM radio
band.

By shining light of the correct frequency through a vapor
of a single-valence atom such as cesium or potassium, all of
the electrons are forced into the higher-energy component of
the split state (optical pumping). When this absorption is com-
plete, the glass cell in which the vapor is contained becomes
transparent because there are no further electrons to absorb
the pumping radiation.

Now, a radio-frequency field is applied to this cell. If the
field is of exactly the right frequency, the electrons are redis-
tributed back to the lower level, and the cell becomes opaque.
The correct frequency depends on the ambient magnetic-field
strength, so a swept-frequency field is applied, and the pre-
cise frequency at which opacity occurs is used to derive the
ambient-field intensity.

Alkali vapor instruments have excellent sensitivity, better
than 0.01 nT. Because the frequency can be swept rapidly,
10-Hz sample rates are typical, and considerably higher ones
are possible. These features account for the overwhelming
popularity of this design. In addition, alkali vapor magnetome-
ters are built to be lightweight and compact. The less desirable
features are the fragility of the glass envelope and an intrinsic
heading error. A good discussion of alkali vapor magnetome-
ters can be found in Telford et al. (1990).

Superconducting quantum interference device
(SQUID) magnetometer

The fact that a persistent current can exist in a supercon-
ducting loop has been known since the 1930s. This current is
inherently insensitive to the ambient magnetic field; one of the
main features of superconductors is that they expel external
fields. Josephson (1962) showed that persistent currents could
be maintained across small gaps in the superconducting loop
and that the currents across the gap are sensitive to the mag-
netic flux passing through the loop. Flux is the product of the
component of the magnetic field perpendicular to the loop and
the loop area. Current changes can be monitored by a normal
resonant circuit and used to obtain component field values. In-
struments of this type are called superconducting quantum in-
terference devices (SQUIDs) (Weinstock and Overton, 1981).

SQUIDs have not been widely used in magnetic field ap-
plications, although they have been used extensively in mag-
netotelluric and paleomagnetic studies and, recently, in both
ground and airborne EM surveys as magnetic component sen-
sors. The main reason is the need for cryogenic supplies, which
reduces the mobility of SQUID magnetometers. Since the ap-

pearance of high-temperature superconductors, it has been
anticipated that liquid nitrogen could be used as the cooling
fluid, which is much easier to manufacture and handle than
liquid helium. However, high-temperature SQUIDs have only
recently appeared on the market. They have somewhat lower
sensitivities than the liquid-helium instruments, primarily be-
cause the 1/f noise in the amplifier electronics is higher, but
this should not be a major concern for most applications. It
seems likely that the use of SQUIDs may increase in the near
future, as shown by recent surveys flown in gradient mode for
mineral surveys.

Stuart (1972) gives a comprehensive review of magnetic in-
struments used in geophysical applications. Grivet and Malnar
(1967) give detailed discussions of instruments based on Zee-
man splitting, including proton precession magnetometers, al-
kali vapor magnetometers, and related designs, not limited to
geophysical instruments.

ROCK-MAGNETIC PROPERTIES

In geologic interpretation of magnetic data, knowledge
of rock-magnetic properties for a particular study area re-
quires an understanding of both magnetic susceptibility and
remanent magnetization. Seventy-five years ago, studies were
already underway to explain the geologic factors influenc-
ing rock-magnetic properties that produce magnetic anoma-
lies (Slichter, 1929; Stearn, 1929a). Factors influencing rock-
magnetic properties for various rock types are summarized by
Haggerty (1979), McIntyre (1980), Clark (1983, 1997), Bath
and Jahren (1984), Grant (1985), Reynolds et al. (1990a),
and Clark and Emerson (1991). The Norwegian, Swedish, and
Finnish surveys have been amassing large amounts of rock-
property information in conjunction with their national geo-
physical programs. Several studies have focused on develop-
ing classification schemes based on the statistical correlations
between rock types and these petrophysical measurements
(Korhonen et al., 2003).

Less progress has been made in understanding how infor-
mation on magnetic properties measured from hand samples
can be transferred to scales more appropriate for aeromag-
netic interpretation. Reford and Sumner (1964) and Clark
(1983) discussed how the high variability of properties mea-
sured in hand samples contradicts the apparent homogeneity
in the bulk effects of large bodies at the scale of aeromagnetic
studies. Understanding this contradiction remains elusive,
especially in understanding sedimentary sources. Improved
understanding may result from case studies that directly in-
vestigate the relationship between magnetic anomalies, rock
properties, and geology (Abaco and Lawton, 2003; Davies et
al., 2004).

The importance of sedimentary sources of magnetic anoma-
lies was the subject of considerable discussion before the end
of World War II (e.g., Jenny, 1936; Wantland, 1944). Magnetic
anomalies produced by glacial till were also widely known
(summarized in Gay, 2004). However, experience with the
relatively low resolution of the early aeromagnetic data
allowed workers to effectively ignore their effects (Steen-
land, 1965; Nettleton, 1971), giving rise to the misconcep-
tion that sediments are nonmagnetic. As data resolution in-
creased, magnetic anomalies arising from sedimentary sources
were again recognized (Grant, 1972). This recognition gained
prominence in the 1980s, when studies were initiated to test
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for magnetic effects related to hydrocarbon seepage. These
and subsequent studies demonstrated that magnetization ca-
pable of producing aeromagnetic anomalies in clastic sedi-
mentary rocks and sediments arise from the abundance of
detrital magnetite (Reynolds, Rosenbaum et al., 1990, 1991;
Gay and Hawley, 1991; Gunn, 1997, 1998; Wilson et al., 1997;
Grauch et al., 2001; Abaco and Lawton, 2003), remanence re-
siding in iron sulfides that replaced the original detrital ma-
terial (Reynolds, Rosenbaum et al., 1990, 1991), or possibly
some other kind of remanence (Phillips et al., 1998). A recent
study of the Edwards aquifer in central Texas has revealed,
in a low-level helicopter survey, that carbonates may also con-
tain enough detrital magnetite to produce magnetic anomalies
at faults (Smith and Pratt, 2003).

At local scales, magnetite can be produced by microbial ac-
tivity (Machel and Burton, 1991) or destroyed by sulfidiza-
tion (Goldhaber and Reynolds, 1991) in processes related to
hydrocarbon migration, although it is still debated whether
this effect can be detected from airborne surveys (Gay, 1992;
Reynolds et al., 1990; Millegan, 1998; Stone et al., 2004). Mor-
gan (1998) postulates that weak aeromagnetic lows in oil fields
of the Irish Sea are caused by complex migration and mixing
of fluids with hydrocarbons that reduced the magnetization of
the host sandstones.

The importance of remanent magnetization in magnetic in-
terpretation has been recognized by many previous work-
ers (see references in Zietz and Andreasen, 1967). To sim-
plify analytical methods, remanent magnetization has been
commonly neglected or assumed to be collinear with the in-
duced component. Bath (1968) considered remanent and in-
duced components within 25◦ of each other to be collinear
for practical purposes. Although valid in many geologic sit-
uations, a common misconception is that only mafic igneous
rocks have high remanence. Several rock-magnetic and aero-
magnetic studies have shown that remanence can be very high
in felsic ash-flow tuffs (Bath, 1968; Rosenbaum and Snyder,
1985; Reynolds, Rosenbaum et al., 1990a; Grauch et al., 1999;
Finn and Morgan, 2002).

MAGNETIC DATA PROCESSING

Data processing includes everything done to the data be-
tween acquisition and the creation of an interpretable profile,
map, or digital data set. Standard steps in the reduction of
aeromagnetic data, some of which also apply to marine and
ground data, include removal of heading error and lag, com-
pensation for errors caused by the magnetic field of the plat-
form, the removal of the effects of time-varying external fields,
removal of the International Geomagnetic Reference Field,
leveling using tie-lines, microleveling, and gridding. One com-
prehensive reference that summarizes most aspects of mag-
netic data processing is Blakely (1995).

Compensation

All moving-platform magnetic measurements are subject to
errors caused by the magnetic field of the platform, whether
from in situ magnetic properties of the platform or from cur-
rents induced in the platform while moving in the earth’s mag-
netic field. In shipborne and helicopter surveys, these effects
are typically minimized by mounting the sensor on a long tow

cable, thereby reducing the errors caused by the magnetic field
of the vehicle. Fixed-wing airborne operations, on the other
hand, usually use rigid magnetometer installations, such as a
stinger protruding from the rear of the aircraft. Fixed installa-
tions offer better control of the sensor location and have been
the preferred configuration since the early days of airborne
data acquisition.

The field of the aircraft is significant unless the aircraft has
been extensively rebuilt. This problem is overcome by com-
pensating for the platform field. Error models were devel-
oped during World War II but not published until much later
(Leliak, 1961). Early compensation methods consisted of at-
taching bar magnets and strips of Permalloy near the sensor
to approximately cancel the aircraft field (EG&G Geometrics,
1970s).

Later, feedback compensators were developed for military
use (CAE, 1968, Study guide for the 9-term compensator:
Tech. Doc. TD-2501, as cited in Hardwick, 1984). However,
Hardwick (1984) pointed out in a landmark paper that these
were unsuitable for geophysical use because they were limited
to the frequency band appropriate for submarine detection.

Hardwick (1984) also noted that good compensation was
crucial to the usefulness of the magnetic gradiometer sys-
tems then being built. He described a software compensa-
tion system that was eventually commercialized and is now in
widespread use, even in single-sensor systems. Alternatives,
such as postprocessing compensation, are also available. It is
fair to say that, along with the introduction of GPS, the use of
these more sophisticated compensation models has produced
the largest improvement in data quality over the past 20 years.

Global field models

The main component of the measured magnetic field orig-
inates from the magnetic dynamo in the earth’s outer core
(Campbell, 1997). This field is primarily dipolar, with ampli-
tude of around 50 000 nT, but spherical harmonic terms up to
about order 13 are significant. Since the core field is almost al-
ways much larger than that of the crustal geology, and since it
has a significant gradient in many parts of the world, it is desir-
able to remove a model of the global field from the data before
further processing; this can be done as soon as all positioning
errors are corrected.

The model most widely used today is the International
Geomagnetic Reference Field (IGRF, Maus and Macmillan,
2005). It was established in 1968 and became widely used with
the availability of digital data in the mid-1970s (Reford, 1980).
In 1981 the IGRF was modified in order to be continuous for
all dates after 1944 (Peddie, 1982, 1983; Paterson and Reeves,
1985; Langel, 1992). Today, the IGRF is updated every five
years and includes coefficients for predicting the core field into
the near future. Coefficients are available for the time period
1900 through 2005 (Barton, 1997; Macmillan et al., 2003). In
practice today, the IGRF is calculated for every data point
before any further processing. Prior to GPS navigation, how-
ever, it was common practice to level surveys first, then re-
move a trend based on the best fit, either to the data or to
a few IGRF values. For many of the earliest analog surveys,
an arbitrary (sometimes unspecified) constant was subtracted
from the measured data solely as a matter of convenience be-
fore contouring.
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In the future, the IGRF is likely to be supplanted by the
Comprehensive Model (CM), which does a much better job of
modeling time-varying fields from a variety of sources (Sabaka
et al., 2002, 2004; Ravat et al., 2003).

External (time-varying) field removal

Ground-based and airborne surveys generally include a sta-
tionary magnetometer that simultaneously measures the sta-
tionary, time-varying magnetic field for later subtraction from
the survey data (Hoylman, 1961; Whitham and Niblett, 1961;
Morley, 1963; Reford and Sumner, 1964; Paterson and Reeves,
1985). There is still considerable debate on how many base sta-
tions are needed to adequately sample the spatial variations of
the external field for larger surveys or when the survey area is
at a considerable distance from the base of operations. At sea,
it is generally not possible to have a base-station magnetome-
ter in the survey area, and the problem is either ignored or
measurements are made in a gradient mode. The measure-
ment of multisensor gradiometer data can reduce the need
for a base station because the common external signal at the
two sensors is removed by the differencing process, but recov-
ery of the total field data from the gradiometer data can be
difficult (Breiner, 1981; Hansen, 1984; Paterson and Reeves,
1985). A method to fit distant base signals to the field sig-
nal in order to remove time-varying effects was proposed by
O’Connel (2001) using a variable time-shift cross-correlator.

The leveling of surveys using tie-lines was originally de-
veloped as an alternative to the use of base-station data
(Whitham and Niblett, 1961; Reford and Sumner, 1964; Mittal,
1984; Paterson and Reeves, 1985) but is now a standard step
after base-station correction. The purpose of leveling today
is to minimize residual differences in level between adjacent
lines and long-wavelength errors along lines that inevitably
remain after compensation and correction for external field
variations by base station subtraction. These residual long-
wavelength effects, even if small, can be visually distracting,
particularly on image displays.

A set of tie-lines perpendicular to the main survey lines is
normally acquired for leveling. The tie-line spacing is gener-
ally considerably greater than that of the main survey lines,
although 1:1 ratios have been used where geologic features
lack a dominant strike. The differences in field values at the
intersections of the survey and tie-lines are calculated and cor-
rections are applied to minimize these differences. A number
of different strategies for computing these corrections are in
use. Perhaps the most common is to calculate a constant cor-
rection for all lines by least-squares methods, sometimes aug-
mented to a low-order polynomial. Other algorithms regard
the tie-lines as fixed and adjust only the survey lines. All of
these strategies are empirical, and no one method performs
best under all circumstances.

Microleveling

Leveling, as described in the previous subsection, gener-
ally produces acceptable results for contour map displays,
but small corrugations generally can still be seen on images.
To suppress these, microleveling or decorrugation is applied
(Hogg, 1979; Paterson and Reeves, 1985; Urquhart, 1988;
Minty, 1991). One of the ironies of modern GPS navigation

is that we know exactly where our data are located horizon-
tally at the time of measurement, but we can only guess at the
final observation surface after leveling and microleveling have
been applied.

As in tie-line leveling, a number of microleveling algorithms
are in use that differ in detail but all rely on the principle of
removing the corrugation effects from a grid and using the
decorrugated grid to correct the long-wavelength errors on the
profile data. Because microleveling uses the grid in an essen-
tial way, it effectively erases the small corrugations. However,
it also largely obliterates any features that actually trend along
the survey lines.

Deculturing

Cultural anomalies are a serious problem in the geologic
interpretation of airborne magnetic data, especially modern
HRAM surveys that typically fly low above cultural sources.
Many man-made structures (e.g., wells, pipelines, railroads,
bridges, steel towers, and commercial buildings) are ferrous
and so create sharp anomalies of tens to hundreds of nan-
oteslas. Cultural anomalies are often much larger in magni-
tude than the geologic anomalies of interest. Moreover, their
shapes are effectively spikes with broadband frequency re-
sponses, making them difficult if not impossible to remove
with linear filters.

Several approaches have been developed for cultural edit-
ing. The utility of each approach depends on the magnitude
and type of cultural anomalies present. One approach is to
avoid flying low-level surveys to suppress the cultural signal
(Balsley, 1952), but this may diminish useful geological sig-
nals from shallow sources and does not eliminate noise spikes.
The Naudy filter (Naudy and Dreyer, 1968) uses nonlinear
filters to solve the problem. Hassan et al. (1998) discuss the
relative merits and limitations of manual editing on a profile-
by-profile basis, of semiautomatic filtering using a Naudy-
type filter, and of fully automatic filtering using neural nets.
Hassan and Peirce (2005) present an improved approach to
manual editing for situations where good digital databases
of existing culture are available. Wavelet filtering is another
method that offers promise in terms of developing more ef-
fective automated techniques, but there will always be a need
to manually oversee the results to prevent the removal of an
important shallow geological signal.

For special cases where the source structure can be mod-
eled, such as for well casings (Frischknecht et al., 1983; Board-
man, 1985), it is possible to design effective automatic removal
techniques (Dickinson, 1986; Pearson, 1996). However, all of
these methods depend on recognition of a known anomaly sig-
nature. In general, it is not possible to construct such models;
for example, the anomaly of a town is an aggregate of anoma-
lies from many man-made sources, clearly beyond reasonable
modeling capabilities. In such cases, it is necessary to resort to
deleting the cultural anomaly from the data using flight-path
video or digital cultural data as a guide and replacing it with
interpolated values (Hassan and Peirce, 2005).

Gridding

Gridding of flight-line data is another area of continuing re-
search. Because the density of data is so much greater along
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the flight-line direction than across flight lines, early efforts
concentrated on bidirectional interpolation (Bhattacharyya,
1969). Minimum curvature (Briggs, 1974) has proved to be a
popular gridding algorithm for unaliased data. Present surveys
are planned to minimize the amount of cross-track aliasing,
following the guidelines of Reid (1980). However, for recon-
naissance surveys and for fixed-wing surveys in areas of rough
terrain, there will always be residual cross-track aliasing. An
extension of the minimum-curvature-gridding algorithm de-
signed to address this problem has recently been developed
by O’Connell et al. (2005).

Another way to address the issue of flight-line data den-
sity is to use kriging with an anisotropic covariance func-
tion (Hansen, 1993). More exotic approaches use equivalent
sources to produce a grid with the characteristics of a potential
field (Cordell, 1992; Mendonça and Silva, 1994, 1995); others
employ fractals (Keating, 1993) and wavelets (Ridsdill-Smith,
2000).

The evolution of magnetic data processing can be charac-
terized more by the things we no longer need to discuss than
those mentioned above. Included in the dustbin of earlier con-
cerns are contouring algorithms, display hardware, camera-
and map-based navigation, radio navigation systems, and base
stations versus control lines.

ACCOUNTING FOR MAGNETIC TERRAIN

Rugged terrain poses a number of difficulties for data acqui-
sition, processing, analysis, and interpretation (Hinze, 1985a).
Data processing and acquisition errors caused by difficulties
in flying over rugged terrain have been largely overcome
with the advent of preplanned draped surfaces and GPS nav-
igation, but these steps do not account for the effects of
magnetic sources in the terrain itself. Magnetic anomalies
produced by the magnetic effects of rocks that form topog-
raphy are called topographic anomalies or magnetic terrain
effects (Allingham, 1964; Grauch, 1987) and should not be
confused with the effects produced by irregular terrain clear-
ance. They are easily recognized by the strong correlation
of the anomaly shapes to topography (Blakely and Grauch,
1983).

Magnetic terrain effects can severely mask the signatures of
underlying sources, as demonstrated by Grauch and Cordell
(1987). Many workers have attempted to remove or mini-
mize magnetic terrain effects by using some form of filter-
ing or modeling scheme (summarized in Grauch, 1987). Un-
like gravity terrain corrections, however, these attempts have
been successful only in favorable conditions. In more recent
studies, workers have used rugged terrain to their advantage.
In a basaltic volcanic field within the Rio Grande rift, for ex-
ample, high-amplitude negative and positive anomalies corre-
late with topography and helped geologists distinguish similar-
looking basalts with different ages (Thompson et al., 2002).
At Mt. Rainier, the lack of magnetic anomalies correlating
with terrain helped estimate the volume of hydrothermally al-
tered material available for potential landslides (Finn et al.,
2001).

MAGNETIC DATA FILTERING

The beginning stages of magnetic data interpretation gen-
erally involve the application of mathematical filters to ob-

served data. The specific goals of these filters vary, depending
on the situation. The general purpose is to enhance anoma-
lies of interest and/or to gain some preliminary information
on source location or magnetization. Most of these methods
have a long history, preceding the computer age. Modern com-
puting power has increased their efficiency and applicabil-
ity tremendously, especially in the face of the ever-increasing
quantity of digital data associated with modern airborne sur-
veys.

Most filter and interpretation techniques are applicable to
both gravity and magnetic data. As such, it is common, when
applicable, to reference a paper describing a technique for fil-
tering magnetic data when processing gravity data and vice
versa.

Regional-residual separation

Regional-residual separation is a crucial step in the inter-
pretation of magnetic data for mining or unexplored ordnance
(UXO) applications but less so for petroleum applications be-
cause the depth range of hydrocarbon exploration extends
throughout the sedimentary section. Historically, this problem
was approached either by using a simple graphical approach
(manually selecting data points to represent a smooth regional
field) or by using various mathematical tools to obtain the
regional field. This problem has been extensively treated for
gravity data (Nabighian et al., 2005), and the proposed tech-
niques apply equally well to magnetic investigations.

The graphical approach was initially limited to analyzing
profile data and, to a lesser extent, gridded data. The earliest
nongraphical approach considered the regional field at a point
to be the average of observed values around a circle centered
on the point; the residual field was simply the difference be-
tween this average value and the value observed at the central
point (Griffin, 1949). Henderson and Zietz (1949) and Roy
(1958) showed that this method was equivalent to calculat-
ing the second vertical derivative except for a constant factor.
Agocs (1951) proposed using a least-squares polynomial fit to
data to determine the regional field, an approach criticized by
Skeels (1967) since the anomalies themselves will affect some-
what the determined regional. Zurflueh (1967) proposed using
two-dimensional linear wavelength filters of different cutoff
wavelengths. This method was further expanded by Agarwal
and Kanasewich (1971), who also used a crosscorrelation func-
tion to obtain trend directions from magnetic data. A com-
prehensive discussion of application of Fourier transforms to
potential field data can be found in Gunn (1975).

Syberg (1972a) described a matched-filter method for sep-
arating the residual field from the regional field. A method
based on frequency-domain Wiener filtering for gravity data
was proposed by Pawlowski and Hansen (1990) that is
equally applicable to magnetic data. Matched filters and
Wiener filters have much in common with other linear band-
pass filters but have the distinct advantage of being optimal
for a class of geologic models. Based on experience, however,
it seems that significantly better results can be obtained using
appropriate statistical geologic models than by attempting to
adjust band the parameters of band-pass filter manually.

Li and Oldenburg (1998a) use a 3D magnetic inversion
algorithm to invert the data over a large area in order to
construct a regional susceptibility distribution from which a
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regional field can then be calculated. In certain aspects, this
method is a magnetic application of a gravity interpretation
technique known as stripping (Hammer, 1963). Spector and
Grant (1970) analyzed the shape of power spectra calculated
from observed data. Clear breaks between low- and high-
frequency components of the spectrum were used to design
either band-pass or matched filters. In hydrocarbon explo-
ration, this is the most common approach to separating differ-
ent depth ranges of interest based on their frequency content.
This approach is discussed in a modern context by Guspi and
Introcaso (2000).

The existence of so many techniques for regional-residual
separation proves that there are still some unresolved prob-
lems in this area. There is no single right answer for how to
highlight one’s target of interest.

Reduction to pole (RTP)

Like a gravity anomaly, the shape of a magnetic anomaly
depends on the shape of the causative body. But unlike a grav-
ity anomaly, a magnetic anomaly also depends on the inclina-
tion and declination of the body’s magnetization, the inclina-
tion and declination of the local earth’s magnetic field, and
the orientation of the body with respect to magnetic north.
To simplify anomaly shape, Baranov (1957) and Baranov and
Naudy (1964) proposed a mathematical approach known as
reduction to the pole. This method transforms the observed
magnetic anomaly into the anomaly that would have been
measured if the magnetization and ambient field were both
vertical — as if the measurements were made at the magnetic
pole. This method requires knowledge of the direction of mag-
netization, often assumed to be parallel to the ambient field,
as would be the case if remanent magnetization is either negli-
gible or aligned parallel to the ambient field. If such is not the
case, the reduced-to-the-pole operation will yield unsatisfac-
tory results. Reduction to the pole is now routinely applied to
all data except for data collected at high magnetic latitudes.

The RTP operator becomes unstable at lower magnetic
latitudes because of a singularity that appears when the az-
imuth of the body and the magnetic inclination both approach
zero. Numerous approaches have been proposed to over-
come this problem. Leu (1982) suggested reducing anoma-
lies measured at low magnetic latitudes to the equator rather
than the pole; this approach overcomes the instability, but
anomaly shapes are difficult to interpret. Pearson and Skin-
ner (1982) proposed a whitening approach that strongly re-
duced the peak amplitude of the RTP filter, thus reducing
noise. Silva (1986) used equivalent sources, which gave good
results but could become unwieldy for large-scale problems.
Hansen and Pawlowski (1989) designed an approximately reg-
ulated filter using Wiener techniques that accounted well for
noise. Mendonça and Silva (1993) used a truncated series ap-
proximation of the RTP operator. Gunn (1972, 1995) designed
Wiener filters in the space domain by determining filter co-
efficients that transform a known input model at the survey
location to a desired output at the pole. Keating and Zerbo
(1996) also used Wiener filtering by introducing a determin-
istic noise model, allowing the method to be fully automated.
Li and Oldenburg (1998b, 2000a) proposed a technique that
attempts to find the RTP field under the general framework
of an inverse formulation, with the RTP field constructed by

solving an inverse problem in which a global objective func-
tion is minimized subject to fitting the observed data.

All of these techniques assume that the directions of mag-
netization and ambient field are invariant over the entire sur-
vey area. While this is appropriate for many studies, it is not
appropriate for continent-scale studies, over which the earth’s
magnetic-field direction varies significantly, or in geologic en-
vironments, where remanent magnetization is important and
variable. Arkani-Hamed (1988) addressed the former prob-
lem with an equivalent-layer scheme, in which variations in
magnetization and ambient-field directions were treated as
perturbations on uniform directions.

Pseudogravity transformation

Poisson’s relation shows that gravity and magnetic anoma-
lies caused by a uniformly dense, uniformly magnetized body
are related by a first derivative. Baranov (1957) used this
principle to transform an observed magnetic anomaly into
the gravity anomaly that would be observed if the distribu-
tion of magnetization were replaced with a proportional den-
sity distribution. Baranov called the transformed data pseu-
dogravity, although the pseudogravity anomaly is equivalent
to the magnetic potential. The pseudogravity transformation
is most commonly used as an interim step to several other
edge-detection or depth-estimation techniques or in compar-
ing with observed gravity anomalies. Since calculation of the
pseudogravity anomaly involves a reduction to the pole fol-
lowed by a vertical integration, it is affected by the same
instabilities that were present in calculating the RTP field.
In addition, the pseudogravity transformation amplifies long
wavelengths, and so grids must be expanded carefully be-
fore processing to minimize amplification of long-wavelength
noise.

Upward-downward continuation

Magnetic data measured on a given plane can be trans-
formed to data measured at a higher or lower elevation,
thus either attenuating or emphasizing shorter wavelength
anomalies (Kellogg, 1953). These analytic continuations lead
to convolution integrals which can be solved either in the
space or frequency domain. The earliest attempts were done
in the space domain by deriving a set of weights which,
when convolved with field data, yielded approximately the
desired transform (Peters, 1949; Henderson, 1960; Byerly,
1965). Fuller (1967) developed a rigorous approach to de-
termining the required weights and analyzing their perfor-
mance. The space-domain operators were soon replaced by
frequency-domain operators. Dean (1958) was the first to rec-
ognize the utility of using Fourier transform techniques in per-
forming analytic continuations. Bhattacharyya (1965), Byerly
(1965), Mesko (1965), and Clarke (1969) contributed to the
understanding of such transforms, which now are carried out
on a routine basis. It is worth mentioning that while upward
continuation is a very stable process, the opposite is true for
downward continuation where special techniques, including
filter response tapering and regularization, have to be applied
in order to control noise.

Analytic continuations are usually performed from one
level surface to another. To overcome this limitation, Syberg
(1972b) and Hansen and Miyazaki (1984) extended the
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potential-field theory to continuation between arbitrary sur-
faces, and Parker and Klitgord (1972) used a Schwarz-
Christoffel transformation to upward continue uneven pro-
file data. Methods using equivalent sources were proposed
by Bhattacharyya and Chan (1977a) and Li and Oldenburg
(1999). Techniques designed to approximate the continuation
between arbitrary surfaces include the popular chessboard
technique (Cordell, 1985a), which calculates the field at suc-
cessively higher elevations, followed by a vertical interpola-
tion between various strata and a Taylor series expansion
(Cordell and Grauch, 1985).

Derivative-based filters

First and second vertical derivatives emphasize shallower
anomalies and can be calculated either in the space or fre-
quency domains. These operators also amplify high-frequency
noise, and special tapering of the frequency response is usu-
ally applied to control this problem. A stable calculation of
the first vertical derivative was proposed by Nabighian (1984)
using 3D Hilbert transforms in the X and Y directions. Before
the digital age, use of the second vertical derivative for delin-
eating and estimating depths to the basement formed the ba-
sis of aeromagnetic interpretation (Vacquier et al., 1951; An-
dreasen and Zietz, 1969).

Many modern methods for edge detection and depth-to-
source estimation rely on horizontal and vertical derivatives.
Gunn et al. (1996) proposed using vertical gradients of order
1.5 and also showed the first use of complex analytic signal at-
tributes in interpretation. Use of the horizontal gradient for
locating the edges of magnetic sources developed as an ex-
tension of Cordell’s (1979) technique to locate edges of tab-
ular bodies from the steepest gradients of gravity data. Like
gravity anomalies, a pseudogravity anomaly has its steepest
gradients located approximately over the edges of a tabular
body. Thus, Cordell and Grauch (1982, 1985) used crests of
the magnitude of the horizontal gradient of the pseudogravity
field as an approximate tool for locating the edges of magnetic
bodies. In practice, this approach can also be applied to the
reduced-to-the-pole magnetic field. This results in improved
edge resolution, but some caution is required to avoid misin-
terpreting low-amplitude gradients attributable to side lobes
(Phillips, 2000; Grauch et al., 2001).

Blakely and Simpson (1986) presented a useful method for
automatically locating and characterizing the crests of the hor-
izontal gradient magnitude. A method by Pearson (2001) finds
breaks in the direction of the horizontal gradient by applica-
tion of a moving-window artificial-intelligence operator. An-
other, similar technique is skeletonization (Eaton and Va-
sudevan, 2004), which produces not only an image but also
a database of each lineament element, which can be sorted
and decimated by length or azimuth criteria. Thurston and
Brown (1994) developed convolution operators for control-
ling the frequency content of the horizontal derivatives and,
thus, of the resulting edges. Cooper and Cowan (2003) intro-
duced the combination of visualization techniques and frac-
tional horizontal gradients to more precisely highlight subtle
features of interest.

The main advantages of the horizontal gradient method
are its ease of use and stability in the presence of noise
(Phillips, 2000; Pilkington and Keating, 2004). Its disadvan-

tages arise when edges are dipping or close together (Grauch
and Cordell, 1987; Phillips, 2000) or when assumptions regard-
ing magnetization direction are incorrect during the initial
RTP or pseudogravity transformation. The method can also
give misleading results when gradients from short-wavelength
anomalies are superposed on those from long-wavelength
anomalies. To address this problem, Grauch and Johnston
(2002) developed a windowed approach to help separate lo-
cal from regional gradients.

The total gradient (analytic signal) is another popular
method for locating the edges of magnetic bodies. For mag-
netic profile data, the horizontal and vertical derivatives fit
naturally into the real and imaginary parts of a complex an-
alytic signal (Nabighian, 1972, 1974, 1984; Craig, 1996). In 2D
(Nabighian, 1972), the amplitude of the analytic signal is the
same as the total gradient, is independent of the direction of
magnetization, and represents the envelope of both the ver-
tical and horizontal derivatives over all possible directions of
the earth’s field and source magnetization. In 3D, Roest et al.
(1992) introduced the total gradient of magnetic data as an
extension to the 2D case. Unlike the 2D case, the total gra-
dient in 3D is not independent of the direction of magnetiza-
tion (Haney et al., 2003), nor does it represent the envelope
of both the vertical and horizontal derivatives over all possi-
ble directions of the earth’s field and source magnetization.
Thus, despite its popularity, the total gradient is not the cor-
rect amplitude of the analytic signal in 3D. It is worth noting
that what is now commonly called analytic signal should cor-
rectly be called the total gradient.

The main advantage of the total gradient over the maximum
horizontal gradient is its lack of dependence on dip and mag-
netization direction, at least in 2D. The approaches used to
locate magnetic edges using the crests of the horizontal gradi-
ent can also be applied to the crests of the total gradient. This
difference in the two methods can be used to advantage — dif-
ferences in edge locations determined by the two techniques
can be used to identify the dip direction of contacts (Phillips,
2000) or to identify remanent magnetization (Roest and Pilk-
ington, 1993).

If the total gradient of the magnetic field is somewhat analo-
gous to the instantaneous amplitude used in seismic data anal-
ysis, then the local phase, defined as the arctangent of the ratio
of the vertical derivative of the magnetic field to the horizon-
tal derivative of the field, is analogous to the instantaneous
phase. The local wavenumber, analogous to the instantaneous
frequency, is defined as the horizontal derivative in the di-
rection of maximum curvature of the local phase. Thurston
and Smith (1997) and Thurston et al. (1999, 2002) showed
that the local wavenumber is another function that has max-
ima over the edges of magnetic sources. Like the total gra-
dient, the local wavenumber places maxima over the edges
of isolated sources, regardless of dip, geomagnetic latitude,
magnetization direction, or source geometry (see “Magnetic
Inverse Modeling” section, “Source parameter imaging” sub-
section, which follows). The full expression for calculat-
ing the 3D local wavenumber is complicated (Huang and
Versnel, 2000) and tends to produce noisy results. A better re-
sult is achieved by considering only the effects of 2D sources
(Phillips, 2000; Pilkington and Keating, 2004).

An alternate function that is easy to compute and approx-
imates the absolute value of the full 3D local wavenumber
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is the horizontal gradient magnitude of the tilt angle (Miller
and Singh, 1994; Pilkington and Keating, 2004; Verduzco
et al., 2004). The tilt angle, first introduced by Miller and Singh
(1994), is the ratio of the first vertical derivative to the hori-
zontal gradient and is designed to enhance subtle and promi-
nent features evenly.

Finally, a form of filter that can be used to highlight faults
is the Goussev filter, which is the scalar difference between
the total gradient and the horizontal gradient (Goussev et al.,
2003). This filter, in combination with a depth separation filter
(Jacobsen, 1987), provides a different perspective from other
filters and helps discriminate between contacts and simple off-
set faults. Wrench faults show up particularly well as breaks in
the linear patterns of a Goussev filter.

Matched filtering

Spector (1968) and Spector and Grant (1970) showed that
logarithmic radial-power spectra of gridded magnetic data
contain constant-slope segments that can be interpreted as
arising from statistical ensembles of sources, or equivalent
source layers, at different depths. Spector (1968) designed the
first Fourier and convolution filters designed to separate the
magnetic anomalies produced at two different source depths.
The convolution filter was published by Spector (1971), while
the Fourier filter was published, in simplified form, by Spec-
tor and Parker (1979). Syberg (1972a) first applied the term
matched filter to this process of matching the filter parame-
ters to the power spectrum and developed Fourier-domain fil-
ters for separating the magnetic field of a thin, shallow layer
with azimuthally dependent power from the magnetic field of
a deeper magnetic half-space having different azimuthally de-
pendent power. A Fourier filter for extracting the anomaly
of the deepest source ensemble, without requiring any es-
timated parameters for shallow sources, was presented by
Cordell (1985b). Ridsdill-Smith (1998a, b) developed wavelet-
based matched filters, while Phillips (2001) generalized the
Fourier approach of Syberg (1972a) to sources at more than
two depths and explained how matched Wiener filters could
be used as an alternative to the more common amplitude
filters.

An alternative to matched filters, based on differencing of
upward continued fields, was developed by Jacobsen (1987).
Cowan and Cowan (1993) reviewed separation filtering and
compared results of Spector’s matched filter, the Cordell filter,
the Jacobsen filter, and a second vertical derivative filter on an
aeromagnetic data set from Western Australia.

Wavelet transform

The wavelet transform is emerging as an important process-
ing technique in potential-field methods and has contributed
significantly to the processing and inversion of both grav-
ity and magnetic data. The concept of continuous wavelet
transform was initially introduced in seismic data processing
(Goupillaud et al., 1984), while a form of discrete wavelet
transform has long been used in communication theory. These
were unified through an explosion of theoretical develop-
ments in applied mathematics. Potential-field analysis and
magnetic methods in particular, have benefited greatly from
these developments.

The use of wavelets has been approached in three princi-
ple ways. The first approach uses continuous wavelet trans-
forms based on physical wavelets, such as those developed
by Moreau et al. (1997) and Hornby et al. (1999). The
former analyzes potential-field data using various wavelets
derived from a solution of Poisson’s equation, while the lat-
ter group takes a more intuitive approach and recasts com-
monly used processing methods in potential fields in terms
of continuous wavelet transforms. These wavelets are es-
sentially second-order derivatives of the potential produced
by a point monopole source taken in different directions.
Methods based on the continuous wavelet transform identify
locations and boundaries of causative bodies by tracking the
extrema of the transforms. Sailhac et al. (2000) applied a con-
tinuous wavelet transform to aeromagnetic profiles to identify
source location and boundaries. Haney and Li (2002) devel-
oped a method for estimating dip and the magnetization di-
rection of two-dimensional sources by examining the behavior
of extrema of continuous wavelet transforms.

A second class of wavelet methodologies utilizes discrete
wavelet transforms based on compactly supported orthonor-
mal wavelets. Chapin (1997) applied wavelet transforms to the
interpretation of gravity and magnetic profiles. Ridsdill-Smith
and Dentith (1999) used wavelet transforms to enhance aero-
magnetic data. LeBlanc and Morris (2001) applied discrete
wavelet transforms to remove noise from aeromagnetic data.
Finally, Vallee et al. (2004) used this method to perform depth
estimation and identify source types.

In a third approach, discrete wavelet transforms are used
to improve the numerical efficiency of inversion-based tech-
niques. Li and Oldenburg (2003) used discrete wavelet trans-
forms to compress the dense sensitivity matrix in 3D mag-
netic inversion and thus reduce both memory requirement and
CPU time in large-scale 3D inverse problem. A similar ap-
proach is also applied to the problem of upward continuation
from uneven surfaces (Li and Oldenburg, 1999) and reduc-
tion to the pole using equivalent sources (Li and Oldenburg,
2000a).

MAGNETIC FORWARD MODELING

Before the use of electronic computers, magnetic anomalies
were interpreted using characteristic curves calculated from
simple models (Nettleton, 1942) or by comparison with cal-
culated anomalies over tabular bodies (Vacquier et al., 1951).
In the 1960s, computer algorithms became available for calcu-
lating magnetic anomalies across two-dimensional bodies of
polygonal cross sections (Talwani and Heirtzler, 1964) and
over three-dimensional bodies represented by right rectan-
gular prisms (Bott, 1963; Bhattacharyya, 1964), by polygonal
faces (Bott, 1963), or by stacked, thin, horizontal sheets of
polygonal shape (Talwani, 1965).

The 2D magnetic forward-modeling algorithm of Talwani
and Heirtzler (1964) was later modified to include bodies of fi-
nite strike length (Shuey and Pasquale, 1973; Rasmussen and
Pedersen, 1979; Cady, 1980), referred to as 2 1/2D. Computer
programs to calculate magnetic and gravity profiles across
these 2 1/2D bodies, and also perform inversions, began to ap-
pear in the 1980s (Saltus and Blakely, 1983, 1993; Webring,
1985).

The 3D magnetic forward-modeling algorithm of Talwani
(1965) was modified by Plouff (1975, 1976), who replaced the
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thin horizontal sheets with finite-thickness prisms. The ap-
proach of Bott (1963) to modeling 3D bodies using polygonal
facets was also used by Barnett (1976), who used triangular
facets, and by Okabe (1979). A subroutine based on Bott’s
approach appears in Blakely (1995). A complete treatment of
gravity and magnetic anomalies of polyhedral bodies can be
found in Holstein (2002a, b).

Much attention has been paid to expressions for the Fourier
transforms of magnetic fields of simple sources, both as a
means of forward modeling and as an aid to inversion (Bhat-
tacharyya, 1966; Spector and Bhattacharyya, 1966; Peder-
sen, 1978; Blakely, 1995). Parker (1972) presented a practical
Fourier method for modeling complex topography, in which
the observations are on a flat plane or other surface that is
above all the sources. Blakely (1981) published a computer
program based on Parker’s method, and Blakely and Grauch
(1983) used the method to investigate terrain effects in aero-
magnetic data flown on a barometric surface over the Cascade
Mountains of Oregon.

The venerable right-rectangular prism has remained pop-
ular for voxel-based magnetic forward modeling and inver-
sion. Hjelt (1972) presented the equations for the magnetic
field of a dipping prism having two opposite vertical sides that
are parallelograms. This particular form of the voxel is useful
for modeling magnetic anomalies caused by layered strata dis-
torted by geologic processes, such as faulting and folding (Jes-
sell et al., 1993; Jessell and Valenta, 1996; Jessell, 2001; Jessell
and Fractal Geophysics, 2002).

MAGNETIC INVERSE MODELING

From a purely mathematical point of view, there is always
more than one model that will reproduce the observed data
to the same degree of accuracy (the so-called nonuniqueness
problem). However, geologic units producing the magnetic
data that we acquire in real-world problems do not have an ar-
bitrary variability. Imposing simple restrictions on admissible
solutions based on geologic knowledge and integration with
other independent data sets and constraints leads usually to
distinct and robust results.

Depth-to-source estimation techniques

With the first aeromagnetic surveys came the recognition
that the largest magnetic anomalies were produced by sources
near the top of the crystalline basement, and that the wave-
lengths of these anomalies increased as the basement rocks be-
came deeper. Techniques were devised to estimate the depths
to the magnetic sources and, thus, the thickness of the overly-
ing sedimentary basins. Mapping basement structure became
an important application of the new aeromagnetic method.

Early depth-to-source techniques were mostly of graph-
ical nature and applicable only to single-source anomalies
(Henderson and Zietz, 1948; Peters, 1949; Vacquier et al.,
1951; Smellie, 1956; Hutchison, 1958; Grant and Martin, 1966;
Koulomzine et al., 1970; Barongo, 1985). These techniques
estimated target parameters by looking at various attributes
of an anomaly (curve matching, straight-slope, half-width,
amplitude, horizontal extent between various characteristic
points, etc). The straight-slope method in particular enjoyed
immense popularity with interpreters working in petroleum

exploration. Smith (1959) gave various rules for estimating the
maximum possible depth to various magnetic sources. Trial-
and-error methods were also developed (Talwani, 1965), in
which magnetic anomalies were calculated iteratively until a
good fit with observed data was obtained.

In the 1970s, automated depth analysis began to supplant
the graphical and trial-and-error techniques. These new meth-
ods took advantage of the digital aeromagnetic data that be-
gan to appear at that time, and they typically generated large
numbers of depth estimates along magnetic profiles based on
simple but geologically reasonable 2D models such as sheets,
contacts, or polygonal corners. Because validity of the models
could not be assumed, the depth estimates still needed to be
tested for reasonableness by appropriate forward modeling.

In the 1990s, 3D automated depth-estimation methods be-
gan to appear. These were largely extensions of 2D methods
designed for application to gridded magnetic data. Most of the
methods mentioned below still exist in commercial or public-
domain software. There is no best method, and it is wise to
use a variety of methods to identify consistent results: forward
modeling is still a good idea.

Werner deconvolution

Automated depth-determination techniques have been lim-
ited mostly to profile data by assuming that targets are two-
dimensional. Werner (1955) proposed a method for inter-
preting overlapping effects of nearby anomalies if they can
be interpreted as attributable to thin sheets. Assuming the
causative bodies are two-dimensional and have a polygonal
cross section, this can be achieved by taking the horizontal
derivative of the observed profile. The method, now known
as Werner deconvolution, was first implemented by Hartman
et al. (1971) and further refined by Jain (1976), Kilty (1983),
Ku and Sharp (1983) and Tsokas and Hansen (1996). The
method was first extended to multiple 2D sources by Hansen
and Simmonds (1993) and later extended to 3D multiple
sources by Hansen (2002). The extension to multiple sources
was achieved using deconvolution on the complex form of the
analytic signal.

CompuDepth

O’Brien (1972) introduced CompuDepth, a frequency-
domain technique that determines location and depth to 2D
magnetic sources based on successive frequency shifting of
the Fourier spectrum, linear phase filtering, and solving a sys-
tem of equations for the various target parameters. Wang and
Hansen (1990) extended the method of O’Brien to invert for
the corners of 3D homogeneous polyhedral bodies.

Naudy method

Naudy (1971) proposed a method that uses a matched fil-
ter based on the calculated profile over a vertical dike or thin
plate. The filter is applied twice, first to the symmetrical com-
ponent of the aeromagnetic profile and then to the symmetri-
cal component of the same profile reduced to the pole. Shi
(1991) improved convergence of the Naudy method by us-
ing horizontal and vertical components of the magnetic pro-
file instead of observed and reduced-to-the-pole components
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and also extended the analysis to include dip estimates for the
dikes.

Analytic signal

Nabighian (1972, 1974) introduced the concept of the an-
alytic signal for magnetic interpretation and showed that its
amplitude yields a bell-shaped function over each corner of a
2D body with polygonal cross section. For an isolated corner,
the maximum of the bell-shaped curve is located exactly over
the corner, and the width of the curve at half its maximum
amplitude equals twice the depth to the corner. The determi-
nation of these parameters is not affected by the presence of
remanent magnetization. Horizontal locations are usually well
determined by this method, but depth determinations are only
reliable for polyhedral bodies. Roest et al. (1992) used the to-
tal magnetic gradient, which they called the 3D analytic signal
to approximately estimate positions of magnetic contacts and
obtain some depth estimates from gridded data. Their results,
however, are strongly dependent on the direction of total mag-
netization, in sharp contrast with the 2D case.

Euler deconvolution

Thompson (1982) proposed a technique for analyzing mag-
netic profiles based on Euler’s relation for homogeneous func-
tions. The Euler deconvolution technique uses first-order x, y-
and z derivatives to determine location and depth for various
idealized targets (sphere, cylinder, thin dike, contact), each
characterized by a specific structural index. Although theo-
retically the technique is applicable only to a few body types
which have a known constant structural index, the method is
applicable in principle to all body types. Reid et al. (1990) ex-
tended the technique to 3D data by applying the Euler oper-
ator to windows of gridded data sets. Mushayandebvu et al.
(2000) and Silva and Barbosa (2003), among others, helped in
understanding the applicability of the technique. Mushayan-
debvu et al. (2001) introduced a second equation derived from
Euler’s homogeneity equation which, when used in conjunc-
tion with the standard Euler equation, led to more stable solu-
tions. This technique is now known as extended Euler decon-
volution. The extended Euler deconvolution technique was
generalized to 3D by Nabighian and Hansen (2001) using gen-
eralized Hilbert transforms (Nabighian, 1984). In the same pa-
per, the authors showed that their proposed technique is also
a 3D generalization of the Werner deconvolution technique,
and thus both can be presented under a single unified theory.
Although Barbosa et al. (1999) showed that attempting joint
estimation of depth and structural index leads to unstable re-
sults using the traditional least-squares approach, others have
claimed success by using alternative approaches such as dif-
ferential similarity transformations (Stavrev, 1997; Gerovska
and Araúzo-Bravo, 2003) and generalized Hilbert transform
(Nabighian and Hansen, 2001; Fitzgerald et al., 2003). Hansen
and Suciu (2002) extended the single-source Euler deconvo-
lution technique to multiple sources to better account for the
overlapping effects of nearby anomalies. Keating and Pilking-
ton (2000) and Salem and Ravat (2003) proposed applying
Euler deconvolution to the amplitude of the analytic signal,
while Zhang et al. (2000) showed how the technique could
be applied to tensor data. Phillips (2002) proposed a two-step

methodology for 3D magnetic source locations and structural
indices using extended Euler or analytic signal methods. Fi-
nally, Mushayandebvu et al. (2004) showed that eigenvalues
generated in the grid Euler solution could be exploited to de-
cide automatically whether an individual anomaly was 2D or
3D and, in the former case, could be exploited to deduce strike
and dip.

Source parameter imaging (SPITM)

Thurston and Smith (1997) and Thurston et al. (1999, 2002)
developed the source parameter imaging (SPI) technique,
based on the complex analytic signal, which computes source
parameters from gridded magnetic data. The technique is
sometimes referred to as the local wavenumber method. The
local wavenumber has maxima located over isolated contacts,
and depths can be estimated without assumptions about the
thickness of the source bodies (Smith et al., 1998). Solution
grids using the SPI technique show the edge locations, depths,
dips and susceptibility contrasts. The local wavenumber map
more closely resembles geology than either the magnetic map
or its derivatives. The technique works best for isolated 2D
sources such as contacts, thin sheet edges, or horizontal cylin-
ders.

The SPI method requires first- and second-order derivatives
and is thus susceptible to both noise in the data and to inter-
ference effects. Phillips (2000) compared the SPI method with
the total-horizontal-gradient and analytic-signal methods and
showed how the methods differ in their assumptions, accuracy,
and sensitivity to noise and anomaly interference.

Statistical methods

All of the above techniques attempt to determine the lo-
cation, shape, and depth of specific isolated targets. An en-
tirely different approach considers the anomaly to be caused
by an ensemble of magnetic sources in order to determine
their average depth. The method was first proposed by Spec-
tor and Grant (1970) and further refined by Treitel et al.
(1971). Their method assumes that parameters of individual
sources (length, width, depth, etc.) are governed by proba-
bilities. Spector and Grant (1970) showed that the spectral
properties of an ensemble of sources is equivalent to the
spectral properties of an average member of the ensemble.
For a single ensemble, the natural log of the radial power
density spectrum as a function of wavenumber will have a
linear slope approximately twice the maximum depth of the
ensemble. For multiple ensembles, one obtains linear slopes
approximately twice the maximum depths to the various mag-
netic ensembles. More accurate depths can be estimated by
progressively stripping off effects of the shallowest ensembles
(or equivalent layers), and by correcting the power spectrum
for source body width (Spector and Grant, 1970, 1974) or for
fractal magnetization models (Pilkington et al., 1994). The last
approach was further expanded by Maus (1999) and Maus
et al. (1999) as a robust method for depth-to-basement calcu-
lations. Computer programs for source depth estimation from
magnetic profiles using windowed statistical approaches were
published by Phillips (1979) and Blakely and Hassanzadeh
(1981).
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Physical Property Mapping

Terracing

Terracing (Cordell and McCafferty, 1989) is an iterative
filtering method applied to gridded magnetic (or gravity)
data that gradually increases the slopes of the first horizontal
derivatives while simultaneously flattening the field between
gradients. The resulting map is similar to a terraced landscape,
hence the name applied to this technique. When imaged as a
color map and illuminated from above, a terraced map resem-
bles a geologic map in which the color scheme approximates
the relative magnetizations of the geologic units. The method
can be further refined by assigning susceptibility values to each
unit by least-squares approximations until the calculated field
agrees reasonably well with the measured data.

Susceptibility mapping

Grant (1973) introduced a special form of inversion in which
gridded magnetic data are inverted in the frequency domain
to provide the apparent magnetic susceptibility of a basement
represented by a large number of infinite vertical prisms. The
maps thus obtained reflect the geology of the area, insofar as
susceptibility is related to rock type. A similar approach was
applied to the inversion of marine magnetic anomalies in 2D
(Parker and Huestis, 1974) and 3D (Macdonald et al., 1980).
Analogous space-domain methods were developed by Bhat-
tacharyya and Chan (1977b), Silva and Hohmann (1984), and
Misener et al. (1984) by reducing the problem to solving a
large system of equations relating the observed data to mag-
netic sources in the ground.

Inversion

Inversion refers to an automated numerical procedure that
constructs a model of subsurface geology from measured mag-
netic data and any prior information, with the additional con-
dition that the input data are reproduced within a given error
tolerance. Quantitative interpretation is then carried out by
drawing geologic conclusions from the inverted models.

As is typical for geophysical inverse problems, a purely
mathematical solution of magnetic inversion is nonunique.
The nonuniqueness arises mainly for two reasons. First, there
are only a finite number of inaccurate measurements. Con-
sequently, there is always more than one model that will re-
produce the observed data to the same degree of accuracy.
Second, Green’s theorems dictate that many subsurface dis-
tributions of magnetization can produce exactly the same sur-
face response. It is therefore important to recognize that even
though magnetic inversion is nonunique from a purely math-
ematical point of view, it is equally important to understand
that the often overemphasized nonuniqueness stems mainly
from the mathematical properties of potential fields and has
little to do with realistic geologic scenarios. In reality, geo-
logic units producing the magnetic data that we acquire in
real-world problems do not have an arbitrary variability. Im-
posing simple restrictions on admissible solutions based on
geologic knowledge and integration with other independent
data sets and constraints usually leads to distinct and robust
results.

In inversion methodology, a model is parameterized to de-
scribe either source geometry or the distribution of a physi-

cal property such as magnetic susceptibility. These lead to two
major approaches to magnetic inversion.

The first approach inverts for the geometry of the source
distribution. For example, following Bott’s (1960) work on in-
verting gravity data for basin depth by iteratively adjusting
the depth of vertical prisms, several authors have formulated
depth-to-basement inversion in a similar manner (e.g., Ped-
ersen, 1977). Pilkington and Crossley (1986) inverted mag-
netic anomalies to estimate basement relief by applying linear
inverse theory and Parker’s (1972) forward-calculation tech-
nique. Pustisek (1990) developed a noniterative procedure to
invert for magnetic basement.

For isolated anomalies, the first attempts parameterized
the causative body with a single dike in 2D and rectangular
prism in 3D. A parametric inversion was then carried out to
recover the target parameters through the use of nonlinear
least squares (e.g., Whitehill, 1973; Ballantyne, 1980; Bhat-
tacharyya, 1980; and Silva and Homann, 1983). Alternatively,
causative bodies are represented as polygonal bodies in 2D
or polyhydronal bodies in 3D (Pedersen, 1979; Wang and
Hansen, 1990), and the vertices of the objects are recovered
as the unknowns.

The second approach inverts for either magnetic suscep-
tibility or magnetization. Parker and Huestis (1974) in their
crustal studies inverted for the distribution of magnetization
in a layer. Cribb (1976) represented the magnetic source by a
set of dipoles and attempted to recover the dipole strengths by
applying linear inverse theory. Guillen and Menichetti (1984)
used a prismatic representation and performed a regularized
inversion by minimizing the moment of inertia of the causative
body. Li and Oldenburg (1996) formulated a generalized 3D
inversion of magnetic data by using the Tikhonov regular-
ization and a model objective function that measures the
structural complexity of the model and incorporates a depth-
weighting function. A positivity constraint was also imposed
on the recovered density contrast to further stabilize the solu-
tion. Pilkington (1997) introduced acceleration to this method
by using the conjugate gradient. Li and Oldenburg (2000b,
2003) extended the method to include borehole data and ap-
plied wavelet-compression-based acceleration and a logarith-
mic method for imposing positivity.

Most of these methods assume that the magnetization di-
rection is known. As a result, their application is limited when
strong remanent magnetization alters the total magnetization
direction. To overcome this difficulty, Shearer and Li (2004)
developed a 3D nonlinear inversion to recover the magnetiza-
tion magnitude by inverting the amplitude of the anomalous
magnetic vector or the total gradient of the magnetic anomaly.
These two quantities exhibit weak dependence on the direc-
tion of magnetization; therefore, precise knowledge of the lat-
ter is not required.

GEOLOGIC INTERPRETATION OF
MAGNETIC DATA

Magnetic data, processing, and analysis give information
and constraints about the distribution of magnetic materials
at the surface and below. The goal of geologic interpretation
is to render this information into a model of salient geologic
features where they are not exposed. Modern geologic inter-
pretation involves a complex synthesis of multiple aspects: the
results of magnetic analysis, geologic knowledge of the study
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area, an understanding of rock-magnetic properties, integra-
tion with other independent data sets and constraints, geologic
characterization of anomaly shapes and patterns, and identifi-
cation of the contributions of topography and cultural sources.
Over the past 75 years, the most significant improvements
in the quality and reliability of geologic interpretation have
followed from increased data resolution, concurrent advance-
ments in our understanding of all the aspects of the synthesis,
and improvements to the processes used to synthesize them
(e.g., modeling/inversion, data presentation, and data integra-
tion). These advances have continually improved our ability
to constrain nonunique results predicted by theory, allowing
for solutions that are distinct and robust in practice (see dis-
cussions in Gibson and Millegan, 1998, p. 6–8).

Magnetic basement mapping

Shortly after World War II, when the antisubmarine
warfare magnetometer was converted to use in geophys-
ical airborne surveys, a new era in oil and gas explo-
ration was born [along with a number of new aeromagnetic
companies: AeroService, Fairchild, Compagnie Générale de
Géophysique (CGG), Airmag, and Hunting]. The principal
product of this flourishing activity was the magnetic basement
map interpretation, as described by Steenland (1998).

Steenland’s interpretations, when coupled with an under-
standing of the local and regional geology, were intended as
a basis for determining economic basement and (where it
was deemed warranted) sedimentary structures controlled by
local basement structures. The first step in generating mag-
netic basement maps was to determine the depths to magnetic
sources. He and others favored the straight-slope method,
which grew out of the model anomalies comprehensively pro-
duced by Vacquier et al. (1951). Because they relied on hu-
man computers and were required to interpret very large vol-
umes of aeromagnetic data, many interpreters of that era used
this method to such an extent that it dominated the magnetic
basement mapping industry. Based on simplicity and speed of
calculation, the horizontal distance between points of depar-
ture of the magnetic trace from a coincident straight edge (cor-
rected for azimuth) formed the basis for determining depth to
basement. Steenland (1963a) gave a description of this tech-
nique and a comparison between the magnetic depth esti-
mates and drilling results in the Peace River Arch in western
Canada, and his statistical estimates of depth accuracy are still
valid. At that time, the only model used was the so-called in-
trabasement model, believed to be zones of higher magnetic
susceptibilities occurring within the basement rocks having
great depth extent. At about the same time, but too late to in-
corporate in the Peace River publication, the suprabasement
(or thin-plate) model was introduced, together with new in-
dices for adjusting the derived depths. This model is included
in a study of the Paradox Basin, Utah, together with a discus-
sion of several aeromagnetic products that were generated in
the 1960s and later (Steenland, 1962).

Steenland (1963a) did not argue that the straight-slope
method is the most accurate method; he and others favored
it for economic reasons. But they did insist (Nettleton, 1971,
p. 98) that this method particularly, and the aeromagnetic
method generally, produced consistently accurate depth-to-
basement maps. Not all agreed. Jacobsen (1961, p. 316) pub-
lished an interesting blind test, in which two contractors

had submitted interpretations of an aeromagnetic survey in
Venezuela: “Local basement relief shown by the two magnetic
interpretations is in poor agreement with basement depth in-
formation from seismograph and well data. Moreover, the two
magnetic pictures bear little resemblance one to the other.”
However, in a discussion of this paper [R. J. Bean of Shell
(Bean et al., 1961, p. 317)] commented that “One of the
contour maps (Interpretation A) is excellent” and that “any
magnetic interpreter would be extremely gratified if all his
basement contour maps checked as well as this one with data
obtained subsequently by seismic surveys or by drilling.” In-
terestingly, Steenland (who did not comment at the time be-
cause he was the Editor of (GEOPHYSICS) later (1963b) re-
vealed that he was the author of Interpretation A.

Geologic characterization of magnetic anomalies

Recognition of characteristic patterns and shapes of anoma-
lies in relation to particular rock units or geologic structures is
one of the first steps in qualitative interpretation of a mag-
netic map. Correlation of magnetic maps to exposed geologic
units was well established over 75 years ago (Stearn, 1929a).
The correlation involves recognition of anomaly patterns typ-
ical of certain rock types or units particular to a study area,
identification of breaks in anomaly patterns that may indicate
structures, and delineating linear gradients. Seeing changes in
anomaly patterns can be subjective and interpreted as differ-
ences in terranes, lithologies, or alteration.

With the advent of HRAM surveys, many near-surface
geologic features are so clearly expressed that their geo-
logic origin is obvious in color shaded-relief images. For
example, dendritic patterns of modern channels and pa-
leochannels or glacial till are mimicked in the aeromag-
netic data (Figure 1; Gunn, 1997; Davies et al., 2004; Gay,
2004). Folds look like folds (Figure 1); fault expressions can
exhibit en echelon and anastomosing behavior (Figure 2;
Grauch et al., 2001; Langenheim et al., 2004); and individ-
ual dikes within swarms are clearly resolved (Hildenbrand
and Raines, 1990; Modisi et al., 2000). Within sedimentary
basins, HRAM surveys allow a clear distinction between base-
ment anomalies and near-surface volcanic rocks and between
basement faults and near-surface faults (southwest corner of
Figure 2). Volcanic rocks are typically associated with char-
acteristic high-frequency patterns, which can be differenti-
ated from circular and sometimes broader anomalies associ-
ated with intrusions (Figure 2). Magnetic anomalies produced
by rocks with strong, reverse-polarity remanence display
characteristic, high-amplitude negative anomalies (south-
central border of Figure 2; Books, 1962; Grauch et al., 1999)
that, without high-resolution data, might be confused with
magnetic lows caused by a lack of magnetization, which are
also negative but generally featureless (Airo, 2002). The fea-
tureless character is well demonstrated in the HRAM image
from the Murray Basin (Figure 1), where the underlying in-
terpreted granite was confirmed by drilling (Bush et al., 1995).

DATA INTEGRATION / PRESENTATION

Some of the most profound improvements in geologic in-
terpretation over the past 75 years have occurred in the realm
of data presentation and integration with other data sets.
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Visualization is key to understanding the patterns in data and
how they interact with independent data sets.

Although magnetic data were acquired along grid-like tra-
verses or parallel lines as early as the late 19th century, the
data were usually displayed in profile form (Smock, 1876;
Smyth, 1896). By the 1920s, contour maps were a common way
to display magnetic measurements (Stearn, 1929b; Heiland
and Courtier, 1929). Contour maps of magnetic field intensity
became the primary display for magnetic maps for decades af-
terward, surviving the analog to digital transition of the 1970s
through the development of automated contouring programs.
Automated color-filled contour maps made their debut in the
early 1980s, which facilitated the assessment of regional trends
and magnitude variations (Paterson and Reeves, 1985). The
volume, The Utility of Regional Gravity and Magnetic Maps,
edited by Hinze (1985b), was one of the first SEG publications
to rely extensively on color contour maps. By the late 1980s,
magnetic interpreters were borrowing from remote-sensing
imaging technologies in the form of gray and color grada-
tional images and shaded-relief images (Cordell and Knepper,
1987). By the mid-1990s, the color shaded-relief display was in
common use. Today, many of these algorithms allow real-time
variation of sun angle and 3D perspective. The shaded-relief
display highlights fault zones, dikes, and other semilinear fea-
tures that are difficult to see in contour-type displays. Com-
plex geology with overlapping anomalies arising from differ-
ent depths can limit the effectiveness of automated methods,
such as fault detection. Sometimes subtle contiguous faults
show up better using shaded-relief imaging. However, because
a given sun direction highlights features that strike perpendic-
ular to it, it is important to generate enough images with vary-
ing sun angles to illuminate all azimuths of lineament/fault
trends. Pearson (2001) developed a way to
use color to display 24 different sun angles
at once.

The Geographic Information System
(GIS) revolution in the last decade allows
unprecedented digital blending of magnetic
anomalies with independent vector and
raster information, such as remote sensing
images, digital elevation models, electro-
magnetic data, gamma-ray data, and grav-
ity data. 3D displays can combine any
imaginable type of data, including seismic
sections, drillhole data, and interpretive re-
sults. For example, the magnetic fault iden-
tification cube (MaFIC, Rhodes and Peirce,
1999) allows magnetic depth solutions to be
integrated with seismic, well, topographic,
and filtered magnetic data on any seismic
work station.

CASE HISTORIES

Murray Basin, Australia

The Murray Basin, in southeastern Aus-
tralia, has become a major exploration tar-
get for deposits of heavy mineral sands, in
large part due to a program of the Vic-
torian government that began to provide
high-resolution airborne geophysical data

Figure 1. Aeromagnetic data from a portion of the heavy-
mineral sand province in the Murray Basin, the region drain-
ing into the Murray River in southeastern Australia. The area
is almost entirely covered by Quaternary-Tertiary alluvium.
Many deposits of the mineral sands produce subtle magnetic
anomalies (labeled as magnetic strand lines) but are difficult
to see at this regional scale. More obvious are the expres-
sions of a wide variety of other geologic features, as labeled
(from interpretations by Bush et al., 1995 and Moore, 2005).
The image is derived from data that are c©State of Victoria,
Australia, 1999.

Figure 2. Color shaded-relief image of HRAM data extracted from Sweeney et al.
(2002) for a strip crossing the Albuquerque basin just south of the metropolitan
area. Geologic contacts (white lines) outline bedrock areas. Intrabasin faults and
buried volcanic rocks, which are important for understanding the hydrogeology, are
clearly imaged in the HRAM data. The magnetic expressions of the faults commonly
connect isolated exposures, which significantly increase the knowledge of their linear
extents, patterns, and density. Interstate 25 (brown) and the Rio Grande (dark blue)
are labeled.
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to the exploration industry in 1994 (www.dpi.vic.gov.au).
Heavy mineral sands, which provide titanium and other in-
dustrial minerals, are associated with strand lines of Pliocene
beach deposits (Roy et al., 2000). They have a weak but dis-
cernable signature in airborne magnetic data (Bush et al.,
1995).

An example of the Victorian aeromagnetic data, which were
acquired at 80 m above ground along lines spaced 250 m apart,
is shown in Figure 1. The area is almost entirely devoid of
bedrock exposures and the sands are commonly buried un-
der several tens of meters of alluvium as well. Despite this
extensive cover, the aeromagnetic image shows not only the
subtle features related to heavy mineral sands, but also re-
veals an amazing variety of geologic features and rock types
that reflect the underlying pre-Tertiary rocks (Bush et al.,
1995; Moore, 2005). The wide range of geologic sources in-
clude magnetic intrusive, volcanic, and sedimentary rocks;
nonmagnetic granites surrounded by magnetic, contact meta-
morphic aureoles; heavy mineral sands in beach deposits;
and magnetite and maghemite concentrated in paleochannels.
Prominent fold patterns in the western half of the map are ac-
centuated by interlayered magnetic and nonmagnetic granites.
Although heavy mineral sands are the focus of exploration in
this area, the incredible view into the subsurface that the sur-
vey provides demonstrates the utility of aeromagnetic meth-
ods for cost effectively mapping the regional geology under
cover.

Albuquerque Basin, New Mexico

The Albuquerque basin, part of the Rio Grande rift in
north-central New Mexico, not only is a target for oil and gas
exploration (e.g., Johnson et al., 2001), but also hosts basin
aquifers that are the primary source of water for nonagri-
cultural uses (Bartolino and Cole, 2002). Driven primarily
by the increased water demands of a burgeoning population,
HRAM surveys (with line spacings and terrain clearances of

Figure 3. Block diagram illustrating the relationship between thrust structures
and residual magnetic anomalies over part of the Imperial Anticline, North-
western Territories, Canada. The surface panel shows an image from aeromag-
netic data collected by the Geological Survey of Canada (Geological Survey of
Canada, 2005). Magnetic anomalies clearly correlate with steeply dipping stratig-
raphy in the hanging wall of the thrust fault, as identified by seismic-reflection data
(MacLean and Cook, 2002), shown in the cross-sectional view. Example compiled
by Jim Davies, Image Interpretation Technologies, Inc.

100–150 m) were flown over the area in the late 1990s to
map buried hydrogeologic features (Grauch et al., 2001).
The resulting maps showed intrabasin faults and buried ig-
neous rocks in incredible detail. An example is shown in Fig-
ure 2. Both these geologic features can significantly influence
groundwater flow paths, rates, and storage.

Figure 2 is extracted from the HRAM data for a strip cross-
ing the basin just south of the Albuquerque metropolitan area.
Intrabasin faults appear as widespread, semilinear, shaded
anomalies. Exposed basalt fields (labeled as Qb and Tb) corre-
spond to characteristic high-frequency anomaly patterns. The
anomaly patterns outside the exposed fields show where vol-
canic rocks are concealed. Volcanic centers in the southern
part of the area produce high-amplitude negative anomalies
(area labeled “strong R-polarity” in Figure 2), a signature that
is typical of volcanic rocks with strong, reversed-polarity re-
manent magnetization.

The results from the Albuquerque HRAM survey have
implications not only for groundwater exploration but for
petroleum exploration as well. First, the magnetic anomalies
at the faults can be entirely explained by the tectonic juxtapo-
sition of sediments with differing magnetic properties, despite
apparent magnetic lows over the fault zone (Grauch et al.,
2001). This result revised a commonly held belief that all such
anomalies were caused by alteration or mineralization along
the fault plane related to the introduction of hydrocarbon-
related fluids. Second, the magnetic images show that the den-
sity and linear extent of intrabasin faults are much greater
than previously known (Figure 2). Thus, ideas need to be re-
vised concerning the structural style and amount of extension
for this and perhaps other basins. Finally, locations of shallow
intrabasin faults can be compared to those of deeper base-
ment faults (such as the intrabasin fault located next to the
basement high in the southwest corner of Figure 2). The com-
parison can aid in correlating faults between seismic lines or
in developing an understanding of how basement faults prop-
agate to the surface.

Imperial Anticline, Northwest
Territories, Canada

The Imperial Anticline is part of a regional
thrust system in the northern part of the Cana-
dian Cordillera, Northwest Territories. Al-
though hydrocarbon exploration in the area
has waned since the 1980s, the structural set-
ting is similar to those of many other thrust
structure plays in the western Cordillera. The
regional thrust packages are composed of
Phanerozoic and upper Proterozoic sedimen-
tary rocks that were folded and thrust during
Laramide time over a regionally thick (up to
14 km) sequence of Proterozoic sedimen-
tary rocks (Cook and MacLean, 2004). Seis-
mic data indicate that the Imperial Anticline
formed above a structurally complex, bedding-
parallel thrust ramp (Cook and MacLean,
1999).

Aeromagnetic data together with seismic
reflection data provide a comprehensive 3D
view of the complex structure within the Im-
perial Anticline (Figure 3). Phanerozoic strata
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involved in thrusting, shown in seismic reflection data
(MacLean and Cook, 2002), can be correlated to subtle mag-
netic anomalies in an aeromagnetic survey flown at 200-m
mean terrain clearance at 800-m line spacing (Geological Sur-
vey of Canada, 2005). After removing a smoothed version of
the gridded data from the observed grid, the residual mag-
netic anomalies (∼3 nT amplitude) correlate to two separate
magnetic horizons within the Phanerozoic stratigraphy. The
anomalies may be produced by magnetic contrasts between
shale and carbonate lithologies juxtaposed on one another
through deposition. The seismic data show the structural com-
plexities in cross section, whereas the aeromagnetic map dis-
plays the lateral extent and orientation of the strata that com-
pose the larger structure.

Raglan deposit, northern Quebec, Canada

The Raglan deposit is located in northern Quebec, Canada,
and its nickel mineralization is hosted in ultramafic flow units.
Little surface geologic expression is available, and exploration
has relied primarily on geophysical studies, in particular mag-
netic surveys. Total-field magnetic data in the area is typi-
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Figure 4. (a) Total field aeromagnetic data. The parameters
of the inducing field are I = 83◦ and D = −32◦. Data are
contoured in nT. (b) The 3D susceptibility model recovered
from magnetic inversion at Raglan deposit. This is a volume-
rendered image of the inverted susceptibility model, and the
displayed surface provides a representation of the ultramafic
flow. Indicated in the volume-rendered representation is the
intersecting drill hole that was spotted based upon the inver-
sion results. Darker red colors indicate higher susceptibilities.

fied by seemingly isolated magnetic highs interconnected by
arc-like low intensity anomalies. Total-field-intensity mag-
netic data covering an area of 4 km by 4 km is shown in
Figure 4a. Two regions of high magnetic-field intensity are ob-
served, and they correspond to highly magnetic ultramafic out-
crops, which contain economic-grade ores. The geologic ques-
tion was whether the outcrops were associated with a single
flow unit or whether they were isolated bodies. The answer
had important implications; in the former scenario, it meant
that there is great potential for extending the ore reserves be-
yond that known from the shallower, isolated deposits. To an-
swer this question the data was interpreted using generalized
3D inversion (Watts, 1997; Oldenburg et al., 1998).

For the 3D inversion, the earth below the survey area was
represented with 16 000 cubic cells (40 by 40 by 10 cells), each
cell having dimensions of 100 m. The inversion was formu-
lated to construct a susceptibility distribution that is smooth
in all three spatial directions and close to a zero background,

Montans

Manitobs

North
Dakota

Figure 5. Index map for project showing the use of enhanced
HRAM anomalies to correlate faults on 2D seismic data. This
example was completed as part of the IEA Weyburn CO2 Se-
questration Project. The study area is shown in red in the inset.
The inner inset shows the distribution of wells in the area, in-
cluding the Weyburn Field. Red lines show the HRAM data
(500 × 1500-m line spacing) and the light green lines show the
2D seismic data being correlated. The drainage is shown in
blue and the interpreted Souris River Fault is shown as a dark
green dashed line.
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since the host rocks are, in general, nonmagnetic. The inver-
sion indicated the presence of a continuous zone of highly
magnetic material that extended between the two outcrops.
The zone is shown as a volume-rendered image (Figure 4b)
generated by displaying only susceptibility values greater than
0.04 SI. Ultramafic flows are the only magnetic rocks in the
area, so it seemed likely that the highly magnetic region found
at depth has the same lithology as that of known deposits.
A deep 1100-m hole, sited on the basis of this image, inter-
sected magnetic rocks at a depth of 650 m. Moreover, a 10-m
mineralized section (sub-ore grade, approximately 1% nickel)
was intersected within the 350-m-thick intersection of mag-
netic ultramafic rocks. Subsequently, 3D inversion has been
used extensively in this region, and new geologic horizons and
economic reserves have been found as a direct consequence
(A. Watts, personal communication, 1966).

Figure 6. The map on the right shows a Goussev filter of the HRAM data (reds
are highs and magenta colors are lows) from the IEA Weyburn CO2 Sequestration
Project. The four seismic lines are shown in dark brown and the fault locations as
picked on a seismic workstation are indicated. Panels of seismic lines SOU-1, 2, and
3 are shown on the left, with interpreted faults labeled by letters A-D and PFS (pos-
itive flower structure) and NFS (negative flower structure). The positions of those
faults on the map are connected to the seismic images of the faults by the yellow
arrows. Because the seismic character of the faults is so variable, it is unlikely that
anyone would correlate fault A across all three lines with the HRAM data as an
additional constraint. Goussev et al. (2004) name this fault the Souris River Fault
because it offsets the course of the Souris River into a north-south direction for
about 10 km. This fault offsets basement and penetrates to the surface, so it is an
important consideration in the IEA Weyburn CO2 Sequestration Project.

IEA Weyburn CO2 Sequestration Project,
Saskatchewan, Canada

In the IEA Weyburn CO2 Sequestration Project (Figure 5;
Goussev et al., 2004; Wilson and Monea, 2004) a large amount
of 2D seismic data was made available to the project for map-
ping regional-scale faults in the area. The purpose of the map-
ping was to assess the security of the earth as a container for
injected CO2 gas. The concern about leakage relates to some
impurities in the injected gas that would be detrimental to the
environment if they leaked to the surface.

Because the faulting patterns were somewhat complicated
and the seismic data were relatively widely spaced (Figure 5),
Goussev et al. (2004) used GEDCO’s proprietary HRAM
data as an additional constraint to resolve the spatial aliasing
of the fault correlations. Figure 6 shows three seismic lines and

one filtered version of the magnetic data.
At least six faults are imaged on these three
seismic lines, and there is no straightfor-
ward correlation of the faults between the
lines. The situation is further complicated
because the seismic expression of the faults
varies from line to line. Using the HRAM
data, as enhanced by the Goussev filter, the
preferred correlation is shown on the right-
hand map of Figure 6, with Fault A being
the same on all three seismic images and
following the distinct magnetic signature of
the fault. This previously unknown fault is
now called the Souris River Fault because
it offsets the flow of the Souris River from
its southeasterly regional flow into a short
southerly leg for about 10 km. The fault
is clearly present at the basement level on
depth-migrated seismic processing, and it
penetrates through the entire section to the
surface, as evidenced by the course of the
Souris River.

In addition to demonstrating the util-
ity of using HRAM data to constrain am-
biguous seismic interpretations, this pro-
ject also demonstrates clearly that some
basement faults penetrate throughout the
section in southeastern Saskatchewan. This
is an important finding for the IEA CO2 Se-
questration Project. Although there is no
evidence that this fault is a leakage path
from the reservoir to the surface, the pos-
sibility of other basement-to-surface faults
exists, and each must be tested for gas leak-
age to ensure the integrity of the reservoir
as a long-term storage container.

LOOKING FORWARD

It seems likely that in the near term, we
will see continuing improvements in opti-
cally pumped magnetometers. Resolution
in the picotesla range and sample rates of
around 1 kHz both seem achievable, and
various applications could benefit from that
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instrument performance. The longer term is as always more
difficult to predict. The design of magnetometers has seemed
to be a mature science for many decades now, yet there
have been order of magnitude improvements in performance
over the past 20 years. Perhaps the next 20 will be just as
interesting.

We can expect to see a big boom in “boutique” data acqui-
sition systems, such as autonomous and tethered remotely op-
erated vehicles in the deep sea, helicopters carrying multiple
sensors, and unmanned drones. Continentwide aeromagnetic
data collection could be done almost entirely with drones us-
ing a long-lasting power source and cruise missile technology,
collecting data 24/7 at very tight line spacing and low terrain
clearance over unpopulated areas.

Improvements in GPS will allow exact x, y, and z knowledge
of sensor location. Tie-lines will no longer be required because
equivalent source technology (or similar methods) will be able
to process data directly where collected.

Magnetic gradiometer measurements will be used more
commonly as we turn our exploration focus from hydrocar-
bons and minerals to groundwater. The use of low-flying
drones and very accurate GPS will allow us to measure gra-
dient signatures in the uppermost 1000 m of the sedimen-
tary section very accurately. We will need to improve our
understanding of what makes sedimentary rocks and uncon-
solidated sediments magnetic in order to make better inter-
pretations for groundwater exploration and fracture identifi-
cation.

Aeromagnetic surveys with tighter line spacing will yield
information about intrasedimentary lithology, mineralized
faults, and geochemical alteration in reconnaissance areas.
Aeromagnetic modeling of 3D volumes will proliferate into
the hands of more explorationists thanks to competition be-
tween software companies. More prolific modeling will yield
a better understanding of cultural noise, deep regional noise,
and, therefore, exploration targets.

Laboratory measurements of remanent magnetization will
discover why 2D and 3D models typically underestimate the
amplitude of the observed magnetic field.

Magnetic Curie isotherm and upper-crustal intrusion stud-
ies, bolstered by geothermal measurements, will point to
prospective areas of basin-centered gas generation.

Spectral decomposition filtering, possibly in the form of
matched Wiener models, will assist the Werner and Euler
depth techniques at mapping edges within the vertical geo-
logic column. Filters will be developed that will improve our
ability to discriminate sources at different depths.

Loading all magnetic data and depth solutions onto a seis-
mic workstation will become standard practice.

ACKNOWLEDGMENTS

The authors wish to sincerely thank Jim Davies for supply-
ing images and information on the Imperial Valley Anticline
case history and to David Moore for providing updates and
advice on the Murray Basin case history. The manuscript ben-
efited greatly from thoughtful reviews by Rick Blakely, Carol
Finn, Peter Gunn, and Alan Reid. Valuable insight on data
presentation/integration was provided by William Pearson.

The authors made a serious effort to include in this paper all
pertinent developments and references related to the histori-

cal development of the magnetic method. In a paper of this
magnitude it is inevitable that we might have missed some.
This was not intentional and we apologize for any unintended
omissions.

APPENDIX A

TIMELINE FOR MAGNETIC METHODS
OF EXPLORATION

Date Event

600 B.C.E. Thales — Magnetic forces of lodestones
1600 Sir William Gilbert publishes De Magnete
1640 Iron ore prospecting begins in Sweden
1840 Carl Friedrich Gauss — Spherical harmonic

analysis of geomagnetic data
1850 The first dip needle (Swedish Mining Compass)

is developed
1850–1890 Dip needles used primarily as divining rods to

prospect for iron ore
1880 Development of earth inductors for magnetic

field component measurements
1890–1900 Use of dip needle expands to map iron

formations under cover
1896 H. L. Smyth develops magnetic calculations for

tabular bodies
1900–1930 Applications expand to include exploration for

base metals, oil, and gold
1910 Edelmann — First airborne measurement in

balloon
1915 Adolph Schmidt develops vertical field balance
1925-1930 Rock magnetic properties are first studied for

interpreting magnetic surveys
1929 Matayama proposes that the earth’s magnetic

field has experienced reversals
1931 Development of fluxgate magnetometer
1941 Vacquier et al. develop airborne detection of

submarines during World War II
1942 Nettleton — Gravity and magnetic calculations

for simple bodies
1943 George P. Woollard — First transcontinental

magnetic profile of U. S. A.
1944 Balsley — First aeromagnetic (biplane) survey,

Boyertown, Pennsylvania
1945–1955 Graphical depth-to-source techniques are

developed
1945 Balsley — First ore deposit discovered from

aeromagnetic data, Adirondacks, New York
1946 Balsley — First offshore aeromagnetic survey,

coastal Gulf of Mexico
1946 First aeromagnetic maps published
1947 Canada begins systematic national

aeromagnetic coverage
1947 First aeromagnetic survey in Australia
1948 First shipborne marine magnetic survey for

study of the ocean floor
1949 Convolution methods are developed for

derivatives and analytical continuation
1950–1960 Joint aeromagnetic-EM surveys become

common for base-metal exploration
Magnetic basement mapping becomes popular

in oil exploration
1951 Vacquier et al. — Interpretation of

aeromagnetic maps published by Geological
Society of America

1951 Australia begins systematic national
aeromagnetic coverage

1951 Finland begins systematic national
aeromagnetic coverage

1955 Development of proton precession
magnetometer
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Date Event

1955 Werner originates depth-estimation method
now known as Werner deconvolution

1957 Baranov — Reduction-to-the-pole and
pseudogravity transformation

1958 Dean — Use of Fourier methods for
derivatives and analytical continuation

1960 Bott — Iterative inversion of gravity and
magnetic data

1962 Development of optically pumped
magnetometers

1963 Vine-Matthews-Morley model for seafloor
spreading

1964 Cosmos 49 scalar satellite magnetometer is
launched

1965–1975 Digital recording of aeromagnetic surveys
becomes routine

1965 Talwani — Digital computation of magnetic
anomalies

1965 Cooley and Tukey — Development of fast
Fourier transform (FFT)

1965 Hood — Gradient measurements for airborne
surveying

1965 Hood introduces concept of Euler
deconvolution

1967 Fuller — Comprehensive analysis of
space-domain filters

1967 First national aeromagnetic map of Canada
published

1968 International Geomagnetic Reference Field
(IGRF) established

1969 Australia begins collecting joint spectral
gamma-ray and aeromagnetic data

1969 Dampney — Equivalent source technique
1970 Spector and Grant — Statistical methods for

magnetic interpretation
1971 Naudy — Automatic magnetic depth

determination
1971 Hartmann et al. — Implementation of Werner

deconvolution
1972 O’Brien — CompuDepth
1972 Nabighian — Analytic Signal
1972 Syberg — Potential field continuation and

matched filters
1972 Wiggins — Generalized linear inverse theory
1972 Parker — Fourier modeling of complex

topography
1972 Gunn — Wiener filters for transformations of

gravity and magnetic fields
1972 Finland completes national high-altitude

(150-m) aeromagnetic coverage
1972 Finland begins national low-altitude (40-m)

aeromagnetic coverage
1973 Grant — Susceptibility mapping
1973 McGrath and Hood — Multimodel

least-squares interpretation
1974–1980 Joint aeromagnetic and gamma-ray surveys of

U. S. for uranium exploration
1974 Briggs — Minimum curvature gridding
1975 Zimmerman and Campbell — SQUID

magnetometers
1976 First aeromagnetic anomaly map of Australia

published
1979 Launch of MAGSAT, the first vector

magnetometer satellite mission
1979 First aeromagnetic anomaly map of Soviet

Union published
1980 Reid — Aeromagnetic survey design
1980 First aeromagnetic anomaly map of Finland

published

Date Event

1982 Composite magnetic anomaly map of the
conterminous U. S. published

1982 Thompson — Euler deconvolution method for
2D depth estimation

1984 Lines and Treitel — Least-squares inversion
techniques

1984 Hardwick — Compensation of aircraft
magnetic field

1984 Nabighian — 3D Hilbert transforms
1984 Goupillaud et al. — Wavelet transforms for

geophysical applications
1980–1990 HRAM surveys flown to test direct detection

of hydrocarbons
1985 Cordell and Grauch introduce horizontal

gradient method for magnetic data
1985 Cordell introduces chessboard method for

continuation to irregular surfaces
1985 Shaded-relief image display of aeromagnetic

data becomes popular
1987 Grauch — Magnetic terrain effects
1989 Cordell and McCafferty — Terracing
1990 Reid et al. — 3D Euler deconvolution on

gridded data sets
1990–1995 GPS navigation increases location accuracy for

airborne surveys
1990–2000 HRAM surveys become standard
1992 Roest et al. — Total gradient
1996 Li and Oldenburg — 3D inversion of magnetic

data
1997 Thurston and Smith — SPI (local

wavenumber) technique
1997 Moreau et al. — Wavelet analysis of potential

fields
1998 Archibald et al. — Multiscale edge analysis of

potential field data
1990–2000 GIS and 3D visualization greatly improve

magnetic interpretation
2001 Mushayandebvu et al. — Extended Euler

deconvolution
2001 Nabighian and Hansen — Unification of Euler

and Werner deconvolutions
2002 Hansen — Multisource Werner deconvolution
2002 Hansen and Suciu — Multisource Euler

deconvolution
2002 Comprehensive model (CM) proposed as

replacement for IGRF
2004 Mushayandebvu et al. — Eigenvalue analysis

for the 3D Euler equation

Note: In the space allotted, it is impossible to include all the
important stages of development of the magnetic method,
and omissions are inevitable.
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de Université de Lausanne, Bulletin no. 7.

———, 1985b, ed., The utility of regional gravity and magnetic
anomaly maps: SEG, 181–197.

Hjelt, S. E., 1972, Magnetostatic anomalies of a dipping prism: Geo-
exploration, 10, 239–254.

Hogg, R. L. S., 1979, Illustration of a new Northway process for elim-
inating the “herringbone” component from problem geophysical
data: Annual Meeting of Canadian Society of Exploration Geo-
physicists.

Holstein, H., 2002a, Gravimagnetic similarity in anomaly formulas for
uniform polyhedra: Geophysics, 67, 1126–1133.

Holstein, H., 2002b, Invariance in gravimagnetic anomaly formulas
for uniform polyhedra: Geophysics, 67, 1134–1137.

Hood, P. J., 1990, Aeromagnetic survey program of Canada, mineral
applications, and vertical gradiometry, in W. F. Hanna, ed., Geo-
logic applications of modern aeromagnetic surveys: U. S. Geologi-
cal Survey Bulletin 1924, 7–23.

Hornby, P., F. Boschetti, and F. G. Horowitz, 1999, Analysis of poten-
tial field data in the wavelet domain: Geophysical Journal Interna-
tional, 137, 175–196.

Hoylman, H. W., 1961, How to determine and remove diurnal effects
precisely: World Oil, December, 107–112.

Huang, D., and P. A. Versnel, 2000, Depth estimation algorithm ap-
plied to FTG data: 70th Annual International Meeting, SEG, Ex-
panded Abstracts, 394–397.

Hutchison, R. D., 1958, Magnetic analysis by logarithmic curves: Geo-
physics, 23, 749–769.

Jacobsen, B., 1987, A case for upward continuation as a stan-
dard separation filter for potential-field maps: Geophysics, 52,
1138–1148.

Jacobson Jr., P., 1961, An evaluation of basement depth determina-
tions from airborne magnetometer data: Geophysics, 26, 309–317.

Jain, S., 1976, An automatic method of direct interpretation of mag-
netic profiles: Geophysics, 41, 531–545.

Jakosky, J. J., 1950, Exploration geophysics: Trija Publishing Com-
pany.

Jenny, W. P., 1936, Micromagnetic surveys: Gulf Coast structures may
be outlined by this new method: The Oil Weekly, April 27.

Jensen, H., 1965, Instrument details and application of a new airborne
magnetometer: Geophysics, 30, 875–882.

Jessell, M. W., 2001, Three-dimensional modeling of potential-field
data: Computers & Geosciences, 27, 455–465.

Jessell, M. W., and Fractal Geophysics Pty Ltd., 2002, An atlas
of structural geophysics II: Journal of the Virtual Explorer, 5,
http://www.mssu.edu/seg-vm/exhibits/structuraatlas/index.html.

Jessell, M. W., and R. K. Valenta, 1996, Structural geophysics: In-
tegrated structural and geophysical mapping, in D. DePaor, ed.,
Structural geology and personal computers: Elsevier Science Pub-
lishing Co., 303–324.

Jessell, M. W., R. K. Valenta, G. Jung, J. P. Cull, and A. Gerio, 1993,
Structural geophysics: Exploration Geophysics, 24, 599–602.

Johnson, R. C., T.M. Finn, and V. F. Nuccio, 2001, Potential for a
basin-centered gas accumulation in the Albuquerque Basin, New
Mexico: U. S. Geological Survey Bulletin 2184-C, available online
at http://pubs.usgs.gov/bul/b2184-c/.

Josephson, B. D., 1962, Possible new effect in superconductive tun-
neling: Physics Letters, 1, 251–253.

Keating, P., 1993, The fractal dimension of gravity data sets and its
implication for gridding: Geophysical Prospecting, 41, 983–994.

———, 1995, A simple technique to identify magnetic anomalies due
to kimberlite pipes: Exploration Mining Geology, 4, 121–125.

Keating, P., and M. Pilkington, 2000, Euler deconvolution of the an-
alytic signal: 62nd Annual International Meeting, EAGE, Session
P0193.

Keating, P., and L. Zerbo, 1996, An improved technique for reduction
to the pole at low latitudes: Geophysics, 61, 131–137.

Kellogg, O. D., 1953, Foundations of potential theory: Dover Publica-
tions.

Kilty, K. T., 1983, Werner deconvolution of profile potential field data:
Geophysics, 48, 234–237.
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