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ABSTRACT
This paper summarizes the 10th Competition on Legal Information
Extraction and Entailment. In this edition, the competition included
four tasks on case law and statute law. The case law component
includes an information retrieval task (Task 1), and the confirmation
of an entailment relation between an existing case and an unseen
case (Task 2). The statute law component includes an information
retrieval task (Task 3), and an entailment/question answering task
based on retrieved civil code statutes (Task 4). Participation was
open to any group based on any approach. Ten different teams
participated in the case law competition tasks, most of them in
more than one task. We received results from 8 teams for Task 1 (22
runs) and seven teams for Task 2 (18 runs). On the statute law task,
there were 9 different teams participating, most in more than one
task. 6 teams submitted a total of 16 runs for Task 3, and 9 teams
submitted a total of 26 runs for task 4. We describe in this paper
the approaches, our official evaluation, and analysis on our data
and submission results.

CCS CONCEPTS
• Information systems → Content analysis and feature se-
lection; Similarity measures; Clustering and classification;
Document topic models; Information extraction; Specialized informa-
tion retrieval.

KEYWORDS
legal textual entailment, legal information retrieval, text classifica-
tion, imbalanced datasets
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1 INTRODUCTION
The objective of the Competition on Legal Information Extrac-
tion/Entailment (COLIEE) is to develop the state of the art for
information retrieval and entailment using legal texts. It is usually
co-located with JURISIN, the Juris-Informatics workshop series,
which was created to promote community discussion on both fun-
damental and practical issues on legal information processing, with
the intention to embrace various disciplines, including law, social
sciences, information processing, logic and philosophy, including
the existing conventional “AI and law” area. In alternate years,
COLIEE is organized as a workshop of the International Confer-
ence on AI and Law (ICAIL), which was the case in 2017 and 2019,
2021, and again in 2023. Until 2017, COLIEE consisted of two tasks:
information retrieval (IR) and entailment using Japanese Statute
Law (civil law). Since COLIEE 2018, IR and entailment tasks using
Canadian case law were introduced.

Task 1 is a legal case retrieval task, and it involves reading a
query case and extracting supporting cases from the provided case
law corpus, hypothesized to be relevant to the query case. Task 2
is the legal case entailment task, which involves the identification
of a paragraph or paragraphs from existing cases, which entail a
given fragment of a new case. Task 3 and 4 are tasks for statute
law tasks that use Japanese Bar exam to judge whether the given
statement is true or not. Task 3 is an information retrieval task that
retrieve relevant article for the legal entailment (task 4) and Task 4
is a legal entailment task that judge whether the given statement is
true or not.

The rest of the paper is organized as follows: Sections 2, 3, 4,
5, describe each task, presenting their definitions, datasets, list
of approaches submitted by the participants, and results attained.
Section 5.4 presents final some final remarks.

2 TASK 1 - CASE LAW RETRIEVAL
2.1 Task Definition
This task consists in finding what cases, amongst a set of provided
candidate cases, should be “noticed” with respect to a given query

https://doi.org/10.1145/3594536.3595176
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case1. More formally, given a query case 𝑞 and a set of candidate
cases 𝐶 = {𝑐1, 𝑐2, ..., 𝑐𝑛}, the task is to find the supporting cases
𝑆 = {𝑠1, 𝑠2, ..., 𝑠𝑛 | 𝑠𝑖 ∈ 𝐶 ∧ 𝑛𝑜𝑡𝑖𝑐𝑒𝑑 (𝑠𝑖 , 𝑞)} where 𝑛𝑜𝑡𝑖𝑐𝑒𝑑 (𝑠𝑖 , 𝑞)
denotes a relationship which is true when 𝑠𝑖 ∈ 𝑆 is a noticed case
with respect to 𝑞.

2.2 Dataset
The dataset is comprised of a total of 5,735 case law files. Also
given is a labelled training set of 4,400, of which 959 are query
cases. On average, the training data includes approximately 4.67
noticed cases per query case, which are to be identified among
the 4,400 cases. To prevent competitors from merely using existing
embedded conventional citations in historical cases to identify cited
cases, citations are suppressed from all candidate cases and replaced
by a “FRAGMENT_SUPPRESSED” tag indicating that a fragment
was removed from the case contents. A test set consists of a total
of 1,335 cases, with 319 query cases and a total of 859 true noticed
cases (an average of 2.69 noticed cases per query case). Initially, the
golden labels for that test set are not provided to competitors.

2.3 Approaches
We received 22 submissions from 8 different teams for Task 1. In
this section, we present an overview of the approaches taken by the
7 teams which submitted papers describing their methods. Please
refer to the corresponding papers for further details.

• THUIR (3 runs) [5] design structure-aware pre-trained
language models to enhance legal case understanding. The
authors also propose heuristic pre- and post- processing
approaches to reduce the influence of irrelevant items. Last,
learning-to-rank methods are applied to merge features with
different dimensions.

• UFAM (3 runs) [9] explores the idea of filtering + ranking
results, which was implemented by topic discovery using
BERTopic followed by a ranking algorithm. The topic dis-
covery step assigns 𝑘 topics to a case (𝑘 being a parameter
which is varied in the experiments). The ranking step takes
whatever candidate contains the dominant query topic in
its 𝑘 most relevant topic list. Ranking was implemented in
3 different ways, being the best one the cosine similarity
between the query and a candidate case.

• JNLP (3 runs) [2] implements data augmentation techniques
to produce additional training data and employs large lan-
guage models to capture the nuances of legal language. The
data augmentation step generates synthetic cases that ex-
hibit similar attributes to the original cases. Then, a large
language model is trained on the augmented dataset and
used to retrieve relevant cases (the same overall approach is
also used to determine entailment in Task 2).

• UA (3 runs) [11] use a transformer-based model to generate
paragraph embeddings, and then calculate the similarity be-
tween paragraphs of a query case and positive and negative
cases. These calculated similarities are used to generate fea-
ture vectors (10-bin histograms of all pair-wise comparisons

1“Notice” is a legal technical term that denotes a legal case description that is considered
to be relevant to a query case.

between 2 cases). They then use a Gradient Boosting classi-
fier to determine if those cases should be noticed or not. The
UA team also applies pre- and post-processing heuristics to
generate the final results.

• NOWJ [14] propose a two-phase matching approach: mono
matching (paragraph/decision level) and panoramamatching
(case level). The authors pre-processed the data by removing
French content, segmenting cases into paragraphs, extract-
ing case years, removing redundant characters, and detecting
important passages. In the mono matching phase, they com-
bined lexical and semantic matching models. Lexical match-
ing was performed using BM25[13] to calculate relevance
scores between paragraphs, while semantic matching was
carried out using a fine-tuned supporting model. A lexical
model was initially used to narrow down the search space
and select potential candidates. In the panorama matching
phase, a Longformer model was used to compare base and
candidate cases based on their overall similarities.

• IITDLI [4] developed an approach to task 1 that can be
summarized in 6 steps: 1) Pre-processing: Remove French
words, extract years, and perform feature extraction using
unigram/word features; 2) Term extraction: Use Kullback-
Leibler Divergence for Informativeness and Term Frequency
and Inverse Document Frequency for query reformulation.
3) Retrieval: Use BM25 as a ranking model to retrieve top-n
results from the corpus. 4) Filtering: Apply a year filtering
method to refine the results. 5) Experiments with additional
filters, which ended up not being used in the final submission
because showed worse results in the experiments performed.
6) Post-processing: Implement a thresholding scheme for
selecting the final set of candidate relevant cases, which
improves precision and overall F1 score.

The other participating teams did not send papers describing the
details of their approaches.

2.4 Results and Discussion
Table 1 shows the results of all submissions received for Task 1 for
COLIEE 2023. A total of 22 submissions from 8 different teams were
evaluated. Similar to what happened in recent COLIEE editions,
the f1-scores are generally low, which reflects the fact that the task
is now more challenging than its previous formulation 2.

Most of the participating teams applied some form of traditional
IR techniques such as BM25, transformer based methods such as
BERT, or a combination of both. The best performing team (THUIR)
employed pre-trained language models to enhance legal case under-
standing, pre- and post- processing heuristic approaches to reduce
the influence of irrelevant items, and learning-to-rank methods at
the end to merge features with different dimensions.

Specific error analysis for Task 1 would require manual analysis
of the whole dataset, which is not feasible. But we can see some
approaches consolidating as main trends, such as the combination
of traditional IR methods with Large Language Models. We also
notice the current edition presented an additional challenge, which
was the shift in the noticed cases average from the training to the

2For a description of the previous Task 1 formulation, please see the COLIEE 2020
summary [12]



Summary of the Competition on Legal Information,Extraction/Entailment (COLIEE) 2023 ICAIL 2023, June 19–23, 2023, Braga, Portugal

Table 1: Task 1 results

Team F1 Precision Recall
THUIR 0.3001 0.2379 0.4063
THUIR 0.2907 0.2173 0.4389
IITDLI 0.2874 0.2447 0.3481
THUIR 0.2771 0.2186 0.3783
NOWJ 0.2757 0.2263 0.3527
NOWJ 0.2756 0.2272 0.3504
IITDLI 0.2738 0.2107 0.3912
IITDLI 0.2681 0.2063 0.3830
JNLP 0.2604 0.2044 0.3586
NOWJ 0.2573 0.2032 0.3504
UA 0.2555 0.2847 0.2317
UFAM 0.2545 0.2975 0.2224
JNLP 0.2511 0.1971 0.3458
JNLP 0.2493 0.1931 0.3516
UA 0.2390 0.3045 0.1967
UA 0.2345 0.2400 0.2293
UFAM 0.2345 0.3199 0.1851
UFAM 0.2156 0.3182 0.1630
YR 0.1377 0.1060 0.1967
YR 0.1051 0.0809 0.1502
LLNTU 0.0000 0.0000 0.0000
LLNTU 0.0000 0.0000 0.0000

test datasets. Keeping those values close is a challenge because we
rely on data provided by an external partner and which we do not
fully control. Still, we intend to improve the sampling methods in
order to keep the distributions in the training and test datasets as
similar as possible. In the current edition, we were able to remove
cases that had the exact same contents but were represented as
different files in the dataset. We intend to improve the method
used to identify such cases to capture minor/immaterial changes in
different file contents that are likely to represent the same case.

3 TASK 2 - CASE LAW ENTAILMENT
3.1 Task Definition
Given a base case and a specific text fragment from it, together with
a second case relevant to the base case, this task consists in deter-
mining which paragraphs of the second case entail that fragment
of the base case. More formally, given a base case 𝑏 and its en-
tailed fragment 𝑓 , and another case 𝑟 represented by its paragraphs
𝑃 = {𝑝1, 𝑝2, ..., 𝑝𝑛} such that 𝑛𝑜𝑡𝑖𝑐𝑒𝑑 (𝑏, 𝑟 ) as defined in section 2 is
true. The task consists in finding the set 𝐸 = {𝑝1, 𝑝2, ..., 𝑝𝑚 | 𝑝𝑖 ∈ 𝑃}
where 𝑒𝑛𝑡𝑎𝑖𝑙𝑠 (𝑝𝑖 , 𝑓 ) denotes a relationship which is true when
𝑝𝑖 ∈ 𝑃 entails the fragment 𝑓 .

3.2 Dataset
In Task 2, 625 query cases and 22,018 paragraphs were provided for
training. There were 100 query cases and 3,765 paragraphs in the
testing dataset. On average, there are 35.22 candidate paragraphs
for each query case in the training dataset and 37.65 candidate
paragraphs for each query case in the testing dataset. The average
number of relevant paragraphs for Task 2 was 1.17 paragraphs for

training and 1.2 paragraphs for testing. The average query length is
35.36 words in the training set and 36.57 in the test set. The average
candidate length is 102.32 words in the training set and 104.71 in
the test set.

3.3 Approaches
Seven teams submitted a total of 18 runs to this task. Here, we
introduce six teams’ approaches that described their methods in
more detail in their respective papers. One has not submitted their
paper to the COLIEE 2023 workshop.
- THUIR (3 runs) [5] implemented the following two lexical match-
ing methods as baselines: BM25 and QLD [17]. BM25 is a classical
lexical matching model with robust performance. Their calculation
formula of BM25 is shown as following.

𝐵𝑀25(𝑑, 𝑞) =
𝑀∑︁
𝑖=1

𝐼𝐷𝐹 (𝑡𝑖 )𝑇𝐹 (𝑡𝑖 , 𝑑) (𝑘1 + 1)
𝑇𝐹 (𝑡𝑖 , 𝑑) + 𝑘1 (1 − 𝑏 + 𝑏 𝑙𝑒𝑛 (𝑑 )

𝑎𝑣𝑔𝑑𝑙

(1)

where 𝑘1, and b are hyperparameters.
QLD is another representative traditional retrieval model based

on Dirichlet smoothing. The equation that they used as following.

𝑙𝑜𝑔𝑝 (𝑞 |𝑑) =
∑︁

𝑖:𝑐 (𝑞𝑖 ;𝑑 )>0
𝑙𝑜𝑔

𝑝𝑠 (𝑞𝑖 |𝑑)
𝛼𝑑𝑝 (𝑞𝑖 |𝐶)

+𝑛𝑙𝑜𝑔𝛼𝑑 +
∑︁
𝑖

𝑙𝑜𝑔𝑝 (𝑞𝑖 |𝐶) (2)

Furthermore, contrastive learning loss is employed to fine-tune
pre-trained models of different sizes. Finally, they utilize the above
features to ensemble the final score.

Their run with monoT5 [8] has the third placement and the run
with ensemble placed fifth.
- UONLP (1 run) [3] examined the potential of an agreement-
based ensemble model that incorporates two differently pretrained
RoBERTa [6] models by assessing their agreement on entailment de-
cisions in order to improve overall performance. The first RoBERTa
model was pretrained on a large corpus of Canadian court cases,
while the other model was pre-finetuned on a corpus of annotated
entailment text pairs. Since both models had a different focus in
their training data, the goal of the ensemble was to leverage both
the strengths of the different models by prioritizing candidate cases
that both models would agree upon. Their model was ranked in 9th
place in this year’s Task 2 competition.

- JNLP (3 runs) [2] utilized N transformer models, denoted as
𝑀1, 𝑀2, ..., 𝑀𝑁 , respectively, where each model is associated with
a specific loss function. For each query-candidate paragraph pair
(q, p), they fed the pair into each of the N models to obtain the
corresponding similarity scores 𝑠1 (𝑞, 𝑝), 𝑠2 (𝑞, 𝑝), ..., 𝑠𝑁 (𝑞, 𝑝), where
each 𝑠𝑖 (𝑞, 𝑝) represents the similarity score computed by the i-th
model. Then they added all 𝑠𝑖 (𝑞, 𝑝) values from i=1 to N as the final
similary score.

- CAPTAIN (3 runs) [7] proposes an approach based on the
pre-trained MonoT5 sequence-to-sequence model, which is fine-
tuned with hard negative mining and ensembling techniques. The
approach utilizes a straightforward input template to represent
the point-wise classification aspect of the model and captures the
relevancy score of candidate paragraphs using the probability of
the "true" token (versus the "false" token). The ensembling stage
involves hyperparameter searching to find the optimal weight for
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Table 2: Results attained by all teams on the test dataset of
task 2.

Team F1-score Precision Recall
CAPTAIN 0.7456 0.7870 0.7083
CAPTAIN 0.7265 0.7864 0.6750
THUIR 0.7182 0.7900 0.6583
CAPTAIN 0.7054 0.7596 0.6583
THUIR 0.6930 0.7315 0.6583
JNLP 0.6818 0.7500 0.6250
IITDLI 0.6727 0.7400 0.6167
JNLP 0.6545 0.7200 0.6000
UONLP 0.6387 0.6441 0.6333
THUIR 0.6091 0.6700 0.5583
NOWJ 0.6079 0.6449 0.5750
NOWJ 0.6036 0.6569 0.5583
NOWJ 0.5982 0.6442 0.5583
IITDLI 0.5304 0.5545 0.5083
JNLP 0.5182 0.5700 0.4750
IITDLI 0.5091 0.5600 0.4667
LLNTU 0.1818 0.2000 0.1667
LLNTU 0.1000 0.1100 0.0917

each checkpoint. The approach achieves state-of-the-art perfor-
mance in Task 2 this year, demonstrating the effectiveness of their
proposed techniques.

- NOWJ (3 runs) [14] relies on BERT and LONGFORMER pre-
training models without using any external data. Additionally, they
employ an internal data generation method based on Vuong et al
[13] method to overcome the lack of data and enhance the legal
case retrieval process.

- IITDLI (3 runs) [4] has explored sparse retrieval models like
BM25, as well as dense retrieval models like zero-shot T5 and
GPT3.5 based reranker.

3.4 Results and Discussion
The F1-measure is used to assess performance in this task. The
actual results of the submitted runs by all participants are shown on
table 2, from which it can be seen that the CAPTAIN team attained
the best results. Among the three submissions from CAPTAIN, two
submissions were ranked first and second. Some teams have pointed
out the problem of sparse training data, so their ranking method
did not achieve satisfactory performance. It may indicate that the
answer paragraphs cannot be simply confirmed by information
retrieval techniques. Therefore, Task 1 (information retreival task)
and Task 2 (information entailment task) should be solved in a
different way. Some experimental results have shown that more
parameters and more legal knowledge contribute to better legal
text understanding.

4 TASK 3 - STATUTE LAW INFORMATION
RETRIEVAL

4.1 Task Definition
Task 3 is a task to retrieve an appropriate subset (𝑆1, 𝑆2,..., 𝑆𝑛) of
Japanese Civil Code Articles from the Civil Code texts for answering
a legal bar exam question statement 𝑄 .

An appropriate subset means that the entailment system can
judge whether the statement 𝑄 is true 𝐸𝑛𝑡𝑎𝑖𝑙𝑠 (𝑆1, 𝑆2, ..., 𝑆𝑛, 𝑄) or
not 𝐸𝑛𝑡𝑎𝑖𝑙𝑠 (𝑆1, 𝑆2, ..., 𝑆𝑛, 𝑛𝑜𝑡𝑄).

4.2 Dataset
For Task 3, questions related to the Japanese Civil Code were se-
lected from the Japanese bar exam. We use a part of the Japanese
Civil Code that has an official English translation (the number of ar-
ticles used in the dataset is 768). The training data (the questions and
corresponding article pairs) were constructed using previous COL-
IEE data (996 questions). For the test data, new questions selected
from the 2022 bar exam are used (101 questions). 72 questions have
a single relevant article and 29 questions have 2 relevant articles.

4.3 Approaches
The following 6 teams submitted their results (16 runs in total).
There are two main approaches for the basic IR system. One is to
use a Large Language Model (LLM) based ranking model. CAPTAIN
and JNLP use monoT5 for English. HUKB and CAPTAIN use tohoku
BERT 3 for Japanese. NOWJ uses bert-base-multilingual-uncased 4

for multilingual settings. The other is the keyword-based approach.
HUKB, NOWJ, JNLP, UA use BM25. LLNTU and UA use TF-IDF.
Four teams (CAPTAIN, HUKB, JNLP, and NOWJ) use the ensemble
approach to generate final results using output from IR systems
with different settings. Three teams (CAPTAIN, JNLP, and NOWJ)
use ensemble to obtain results using Japanese and English.

• CAPTAIN (3 runs) [7] uses LLM-based ranking models;
Tohoku BERT for Japanese and monoT5 for English. The
best performance system uses the ensemble of these two
results.

• HUKB (3 runs) [16] uses ensembles of keyword-based IR
with different settings and LLM-based ranking models using
Tohoku BERT.

• JNLP (3 runs) [2] uses ensembles of BM25 for Japanese and
LLM-based ranking model for English; monoT5.

• LLNTU (3 runs) uses ordinal keyword based system (TF-
IDF) and emphasizes keywords identified by named entity
recognition system.

• NOWJ (1 run)5 [14] uses a two-stage retrieval system that
selects candidates using BM25 and re-ranks the results us-
ing an LLM-based ranking model; bert-base-multilingual-
uncased for English and Japanese. They use both English
and Japanese text to calculate the final score.

• UA (3 runs) [11] uses BM25 (UA.BM25), TF-IDF (UA.tfidf)
for IR module.

3https://github.com/cl-tohoku/bert-japanese-whole-word-ma
4https://huggingface.co/bert-base-multilingual-uncased
5Due to the system error, two runs are withdrawn from the official evaluation.
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Table 3: Evaluation results of Task 3 (Best run by teams)

Team return retr. F2 prec. rec. MAP
CAPTAIN 143 92 0.757 0.726 0.792 0.692

JNLP 196 98 0.745 0.645 0.822 0.710
NOWJ 156 90 0.727 0.682 0.767 0.790
HUKB 174 85 0.673 0.628 0.708 0.740
LLNTU 101 74 0.653 0.733 0.644 0.764
UA 110 67 0.564 0.620 0.564 0.655

retr.: retrieved, prec.: precision, rec.: recall

4.4 Results
The table 3 shows the results of the evaluation of the submitted
runs. The official metrics used in this task were macro average
(average of the scores for each question over all questions) of the
questions) of the F2 measure, precision and recall.

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜 𝑓 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜 𝑓 𝑟𝑒𝑡𝑢𝑟𝑛𝑒𝑑 𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠
(3)

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜 𝑓 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜 𝑓 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠
(4)

𝑓 2 =
5 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

4 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙 (5)

We also calculate the mean average precision (MAP), recall at
𝑘 (R𝑘 : recall calculated by using the top 𝑘 ranked documents as
returned documents) using the long ranking list (100 articles).

Table 3 shows the results of the evaluation of the submitted re-
sults. Due to the limitation of the paper length, the best performance
run in terms of F2 is selected from each team run.

This year, CAPTAIN is the best run among all runs. The top four
systems use ensemble settings for the various IR modules, including
the LLM-based ranking model. The others use only keyword based
IR. These results confirm the effectiveness of using the LLM-based
ranking model.

There are a good number of questions with a single relevant arti-
cle where all systems can find the relevant article. For 17 questions,
all systems can find the relevant article without adding non-relevant
articles (precision and recall = 1). For 12 questions, all systems can
find the relevant article, but some of the systems add non relevant
articles for the candidates (precision < 1 and recall = 1). On the
contrary, for the answer with multiple relevant articles, there is no
question that all systems can find the relevant articles. In addition,
there are 5 questions where none of the systems can find the rele-
vant article. 3 of them are questions with 2 relevant articles and 2
of them are questions with 1 relevant article.

The figures 1 and 2 show the average of the evaluation measure
of all submission runs for the questions with a single relevant
article6 and those with multiple relevant articles. As we can see
from comparing these two graphs, questions with multiple relevant
articles are more difficult than those with a single relevant article.
As we can see from the figure 2, precision is good compared to
recall for the question with multiple relevant articles. This means
that most systems succeed in finding the relevant article without
6Due to space limitations, we exclude 29 questions, all systems can find all relevant
articles (recall = 1).
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Figure 1: Averages of precision, recall, F2, MAP, R_5, and
R_30 for questions with a single relevant article
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Figure 2: Averages of precision, recall, F2, MAP, R_5, R_10,
and R_30 for multiple relevant articles

adding irrelevant articles, but fail to find the secondary relevant
article.

4.5 Discussion
The top three systems use both English and Japanese questions with
LLM. The effect of using different languages (English and Japanese)
for the COLIEE task was previously discussed in [15]. For example,
the Japanese IR system works well for the question of when the
legal terminology represented by Chinese characters is effective
for finding the relevant article. Therefore, the ensemble of results
from the multilingual IR system improves the performance of the
monolingual IR system. However, it is not common that the user
can provide such information in two languages. It may be better
to prohibit the use of questions in both languages. Even for such a
case, we can use machine translation system to have questions in
two languages.

One of the characteristics of the difficult questions are those that
use anonymized symbols such as “A” and “B” to refer to persons or
other entities. There are 41 questions that use such symbols. The
table 4 shows the number of questions for the F2 measure (average)
that are classified as having an anonymized symbol or not. From
this table we can see that the questions with anonymized symbols
are more difficult than those without.
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Table 4: Number of questions classified by F2 score and ques-
tion type

F2 Anonymize Other
0-0.2 6 6
0.2-0.4 7 5
0.4-0.6 13 9
0.6-0.8 2 8
0.8-1.0 13 32

Another key factor is the number of relevant articles. HUKB tries
to deal with the effectiveness of combining two or more articles,
but other teams only check the relevance between the question and
the articles to select the relevant ones. More research is needed to
find secondary relevant articles.

Another type of difficult question is the existence of other articles
that share common terms. For example, question R04-16-E is about
“tender of services” which is discussed in article 492. However, there
are many keywords related to “acceptance” which is discussed in
article 413. The LLM based system can handle the context, but it is
still difficult to select the most important part to find the relevant
article.

5 TASK 4 - STATUTE LAW TEXTUAL
ENTAILMENT AND QUESTION ANSWERING

5.1 Task Definition
Task 4 is a task to determine entailment relationships between a
given problem sentence and article sentences. Competitor systems
should answer “yes” or “no” regarding the given problem sentences
and given article sentences. Until COLIEE 2016, the competition
had pure entailment tasks, where t1 (relevant article sentences) and
t2 (problem sentence) were given. Due to the limited number of
available problems, COLIEE 2017, 2018 did not retain this style of
task. In the Task 4 of COLIEE after 2019, we returned to the pure
textual entailment task to attract more participants, allowing more
focused analyses. Participants can use any external data, however
assuming that they do not use the test dataset and/or something
which could directly contains the correct answers of the test dataset,
because this task is intended to be a pure textual entailment task.
We also require the participants to make their system reproducible
in the academic standard, i.e. they should describe which methods
and what datasets were used to a reproducible extent. Towards
deeper analysis, we asked the participants to submit their outputs
when using any fragment of the training dataset (H30-R02), in
addition to the formal runs.

5.2 Dataset
Our training dataset and test dataset are the same as for Task 3.
Questions related to Japanese civil law were selected from the
Japanese bar exam. The organizers provided a data set used for pre-
vious campaigns as training data (??? questions) and new questions
selected from the 2023 bar exam as test data (101 questions).

5.3 Approaches
We describe approaches for each team as follows, shown as a header
format of Team Name (number of submitted runs).

• AMHR (3 runs) [1] AMHR01 employed 2-shot prompting
using the FlanT5-XXL model from Google Research on Hug-
gingFace 7, where the shots, balanced by label, were chosen
from the train set using TF-IDF similarity metric to each
example at inference time. AMHR02 used A couple of pub-
licly available models to assemble an ensemble of few-shot
prompted models. These models and their hyperparameters
were chosen using grid search. AMHR03 employed 6-shot
prompting using the GPT-4 model 8. The shots were chosen
from the train set using TF-IDF similarity metric to each
example at inference time. Five runs were performed, and
majority vote was used to select the final prediction. This
run is excluded in the formal run list due the OpenAI API
provides insufficient reproducibility.

• CAPTAIN (3 runs) [7] CAPTAIN.run1 split each article
and query to pairs of (condition, statement) and consider the
consensus of the conditions and the statements between the
query and an article by Electra9. CAPTAIN.run2 chunked
articles to phrase (using n-gram model), encoded all phrases
and query by BERT and train a SVM model for classifying.
The result finally is ensemble with CAPTAIN.run1 to get
the final result. CAPTAIN.gen matched pair question with
summaries of relevant article for classifying the label by
BERT10.

• HUKB (3 runs) [16] HUKB1 used Japanese pretrained
BERT11. HUKB2 used Task 3 retrieval system for subar-
ticles to select appropriate part of the article and applied the
same BERT system for generating final result. HUKB3 used
their BERT-based Task 3 retrieval system for the subarticles
to select appropriate part of the article and apply same BERT
system for generating final result. Their systems are almost
equivalent to their system in COLIEE 2022.

• JNLP (3 runs) [2] JNLP used zero-shot models of LLMs, by
gathering all the prompts from the GLUE tasks available in
the PromptSource library, selected 56 prompts. JNLP1 used
google/flan-t5-xxl model12 , JNLP2 used google/flan-ul2
model13, JNLP3 used declare-lab/flan-alpaca-xxl model14, re-
spectively, to run the prompts which were the given problem-
article pairs inserted.

• KIS (3 runs) [10]KIS extended their previous system which
performs data augmentation and ensemble of BERT-based
models and rule-based models, to integrate LUKE15, the
named entity enhanced Transformer. KIS1 uses the pre-
trained LUKE model, KIS2 used a fine-tuned LUKE model
for alpabetical person included dataset, KIS3 used another

7https://huggingface.co/google/flan-t5-xxl
8https://openai.com/blog/openai-api
9google/electra-base-discriminator
10cl-tohoku/bert-base-japanese-whole-word-masking
11cl-tohoku/bert-base-japanese-whole-word-masking
12https://huggingface.co/google/flan-t5-xxl
13https://huggingface.co/google/flan-ul2
14https://huggingface.co/declare-lab/flan-alpaca-xxl
15luke-japanese-base-lite
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fine-tuned LUKE model without the alpabetical person in-
cluded dataset.

• LLNTU (3 runs) LLNTU used Disjunctive Union of Longest
Common Subsequence, and adjusting them from similarity
and length.

• NOWJ (3 runs) [14]NOWJ used multi-task model with pre-
trained Multilingual BERT16 as backbone; NOWJ.multiv1-
en employed the English data for the training phase,NOWJ.multi-
v1-en employed Japanese data for the training phase, and
NOWJ.multijp also utilized Japanese data with different
inference strategy.

• TRLABS (3 runs) Their three runs directly use GPT-4 with
zero-shot prompting, prompt with IRAC legal reasoning ap-
proach (TRLABS_I), prompt with TREACC legal reason-
ing approach (TRLABS_T), no-legal reasoning approach
prompted just asked to analyze Hypothesis given the Premise
(TRLABS_D). Due to the reproducibility issue of GPT-4,
these runs are not regarded as formal results.

• UA (2 runs) [11] Their system incorporates the semantic
information into the BERT to help the pragmatic reason-
ing, for natural language inference. UA_V1 fine-tuned on
DeBERTa-small and UA_V2 fine-tuned on DeBERTa-large
model.

5.4 Results and Discussion
Table 5 shows the COLIEE 2023 Task 4 formal run results. The
Formal Run (R04) column shows the result of the COLIEE 2023
formal run using the latest Japanese legal bar exam (Year R04).
The columns of R02 and R01 are the results using the past formal
run datasets, which we required participants to submit, in order to
compare different datasets for reference due to the smallness of our
datasets, while these datasets were already made public as part of
our training dataset.

The lower part of the table shows runs with prefixes of “*”,
which used external services where its detailed architecture, train-
ing datasets, model weights are not available, resulting in inrepro-
ducible outputs that are prohibited in our participation call.

The best runs by team JNLP used LLMs in a straightforward
way. The second best runs by team KIS used BERT and rule-base
systems, which is an extension of their previous system, the best
one in COLIEE 2022. Comparing results of the past formal run
settings (R02 and R01), we found that the rankings switch between
these runs from this year’s formal run. In the R01 dataset, the best
run was AMHR01, which also uses an LLM. These suggest that the
accuracies still depend on the characteristics of each year’s dataset,
while LLMs are, at least, comparable or better to the existing models.

A concern of the LLMs is that we do not completely grasp what
texts are used to train the LLMs; they could include very similar
texts with the COLIEE’s problem/answer texts. This is fine if we
simply expect the systems to answer Yes/No in any way, but would
not work, especially when logics are required in the statute law, in
practical use cases.

Another issue to discuss is the reproducibility of the external
resources, e.g. OpenAI’s ChatGPT and GPT-4. Some of the teams
employed those services, but they could change monthly, weekly, or

16bert-base-multilingualuncased

even daily; we do not know what dataset was used in their training.
Usage of such inreproducible services would not fit with academic
discussions, as things become just a guess.

Even though, there are certain interests to what extent those
services could solve COLIEE problems. We asked ChatGPT (GPT-
3.5) to answer the COLIEE problems, by straightforward prompts of
“please answer yes or no given the following question:” (in Japanese)
with the given problem texts as they are. ChatGPT sometimes shows
evidences which are inappropriate or wrong even if the Yes/No
answer itself is correct, such as information which are not related
to answer, almost repeats of the problem text, not handling “except
listed below”.

As these wrong examples suggest, LLMs would create their an-
swers not logically, but their huge stack of similar contents led the
answers and evidences; LLMs might not perform logical calcula-
tions. Because Task 4 is intended to a pure textual entailment task,
superficial similarities without logical calculations would not make
much sense. However, as a practical legal application, it can be
useful when there are, to some extent, similar contents available
as previous existing cases. As our future work, we need to detect
which answers are answered with strong certainty, excluding not
just hallucinations but such uncertain wrong answers, if we use
LLMs in this way.

6 CONCLUSION
We have summarized the systems and their performance as sub-
mitted to the COLIEE 2023 competition. For Task 1,[please add
any conclusion message]. In Task 2, the winning team was CAP-
TAIN, and they used an approach based on the pre-trained MonoT5
sequence-to-sequence model, which is fine-tuned with hard nega-
tive mining and ensembling techniques to achieve an F1 score of
0.7456. For Task 3, [please add any conclusion message]. Lastly, for
Task 4, [please add any conclusion message]. We intend to further
continue to improve dataset quality in future editions of COLIEE
so the tasks more accurately represent real-world problems.
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