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ABSTRACT

We present a robust and adaptive‐capacity watermarking algorithm for agglutinative languages. All processes, including
the selection of sentences to be watermarked, watermark embedding, and watermark extraction, are based on syntactic
dependency trees. We show that it is more robust to use syntactic dependency trees than the surface forms of sentences in
text watermarking. For the agglutinative languages, we embed watermark using the two main characteristics of the
languages. First, because a word consists of several morphemes, we can watermark sentences using morphological
division/combination without deep linguistic analysis. Second, they permit relatively free word order, so we can move a
syntactic constituent within its clause. Finally, to increase the information‐hiding capacity, we adaptively compute the
number of watermark bits to be embedded for each sentence.

We perform three kinds of evaluation: perceptibility, robustness, and capacity of our method. High capacity is achieved by
dynamically determining possibly embeddedwatermark bits for each sentence. The secret rank based on a syntactic dependency
tree strengthens robustness of our method. Finally, we show that the displacement of syntactic constituents and morphological
division/combination does not affect the style and naturalness of the text. Copyright © 2011 John Wiley & Sons, Ltd.Q1
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1. INTRODUCTION

Text watermarking is an emerging research area that
combines natural language processing and information
security. The goal is to embed additional information into
the natural text, for subliminal communication, hidden
information transmission, content, and authorship authen-
tication, and generally enrich the text with metadata [1].

Watermarking techniques have been extensively ex-
plored for multimedia documents in the last decade [2]. In
contrast, the studies on text watermarking are just starting.

For example, in [3–6], the techniques of synonym
substitution for watermarking have been addressed, and
various attack scenarios have been described. The
ambiguity induced on the word precision by the synonym
substitution technique has led Topkara et al. [7] to syntax‐
based natural language watermarking. Their technique
basically focuses on the syntactic sentence paraphrasing. It
turns out that the syntactic approach offers the richest set
of text watermarking tools.

Note that agglutinative language differs significantly
from Indo‐European languages in that it permits relatively

free word order and that a word in the agglutinative
languages consists of several morphemes. In the agglutina-
tive languages, morphological division/combination and
the movement of a syntactic constituent within its clause do
not change the meaning or style of the text. For this reason,
we believe that agglutinative languages are an appropriate
target for text watermarking based on morphological
division/combination and syntactic adverbial movement.

We believe that the robustness of watermarking is
improved when one uses a metarepresentation, such as
syntactic structures, rather than the surface sentences.
Because watermarking is performed based on syntactic
structures, it is difficult for an attacker to find out those
watermark patterns from the original sentences.

Among syntactic structure types, we use syntactic
dependency trees for watermarking of the agglutinative
languages, because they are simple, easily constructable,
and more popular for representing the syntactic structures
of agglutinative languages.

Within this structure of using dependency trees, we
include a method to adaptively determine the number of
watermark bits to be embedded for each sentence, based on
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the characteristics of the dependency tree. This provides a
basis for both high and adaptive information‐hiding capacity.

2. ADAPTIVE‐CAPACITY AND
ROBUST TEXT WATERMARKING

2.1. Overall process

As shown in FigureF1 1, watermark embedding involves
several steps. First, we performed syntactic analysis for the
original text. Second, we adaptively decided the number of
watermark bits to be embedded for each sentence. Third,
we chose sentences to be watermarked according to their
secret ranks, in ascending rank order and embed a
watermark by modifying syntactic dependency trees.
Finally, from the modified syntactic trees, we generated
marked sentences.

The following are the parameters and functions for
watermarking:

T= {s1, s2, …}: text document
W= {W1, …, Wn}: n watermark bits
K= {0, 1}*: the key set.
h1: K × {0,1}*➔ {0, 1}160, a keyed hash

function with 160‐bit output.
syn_rank: si➔ {0, 1}*
syn_wm: si× t➔ {0, 1}, where t is a number

We note that h1 can be easily constructed from standard
cryptographic hash functions such as SHA‐1.

Algorithm 1 shows thewatermark embedding algorithm.

Algorithm 1 Watermark embedding.

1: Input: T= {s1,s2…}: text document,
2: K= {0, 1}*: the key set.
3: Output: Tw={ S′1,S′2, …}
4: Compute Ri = h1(K, syn_rank(si)) for each sentence.
5: Here Ri is used as a secret rank of si.
6: We determine the number of watermark bits to be
7: embedded for each sentence based on its dependency
8: tree.
9: Finally, in the text T, rewrite the m sentences {s1, s2
10: , s3,…, sm} with least ranks to {s′1, s′2, s′3, …, s′m}
11: by modifying syntactic dependency treees such that
12: syn_wm(s′1, 1) =W1, syn_wm(s′1, 2) =W2 …
13: syn_wm(s′1, p) =Wp, …, syn_wm(s′m, 1) =Wn−q+1,
14: syn_wm(s′m, q) =Wn, and
15: syn_rank(si) = syn_rank(s′i).

In Algorithm 1, the sentence s′1 embeds p watermark
bits, and the sentence s′m embeds q watermark bits.

To determine p and q, we computed the number of
possible morphological division/combinations and syntac-
tic constituent movements from each syntactic dependency
tree of s1 and sm.

In line 4 of Algorithm 1, syn_rank is used to assign a
secret rank to each sentence. For this function, we used not
only the surface form of a sentence but also the syntactic
structure of the sentence. We used the length of each word
from the surface form of the sentence and the depth of
each node from the syntactic tree. Because the surface
form of the sentence can be easily revealed to an attacker,
depth information is more secure than the word length.
Therefore, we made the syn_rank value more sensitive to
the “hidden” depth value by raising the depth value to the
power of two.

The function syn_rank is computed as follows:

syn rank sð Þ ¼ ∑
i
2depth ið Þ � length ið Þ; (1)

where depth(i) is the depth of the i‐th node and length(i) is
the length of the word in the i‐th node.

Because an authorized person should obtain the same
secret rank from the marked sentence, the output of the
function syn_rank should not be changed after watermark
embedding, as describe in line 15 of Algorithm 1. That
means that the morphological division/combination and
the movement of syntactic constituents should not change
the output of syn_rank.

The depth of each node is not changed by syntactic
constituent movement, because the syntactic constituent
only changes its position into one of its siblings’ positions.

However, after morphological division/combination, a
node can be divided, or two nodes can be combined. To
ensure that syn_rank(s)= syn_rank(s′), we combined
divided tree nodes into one node by chunking. A detailed
explanation will be given Section 2.4.

Consider syn_wm in line 12 of Algorithm 1. The output
of syn_wm is the watermark bit, and it should reflect the
change of a syntactic dependency tree, which is computed
as follows.

If t‐th watermark bit of the sentence s is embedded by
morphological division/combination,

syn wm s; tð Þ :¼

1 if the node for t‐th watermark bit
is a chunk node in the syntactic
tree of s;

0 otherwise; if the node for t‐th
watermark bit is a normal node in
the syntactic tree of s:

8>>>>>><
>>>>>>:

Otherwise, if the t‐th watermark bit is embedded by
movement of a syntactic adverbial,

syn wm s; tð Þ :¼

1 if the syntactic adverbial for
t‐th watermark bit is the first
child in its clause in the
syntactic tree of s;

0 otherwise

8>>><
>>>:

If syn_wm is the same with the watermark bit, there is
no change in the syntactic tree. Otherwise, the transfor-
mation of the syntactic tree is performed.

Q6 Robust and adaptive‐capacity watermarking algorithm M.‐Y. Kim and R. Goebel
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The resulting textual document Tw is the finally marked
document. After si was rewritten to s′i, its literal
expression was changed such that the watermark bits are
“embedded”; meanwhile, the depths of tree nodes and the
lengths of the words in the tree nodes do not change, and
hence, the ranks of the rewritten sentences do not change.

To extract the embedded watermark, using the key K,
an authorized person uses Algorithm 2.

Algorithm 2 Watermark extraction.

1: Input: K, Tw
2: Output: Watermark bits W= {W1, …, Wn}
3: Compute Ri=h1(K, syn_rank(si)) for each sentence in Tw.
4: Determine the number of embedded watermark
5: bits for each sentence by the characteristic of its
6: dependency tree.
7: Obtain n-bit string W from the sentences with
8: least Ri values using syn_wm functions.

We will explain in detail how we dynamically deter-
mine the number of embedded watermark bits and the two
kinds of transformation of syntactic trees in the next
subsection.

2.2. Syntactic dependency parsing and
clausal segmentation

We performed text watermarking for Korean, which is a
representative agglutinative language.

A syntactic dependency parser was used to determine
the syntactic relation between words in a sentence. To
obtain a syntactic dependency tree, we used the Korean
syntactic parser of Kim et al. [8]. FigureF2 2 shows an
example of a syntactic dependency tree. In that tree, a
parent node functions as the syntactic governor of its child
nodes, and each child node functions as the syntactic
dependent of its parent node.

Although the agglutinative languages allow relatively
free word order, the boundaries within which a word can

move are still constrained, but we can move a word within
the clause in which it belongs. To determine the scope of
possible moves, we performed clausal segmentation after
syntactic dependency parsing.

The clausal segmentation procedure is as follows. First,
we automatically detected all the predicates in the obtained
parse tree. Then, we constructed one clause for each
predicate by including all the child nodes of a predicate
node. In Figure 2, the oval nodes indicate predicates.
Because five predicates exist in Figure 2, we can obtain
five clauses from the syntactic tree. The clauses are shown
in Figure F33.

We then calculated the number of watermark bits to be
embedded according to the syntactic tree. For syntactic
constituent movement, we chose the constituents that
satisfy the conditions in Section 2.3. For morphological
division/combination, we chose nominal predicate nodes
explained in Section 2.4. Finally, the number of
constituents that are chosen for movement and that of
nominal predicates become the number of watermark bits
to be embedded in the sentence.

2.3. Watermarking by the movement of a
syntactic constituent

We selected a syntactic constituent from each clause that
meets the following target constituent conditions.

(1) It is an adverbial.
(2) It should have at least one sibling that is not an

adverbial.
(3) It is not a conjunctive adverbial.
(4) Its syntactic governor is a predicate, not noun/

adverb/etc.
(5) A comma is not attached to the adverbial.
(6) Its final ending is not a topical marker.

Amongst syntactic constituents, adverbials can move
more freely in a sentence without semantic distortion [9].
Therefore, we chose adverbial constituents from a

Figure 1. Text watermarking procedure. Q5
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syntactic tree as target constituents for movement. Second,
it should have at least one sibling to swap positions. If the
sibling is also an adverbial, the interchange between two
adverbials does not give any hint whether an adverbial
is moved or not. Therefore, a target adverbial should have
at least one sibling that is not an adverbial. Third, a
conjunctive adverbial, exceptionally, is located in the fixed
position in a sentence. Therefore, it is not permitted to
move freely. Moreover, when an adverbial’s syntactic
governor is not a predicate but a noun/adverb/sentence/
etc., the position of the adverbial adds some semantic
nuance to the meaning of the sentence. Lastly, in the case

that a comma is attached to an adverbial, or the final
ending of an adverbial is a topical marker, the position of
the adverbial also tends to indicate some semantic nuance.
When the position of an adverbial indicates some semantic
nuance, we excluded these types of adverbials from the
target candidates. Because our purpose is to move one
target constituent into the first position among its siblings,
we do not need two target constituents in a clause. If more
than one target constituent candidate exists in a clause, we
randomly selected one.

In Figure 2, the underlined bold words indicate those
that function as adverbials. Five adverbials exist in Figure 2.

Figure 2. Example of a syntactic dependency tree.

Figure 3. Clausal segmentation from a syntactic dependency tree.
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Amongst them, some adverbials are excluded from the set
of target constituents. For example, the adverbial “gajang
(most)” is excluded from the target constituents because its
governor is not a predicate but a noun.

According to syn_wm in Section 2.1, if the watermark
bit is 1, we moved the syntactic adverbial into the first
position in its clause. Otherwise, no adverbial should be in
the first position.

FigureF4 4 shows the movement for the target constituent
“jung‐eseo (among)”. If the watermark bit is 1, then the
constituent is moved. When moving a target adverbial
node, we should also move all its children. For example, in
Figure 4, the nodes “jaebaeji (cultivation area)” and
“gamgyul (citrus)” are child nodes of the target adverbial
node “jung‐eseo (among)”, so these were also moved. The
converted tree is shown in the right side of Figure 4. After

completing target adverbial movement, we finally obtained
the converted parse tree as shown in Figure F55.

In the extreme case, even though all moved adverbials
appear first in their clauses, it is difficult to find out
watermark patterns in the marked sentences, because one
sentence consists of many clauses, and an adverbial does
not appear first in the surface form of the sentence if the
adverbial has child nodes.

2.4. Watermarking by morphological
division/combination

As mentioned, because Korean is an agglutinative language,
a single word consists of several morphemes. Typically, one
word consists of a content morpheme and a function
morpheme. However, some words have more than one

Figure 4. Example of syntactic constituent movement.

Figure 5. Final converted tree and marked sentence.
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content morpheme. Therefore, words that have more than
one content morpheme are divided into new words.

In Korean, a predicate nominal has two content mor-
phemes, a nominal and a predicate. We divided a predicate
nominal into two new words and inserted a function
morpheme for the first new word that does not have a
function morpheme. An example is shown in FigureF6 6.
A predicate nominal consists of “content morpheme1
(nominal) + content morpheme2 (support predicate) + func-
tion morpheme”. In the example of Figure 6, a subordinate
ending is used as a function morpheme. As shown in
Figure 6, after division, the first new word consists of only a
nominal, and the second new word consists of a predicate
and a function morpheme. Subsequently, the first word does
not have a function morpheme. Therefore, we inserted a
relevant function morpheme based on the relationship be-
tween the nominal and the predicate, determined as follows.

(1) If the support predicate indicates active voice (e.g.“ha”,
“siki”), then the nominal functions as the object of the
predicate. Therefore, we inserted an object case
particle, “eul” or “reul”.

(2) If the support predicate indicates passive voice(e.g.
“doi”), then the nominal functions as the subject of
the predicate. Therefore, we inserted a subject case
particle, “i” or “ga”.

In Figure 6, we can see that a subject case particle is
inserted into the first word because the support predicate
(“doi”) indicates a passive voice. Let us perform morpho-
logical division for the three nominal predicates indicated
in Figure 2. Finally, the example tree after morphological
division is shown in FigureF7 7, and it shows that all the
watermark bits for these three nominal predicates are 1. To
guarantee syn_rank(s) = syn_rank(s′), a single node was
assigned for the divided two words by chunking as shown
in Figure 7, and the morphological division/combination
does not change the syntactic structure. To make the word
length unchanged after morphological division, word
length for a chunk node was calculated as “word length1 +
word length2−1”. Because one function morpheme has
been added, we substracted 1.

The morphological combination process is simply the
reverse process. We selected a chunk node from a
syntactic tree: if the watermark bit is 0, we combined the

two words in the chunk node into one new word, by
deleting the function morpheme in the first word. We then
removed the chunk node and inserted a predicate normal
node with the new word.

We adjusted the process if syn_wm in Section 2.1 does
not correspond to the watermark bit.

2.5. Generation of a marked sentence

We then recombined the nodes of a parse tree and obtained
a marked sentence as described in the bottom of Figure 5.

3. EXPERIMENTAL RESULTS

3.1. Performance of our system

We evaluated the performance of our system on percepti-
bility, robustness, and capacity by the following methods.

(1) Coverage of marked sentences (capacity)
(2) Naturalness of marked sentences (perceptibility)
(3) Information‐hiding capacity (capacity)
(4) Resistance to attack (robustness)

For evaluation, we used 3025 declarative sentences and
1975 news sentences in the corpus of Matec99 (Morpholog-
ical Analyzer and Tagger Evaluation Contest in Korean). As
shown in Table T1I, the average number of words/sentence is
18.24 for declarative sentences and 11.00 for news. To see
whether our method works well even for short sentences, we
also performed watermarking for short news sentences.

To measure the distortion of marked sentences, we used
a subjective evaluation by humans, as done by Meral et al.
[1]. Their evaluation method has humans examine the texts
and record their editing actions. The subjects were given
marked texts and asked to edit them for improved
intelligibility and style. This is a blind test because the
subjects were not aware that text watermarking has taken
place. In our study, three people checked for unnatural
sentences. We also computed the information‐hiding
capacity for our method, and the experiments were
executed on an AMD Phenom II X3 710 2.6GHz CPU
with 8GB of memory in the Ubuntu Linux environment.
The results are shown below.

Figure 6. Example of morphological division.
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(1) The relation of information‐hiding capacity is
1:5.41 (see TableT3 III).

(2) Average 2.84 bit/sentence of watermark is embed-
ded. (TableT2 II)

(3) The coverage about the sentences selected for
embedding watermark bit is 96.15% (see Table I).

(4) For the declarative sentences, the marked sentences
showed lower edit rate (see Table I).

(5) All the watermark bits are correctly extracted.
(6) This watermark embedding is robust in sentence

movement, retyping, printing, and font change.

3.2. Discussion

Table III shows the ratio of information‐hiding capacity,
which means for how many words of text, one bit of
watermark can be hidden. The ratio of information‐hiding
capacity of our approach is 1:5.41, which is an improvement
over that of Chiang et al. [10].

Table I shows the rate of unsuitable sentences among
marked sentences and that among original sentences. After
watermarking, the naturalness of marked sentences was

reduced in short news sentences. For news sentences,
whereas the morphological division/combination did not
cause any unnaturalness in short sentences, the movement

Figure 7. Example of morphological combination.

Table I. Edit rate of our system.

News Declarative sentences Overall

The number of sentences 1975 3025 5000
Average number of words/sentence 11.00 18.24 15.38
Sentences that can be watermarked 90.25% 100% 96.15%
Edit rateof marked sentences 13.62% 16.93%
Edit rate of original sentences before watermarking 12.48% 17.86%

Table II. Comparison of performances for information‐hiding
capacity.

Systems Information‐hiding capacity (bit/sentence)

Our system 2.84
Topkara et al. [3] 0.67
Atallah et al. [6],
Topkara et al. [7]

0.5

Stutsman et al. [11] 0.33
Meral et al. [12] 0.81
Murphy et al. [13] 0.31

Table III. Comparison of the relation of information‐hiding
capacity.

System Ratio of information‐hiding capacity

Our system 1:5.41
Chang et al. [10] 1:6.6
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7Security Comm. Networks (2011) © 2010 John Wiley & Sons, Ltd.
DOI: 10.1002/sec

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64

colorful
연필
I resupplied Figure 7 after correcting overlapping data. Please change this Figure 7 into the new Figure 7.



of adverbial sometimes caused unnaturalness. However,
for longer sentences, we found that the naturalness of marked
sentences was even higher than original sentences. Table I
also shows that the coverage of our method is 96.15%.

In our system, the information‐hiding capacity is
2.84 bits/sentence outperforming all the previous methods
as shown in Table II. In previous methods, Topkara et al.
[3] showed capacity of 0.67 bit/sentence using lexical
substitution, and Atallah et al. [6] and Topkara et al. [7]
embedded average 0.5 bits/sentence of watermarks using a
syntactic method. Stutsman et al. [11] used a machine
translation method for watermarking and showed 0.33 bits/
sentence of information‐hiding capacity. Meral et al. [12]
embedded 0.81 bits/sentence of watermarks using mor-
phosyntactc alteration, and Murphy et al. [13] embedded
0.31 bits/sentence of watermarks using syntactic transfor-
mations. Whereas the previous systems used one method
for watermark embedding, our system uses both syntactic
movement and morphological division/combination, and it
adaptively determines watermark bits to be embedded for
each sentence according to the characteristics of its
syntactic structure. Therefore, we reduced the failure rate
of watermark embedding and maximized the information‐
hiding capacity.

The more a system ensures high information‐hiding ca-
pacity, the less robust it may be to adversary attacks. To
ensure high robustness, all the watermarking processes
were performed based on syntactic dependency trees.
Therefore, our system becomes more robust by preventing
an attacker from finding out watermarking patterns from
surface forms of the sentences.

Given Tw, the adversary can compute syn_wm for each
sentence. The string {syn_wm(s)} includes the watermark.
For sentences not rewritten by the watermark embedding
process, their syn_wm value can be regarded as a random
bit. Therefore, given Tw, the adversary cannot tell what is
the watermark, which sentences carry the watermark, nor
can the attacker infer any information about the key K.

Our method can withstand printing and font changing,
all optical character recognitionQ2 techniques, retyping, and
moving/switching sentences. However, it is not resistant to
sentence insertion/deletion. We therefore need to add an
error correction code to cope with this kind of attack, in
future work.

We conclude that our natural language watermarking
based on syntactic dependency trees has satisfying perfor-
mance without semantic and stylistic distortion.

4. RELATED WORK

Atallah et al. [6,14] proposed a technique for information
hiding in natural language text. They established the basic
technique for embedding a resilient watermark in text by
combining a number of information assurance and security
techniques with the advanced methods and resources of
natural language processing. A semantics‐based scheme
significantly improves the information‐hiding capacity of

English text by modifying the granularity of meaning of
individual terms/sentences. However, this scheme is
suitable only for English, and it was merely conceptual.

In other studies, a technique of embedding secret data
is proposed, which has no major impact on the meaning of
a text, and operates by replacing words in the cover text
with synonyms [3–5]. However, there is deterioration in
documents in which importance is attached to delicate
nuance when synonyms have been substituted. In
addition, because of domain dependence, the selection of
suitable synonyms is not easy. Moreover, the method
needs a large synonymy dictionary and a huge collocation
database [15].

Grothoff et al. [16] suggested the insertion of plausible
mistakes, in addition to synonym substitution. However, this
approach does not ensure robustness, because the water-
marked sentences have mistakes, and thus, they can be de-
tected by attackers.

There are several other methods suggested for aggluti-
native languages. Meral et al. [1] proposed 21 syntactic
tools for Turkish text watermarking. However, they do not
have a sentence selection process based on syntactic trees,
and an authorized person has to estimate the applied
syntactic transformations to extract the watermark. Topkara
et al. [7] also proposed syntax‐based natural language
watermarking using syntactic sentence paraphrasing. They
insisted that the syntactic approach is useful for natural
language watermarking without semantic distortion. Kim
et al. [17] proposed the use of an adverbial displacement in
a sentence. That method shows good coverage and
naturalness of modified sentences, but information‐hiding
capacity is low.

We conclude that our extended method for text
watermarking based on syntactic trees is more effective.
Whereas the previous methods used only syntactic
structure for sentence transformation, we used it for the
overall process to ensure more robustness. We selected
sentences to be watermarked based on their syntactic trees,
and this ensures that sentence movement by attackers does
not damage the watermark. In the same way, an authorized
person extracts a watermark from syntactic dependency
trees. To ensure high capacity, we adaptively determined
the number of watermark bits to be embedded in each
sentence.

5. SUMMARY AND CONCLUSION

We proposed natural language watermarking for aggluti-
native languages, based on syntactic dependency trees. By
exploiting characteristics of agglutinative languages, we
embedded watermark into sentences using syntactic
constituent movement, as well as morphological divi-
sion/combination. The overall procedure consists of
several steps. First, we performed syntactic dependency
parsing of the original text. Next, we obtained clauses by
segmenting the syntactic tree. Then, we dynamically
determined the number of watermark bits to be embedded
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for each sentence based on its syntactic tree. Fourth, we
chose the sentences to be marked according to their secret
ranks. Then, we embedded a watermark bit by morpho-
logical division/combination, and syntactic constituent
movement. Finally, we obtained marked text from the
modified parse trees.

The experimental results showed that the coverage of
our method is 96.15% and the ratio of information‐hiding
capacity is 1:5.41, which outperforms previous systems.
We also achieved an information‐hiding capacity with
2.84 bits/sentence, which is the highest amongst existing
watermarking systems. After watermarking, the natural-
ness of marked sentences was reduced in short news
sentences. For the whole collection of news sentences,
although the morphological division/combination did not
cause any unnaturalness in short sentences, the movement
of adverbial sometimes caused unnaturalness. However,
for longer sentences, we found that the naturalness of
marked sentences was even higher than original sentences.
By using syntactic structures, our method achieves the
highest capacity compared with previous systems and is
resistant to sentence movement, retyping, printing, and
font changes.

We conclude that our syntactic tree‐based method is
useful in watermarking of agglutinative languages. Other
types of languages, such as Indo‐European languages, also
share similar characteristics to which our method can
apply. For example, some constituents can move freely in
limited boundaries. By using those characteristics, we can
attempt to demonstrate the effectiveness of our method to
other languages. In addition, we need to explore how to
maintain robustness in sentence addition/deletion by
attackers and to improve the error correction codes.
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