
are often highly irregular. Examples of networks that lend themselves naturally to hierarchical mod-
eling include community structures in sociology and ecology, spatially discrete systems that inherit a
multi-dimensional structure from the ambient space, and distributed process control schemes.

To define certain familiar notions such as the adjacency matrix of a hierarchical graph on M vertices,
we need to adopt a system of ordering the vertices. Throughout this paper we will use the lexicographic
ordering. We use the symbol (i) to denote the i-th vertex in the lexicographic ordering. The graph’s
weighted adjacency matrix AG is then the M by M matrix whose entry in the j-th row and k-th column
is the weight aj

k of the edge directed from vertex (j) to vertex (k).
We call graphs labeled by multiple indices hierarchical because a graph of dimension n can naturally

be organized into n levels of nested clusters.

Definition 2. For each l with 1 ≤ l ≤ n we define a level-l cluster

[i1, . . . , il] = {(j) = (j1, . . . , jn) ∈ V (G) : ji = i1, . . . , jl = il}.

In the case n = 2 we will simply say cluster to mean level-1 cluster.

Each level of clustering induces a partitioning of the graph’s adjacency matrix into a block matrix.
Conversely, we can always define a hierarchical graph based on a block matrix, where the system of
blocks determines the clusters in the graph. The case n = 2 is illustrated in Figure 1 for a graph with
M = 13. The higher-dimensional cases follow by partitioning the diagonal blocks in the same way.

(a) A weighted hierarchical graph with 13 vertices and
dimension n = 2. Different colours are used to distin-
guish clusters.

(b) Vertex
ordering

(c) Weighted block adjacency matrix corre-
sponding to the hierarchical graph in (a).

Figure 1: A hierarchical graph and the corresponding block adjacency matrix

The Laplacian matrix plays an important role in the study of dynamical systems on graphs. It is
used, for example, in the study of consensus in networks of autonomous agents [26] and the study of
electric [2] and hydraulic [22] flows. The Laplacian matrix LG is defined as LG = DG −AG where DG is
the in-degree matrix

DG = diag
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Since the columns of LG all sum to zero, the cofactors corresponding to the entries of each column of
LG are all identical. Thus for each i ∈ {1, ...,M} we can define the Laplacian cofactor ci as the cofactor
corresponding to any entry of the i-th column of LG . Kirchhoff’s Matrix Tree Theorem allows us to
express the cofactor ci as the sum of the weights of directed spanning trees rooted at vertex (i).

Proposition 1 (Kirchhoff’s Matrix-Tree Theorem).
For each vertex (i) ∈ V (G) we have

ci =
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