Volumetric method for calculating the flow around moving objects in lattice-Boltzmann schemes
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A method for calculating the fluid flow around moving objects is presented, based on a volumetric representation of the lattice-Boltzmann scheme and surfaces defined by facets. It enables us to move objects of arbitrary shape and orientation independent of the position of the grid nodes. To represent the motion of the object, additional momentum is added to the reflected particles from each facet in the propagation step. These particles are redistributed on nodes in the vicinity of the surface, depending on the position and orientation of the facet. Because the surface is considered to be closed, additional techniques need to be used to guarantee the conservation of mass. The flow field of a moving periodic cubic array of cubes at two Re numbers (Re = 0.5 and Re = 50) is compared with that of a fixed array. For Re = 0.5, no significant deviations are found for the velocity field, pressure field, and the drag force. For Re = 50, the drag and pressure field exhibit small fluctuations that relate to the position of the surface relative to the position of the grid. However, the influence of the pressure fluctuations on the velocity field is very small. Results on the velocity for a moving array of cubes show second-order accuracy in the lattice spacing. For physical consistency, the drag force on a periodic cubic array of moving spheres at Re = 0.5 is compared with Hasimoto’s analytical solution. The dependence on the grid spacing, the resolution of the surface of the object, and the viscosity have been studied. The discrepancies between simulations and the analytical results are smaller than 1.5%. For Re = 50, the drag force, the streamline pattern, and the pressure field around a moving sphere in a large periodic domain showed good agreement with data from literature on a single sphere in an infinitely large flow field.
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I. INTRODUCTION

Objects moving in a fluid can be found in many situations, such as rotating impellers in stirred vessels or particles moving in suspensions. Although the physics of the flow around a moving surface is well understood, setting up a numerical scheme for simulating it requires careful modeling. In conventional computational fluid dynamics (CFD), moving or deforming grids and, in some special cases, sliding meshes are often employed. In the case of moving or deforming grids, the grid geometry is constantly adjusted to the changing position of the surface (see, e.g., Refs. [1,2]). Just as in conventional CFD, lattice-Boltzmann simulations require specific techniques if the moving surfaces are a part of the flow problem. Although the lattice-Boltzmann methods are significantly different from the conventional CFD techniques, similar issues need to be studied in order to impose the appropriate boundary condition at the surface. They relate to the adaptation of the grid geometry to the position of the object and the conservation of mass and momentum.

As far as imposing the no-slip boundary condition for moving surfaces in lattice-Boltzmann schemes is concerned, a lot of pioneering work has been carried out by Ladd [3,4]. In his technique, the no-slip boundary condition is recovered by transferring an extra amount of mass across the surface, which is proportional to the velocity of the particle. This addition or subtraction of mass must be balanced in some way in order to conserve mass. For staircase shaped objects, grid nodes inside the moving object (i.e., internal fluid) were used to establish mass conservation [3]. A drawback is that this may cause stability problems in the case of freely moving low-density objects [4]. Several extensions to the method were proposed, such that the arbitrary density ratios could be simulated [5,6]. Aidun et al. [5] excluded the internal fluid by considering the surface to be closed. Although the addition of mass on the fluid node cannot be balanced by the subtraction of mass on a node inside the object, simulations showed no significant global mass change in the computational domain. Aidun et al. also proposed a technique to determine the mass distributions on new nodes that were formerly covered by the object.

As in these methods the surface is located exactly between the grid nodes, inclined and curved surfaces are discretized into staircase shapes. This implies that the surface of the object cannot be positioned accurately at every time step, because it is directly related to the position of the grid nodes. Especially for curved and inclined surfaces, this causes its shape to change during its motion, which might cause significant fluctuations in the hydrodynamics. In addition, it may inherit the accuracy problems of the bounce-back rule for fixed objects [7–9].

Using a more accurate definition of the moving surface and its position would prevent the problems mentioned above. For fixed surfaces, methods were developed where the surface can be defined independently of the grid geometry [10–13]. Chen et al. [12] proposed a volumetric approach, where the surface is defined by a set of facets and the grid by cubic grid cells (rather than nodes). The surface “cuts” some of the grid cells that become noncubic. The overall grid geometry remains cubic, which is very convenient (but not a prerequisite) for lattice-Boltzmann simulations. By setting up a geometry-dependent bounce-back rule for these cells, accurate calculations could be carried out for...
fixed surfaces of arbitrary position and shape. Another approach that has already been applied for moving surfaces defines the surface by means of a set of points in space, independent of the grid \([14]\). With this method, simulations of fluid flow at high Re numbers (Re \(\approx 10^5\)) have been performed, exhibiting a maximum difference of 5\% between the actual and the prescribed velocities at the surface. The position of the surface, however, could not be determined exactly due to interpolation of the hydrodynamical quantities to grid nodes adjacent to the moving surface.

In this paper, we present a method for dealing with moving surfaces of arbitrary shape and position with respect to the grid. It combines the ideas of Chen regarding the surface definition by a set of facets with the method of Ladd to impose a no-slip boundary condition for a moving surface. As the surface is considered to be closed, no internal fluid is used. Additional techniques are proposed, which deal with mass conservation.

The main advantages of our approach are the following. (i) The shape of the surface does not change during its motion; this may avoid unwanted fluctuations. (ii) The method is found to be second-order accurate in the velocity for the simulations performed in this paper, irrespective of the position of the surface. (iii) The resolution of the surface is an additional parameter for increasing the accuracy of the simulations. (iv) The flux of momentum (i.e., the force) can be calculated separately for each facet; this makes it possible to determine the tangential and normal forces acting on the surface locally and accurately.

The paper is organized as follows. In Sec. II, we briefly describe the technique as proposed by Chen et al. for fixed surfaces. Then, the method for moving surfaces is presented, preceded by a brief description of the method of Ladd. In Sec. III, the method is validated for numerical consistency. In addition, simulations are compared with experimental and simulation data from literature.

II. THEORY

To employ the lattice-Boltzmann techniques for simulating the flow around moving objects without the use of a staircase shaped object, several issues need to be addressed. First, the surface of the object must be defined in such a way that it is independent of the position of the grid nodes. Compared to the staircase shaped surfaces, this results in a more detailed description of the surface and it makes it possible to position such a surface more accurately in the computational domain. Second, a method for establishing the no-slip boundary condition at a fixed surface must be found, which takes the grid-independent surface definition into account. This method has to be extended to moving surfaces. Finally, the varying position of the surface with respect to the grid requires a special treatment of the mass distribution on the grid nodes adjacent to the surface.

In Sec. II A and Sec. II B, we describe the accurate definition of the surface geometry and a method for establishing the no-slip boundary condition for such surfaces at a fixed position. It essentially represents a modified bounce-back rule for grid nodes in the vicinity of the surface. In Sec. II C, these ideas are extended to moving surfaces.

A. Surface geometry

The surface of an object in the computational domain can be defined by facets \(S^a\) with area \(A^a\) and a surface normal \(n^a\) (see Figs. 1 and 2). These facets can be placed in the domain, independently of the grid geometry. Each grid node \(\tilde{x}\) is situated in the center of a cubic cell (i.e., grid cell) with size \(\Delta x = \Delta y = \Delta z\). The mass, usually located on the grid node in the lattice-Boltzmann simulations, is now considered to be uniformly distributed throughout the cell. All grid cells are cubic, except for the cells that are cut by the surface of the object. These cells have a volume \(\Delta V(\tilde{x})\) and contain mass that is equal to \(\sum_{i=1,\ldots,b} n_i(\tilde{x},t) = \Delta V(\tilde{x}) \sum_{i=1,\ldots,b} n_i(\tilde{x},t)\), where \(n_i(\tilde{x},t)\) represents the density distribution of the

![FIG. 1. A surface consisting of triangular facets. (a) A sphere with 360 facets. (b) A detailed view of a facet \(\alpha\) and its surface normal.](image)

![FIG. 2. Two-dimensional representation of the volumes \(\Phi^a\), \(V^a(\tilde{x})\), and \(\Delta V(\tilde{x})\). \(\alpha_1\), \(\alpha_2\), and \(\alpha_3\) are the facets of the surface. \(\tilde{x}_1\) and \(\tilde{x}_2\) are boundary cells.](image)
lattice-Boltzmann scheme in velocity direction \( i \) at position \( \tilde{x} \). The number of velocity directions is equal to \( b \). Grid cells that are situated completely inside the object do not take part in the calculations.

**B. No-slip boundary condition for fixed surfaces**

An accurate method for calculating the flow around a fixed object according to the geometrical definition in the preceding section has been described by Chen et al. [12]. The main idea of this method is that the no-slip boundary condition is enforced by applying a modified bounce-back rule reflecting the definition of the surface. The main points of Chen’s method are explained in this section.

During the propagation step, a fraction of the mass in the cells adjacent to the surface (i.e., boundary cells) hits the surface of the object. When this mass moves with velocity \( \tilde{c}_i \) and hits facet \( S^a \), it must move within a parallelepiped, extruded from the facet \( S^a \) in direction \( i^* \) (\( \tilde{c}_i^*= -\tilde{c}_i \)) (see Fig. 2). The volume of this parallelepiped is equal to \( \Phi t^a = |\tilde{c}_i + \tilde{n}^a|A^a \Delta t = |\tilde{c}_i^* + \tilde{n}^a|A^a \Delta t \). Because the parallelepiped may intersect several grid cells, the mass that moves within the parallelepiped may originate from different cells. Therefore, we also need to calculate the volume of the intersections of the parallelepipeds and the cubic cells \( \tilde{x} \) separately. These volumes are defined as \( V_i^a(\tilde{x}) = \{ V_i^a(\tilde{x}) \} \).

With the definitions stated above, an adjusted lattice-Boltzmann equation for boundary cells can be derived, which accounts for the geometrical definition of the surface described in the preceding section. This adjusted equation reads

\[
N_i(\tilde{x} + \tilde{c}_i^* \Delta t, t + \Delta t) = P_i \text{dist}^a(\tilde{x}) N_i(\tilde{x}, t) + Q_i(\tilde{x} + \tilde{c}_i \Delta t, t),
\]

where \( N_i(\tilde{x}, t) = N_i(\tilde{x}, t) + Q_i(\tilde{x}, t) \) is the right-hand side of the “normal” lattice-Boltzmann equation for a cubic grid. \( P_i \text{dist}^a(\tilde{x}) \) represents the fraction of mass that does not hit the surface during the propagation step. This fraction moves undisturbed from cell \( \tilde{x} \) to cell \( \tilde{x} + \tilde{c}_i \Delta t \). The term \( Q_i(\tilde{x} + \tilde{c}_i \Delta t, t) \) is the mass that is reflected from the surface and arrives in cell \( \tilde{x} + \tilde{c}_i \Delta t \). When no mass hits the surface \( P_i \text{dist}^a(\tilde{x}) = 1 \) and, consequently, no mass is reflected from the surface \( Q_i(\tilde{x} + \tilde{c}_i \Delta t, t) = 0 \), the “normal” lattice-Boltzmann equation is recovered.

The undisturbed fraction of mass \( P_i \text{dist}^a(\tilde{x}) \) can be determined by calculating the disturbed fraction. The fraction of mass located in cell \( \tilde{x} \) that moves in the direction \( i \) and hits any facet \( S^a \) of the object is

\[
P_i \text{dist}(\tilde{x}) = \sum_a \frac{V_i^a(\tilde{x})}{\Delta V(\tilde{x})} \sum_a P_i^a(\tilde{x}) \ (\tilde{c}_i^*, \tilde{n}^a < 0).
\]

From Eq. (2.2) we obtain

\[
P_i \text{dist}(\tilde{x}) = \frac{1 - P_i \text{dist}(\tilde{x})}{\phi_i^a} \ (\tilde{c}_i^*, \tilde{n}^a < 0).
\]

To determine the amount of mass that reflects from the surface \( Q_i(\tilde{x} + \tilde{c}_i \Delta t, t) \), the total incoming mass per facet \( S^a \) must be calculated first. This mass, moving in the direction \( i \), can be calculated from \( P_i^a(\tilde{x}) \) and reads

\[
\Gamma_i^\text{in,a}(t) = \sum_x P_i^a(\tilde{x}) \left( \tilde{c}_i, \tilde{n}^a < 0 \right).
\]

Additionally, we must define how this mass is reflected into the fluid. In the case of the no-slip boundary condition at the surface, the bounce-back rule can be applied. In this case, the mass \( \Gamma_i^\text{in,a}(t) \) is reflected back in the opposite direction \( i^* \). Consequently,

\[
\Gamma_i^\text{out,a}(t) = \Gamma_i^\text{in,a}(t),
\]

where \( \Gamma_i^\text{out,a}(t) \) represents the mass that is reflected from the facet \( S^a \) in the direction \( i^* \). If we further assume that the reflected mass is uniformly distributed in the parallelepiped with volume \( \Phi_i^a \), the term \( Q_i(\tilde{x} + \tilde{c}_i \Delta t, t) \) can be calculated according to

\[
Q_i(\tilde{x} + \tilde{c}_i \Delta t, t) = \sum_a \frac{V_i^a(\tilde{x})}{\Delta V(\tilde{x})} \Phi_i^a \left( \tilde{c}_i^{*}, \tilde{n}^a > 0 \right).
\]

Now that \( P_i \text{dist}^a(\tilde{x}) \) and \( Q_i(\tilde{x} + \tilde{c}_i \Delta t, t) \) are known, Eq. (2.1) can be used as the lattice-Boltzmann equation for boundary cells.

**C. No-slip boundary condition for moving surfaces**

We now consider the implementation of the method described in the previous sections for an object moving through a fluid with a velocity \( u_b \). A modified set of equations for boundary cells can be set up, which is dependent on the geometrical quantities \( \Delta V(\tilde{x}, t) \), \( \Phi_i^a(t) \), \( V_i^a(\tilde{x}, t) \), and \( \tilde{n}^a(t) \) (the quantities are time dependent in the case of a moving surface). One of the equations represents the collision and propagation steps of the lattice-Boltzmann scheme and is an extended version of Eq. (2.1). The other equations relate to the changing position of the surface relative to the grid cells. Due to the motion of the surface, volumes of boundary cells change, new cells may appear and some cells may disappear into the object. Mass in these cells must be properly adjusted in order to avoid unphysical density fluctuations around the object.

**I. Modification of the propagation rule**

In order to establish the no-slip boundary condition for a moving surface, Eq. (2.1) is adjusted according to the method of Ladd for moving staircase shaped surfaces. We briefly describe this method first.
In the method of Ladd [3], the surface is situated exactly in between two grid nodes. During the propagation step, mass on a grid node adjacent to the surface is not only reflected into the fluid, but extra mass is transferred across the surface of the object to (or from) a grid node inside the object. When this amount of mass transferred is proportional to the surface velocity \( \dot{u}_b \), the no-slip boundary condition is established at the surface on the macroscopic level. By applying this procedure also for the grid node inside the object and by introducing fluid grid nodes throughout the entire object, mass is conserved. The modified propagation rule for the grid nodes adjacent to the surface inside and outside the object (in terms of densities) reads

\[
n_i(x + \xi_i, t + \Delta t) = n_i(x + \xi_i, t) + 2t_{p,i} \rho(x, t) \times (\dot{u}_b \cdot \xi_i)/c_s^2,
\]

(2.7)

where the \( t_{p,i} \) indicates the moment after the collision but before the propagation step. The speed of sound is denoted by \( c_s \) and \( t_{p,i} \) represents a direction dependent weight factor originating from the lattice-Boltzmann scheme (see also Sec. III A).

Analogous to the method of Ladd, Eq. (2.1) can be modified such that the velocity \( \dot{u}_b \) at the surface is recovered. The modified equation reads

\[
N_i(x + \xi_i, t) = P_i^{undist}(x) N'_i(x, t) + Q_i(x + \xi_i, t)
\]

\[+ B_i(x + \xi_i, t).
\]

(2.8)

Equation (2.8) represents the collision and propagation steps during a time shift \( t \rightarrow t^* \), where \( t^* \) denotes the moment before the surface is moved to a new position. The new term \( B_i(x + \xi_i, t) \) is comparable with \( 2t_{p,i} \rho(x, t) \dot{u}_b \cdot \xi_i/c_s^2 \) in Eq. (2.7), but is also dependent on geometrical quantities.

To enforce a velocity \( \dot{u}_b(t) \) at a facet \( S^a \), an extra amount of mass must be added to (or removed from) boundary cells. This extra amount of mass \( \Delta \Gamma_i^{oat,a}(\xi_i, t) \) is proportional to \( \dot{u}_b(t) \) and the volume fraction \( V_i(x, t)/\Delta V(x, t) \) and is equal to

\[
\Delta \Gamma_i^{oat,a}(\xi_i, t) = 2t_{p,i} \frac{V_i(x, t)}{\Delta V(x, t)} \frac{M(\xi_i, t) [\dot{u}_b(t) \cdot \xi_i] / c_s^2}{[\xi_i \cdot \dot{n}^a(t)] > 0},
\]

(2.9)

with \( M(\xi_i, t^*) = \sum_i N_i(x, t^*) \). Thus the extra mass, originating from all contributing facets to cell \( x + \xi_i, \Delta t \) and moving in direction \( i \) reads

\[
B_i(x + \xi_i, t) = \sum_{a} \Delta \Gamma_i^{oat,a}(\xi_i, t) \cdot \frac{[\xi_i \cdot \dot{n}^a(t)] > 0}{[\dot{u}_b(t) \cdot \xi_i] / c_s^2}.
\]

(2.10)

Following Aidun et al. [5], the total mass \( M(\xi_i, t^*) \) in cell \( \dot{x} \) on \( t = t^* \) is used in equation (2.9). This mass reads

\[
M(\xi_i, t^*) = \sum_{a} \sum_{i = \xi_i, \dot{n}^a(t) > 0} \{V_i(x, t)/\Delta V(x, t) \} [\dot{u}_b(t) \cdot \xi_i] / c_s^2
\]

(2.11)

where \( \tilde{M}(\xi_i, t^*) \) represents the total mass in cell \( \dot{x} \) after the collision and propagation steps but without the extra mass term \( B_i(x + \xi_i, t) \).

From the mass distribution in the boundary cells, the net flux of momentum, and therefore the net forces on each facet \( S^a \) can be calculated following

\[
\tilde{F}^a(t) = \frac{1}{\Delta t A^a} \left[ \sum_{[\xi_i \cdot \dot{n}^a(t)] = 0} \xi_i \Gamma_i^{in,a}(t) - \sum_{i = \xi_i, \dot{n}^a(t) > 0} \xi_i \Gamma_i^{out,a}(t) + \Delta \Gamma_i^{oat,a}(t) \right].
\]

(2.12)
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may result in large unphysical density fluctuations (and therefore pressure fluctuations). The mass in the boundary cells has to be adjusted such that the density in the cells is not affected by the discrete displacement of the surface. Hence

$$N_i(\tilde{x},t+\Delta t) = \frac{\Delta V(x,t+\Delta t)}{\Delta V(x,t)} N_i(\tilde{x},t^*).$$  \hspace{1cm} (2.13)

Second, new cells may appear and some cells may disappear during one time step. As proposed by Aidun et al. \cite{5}, new cells are filled with the equilibrium mass distribution, based on the surface velocity $\tilde{u}_b(t)$ and the averaged density of the surrounding cells. For new cells, the mass distribution reads

$$N_i(\tilde{x}_{\text{fluid}},t+\Delta t) = N_i^{eq}(\tilde{x}_{\text{fluid}},t+\Delta t).$$  \hspace{1cm} (2.14)

This may result in small physical errors, because the physical state of the fluid close to the surface is far from equilibrium. However, Aidun et al. found that applying the equilibrium distribution does not result in significant nonphysical fluctuations, although staircase shaped surfaces were used. We might expect that using the equilibrium distribution with the volumetric method presented in this paper will result in even smaller errors. When a new cell appears, its volume is very small. This implies a very small contribution of this cell to the volumetric bounce-back process. As a result, we might expect that the small nonphysical effects die away quickly after a few time steps.

The mass in the disappearing cells is considered to be lost,

$$N_i(\tilde{x}_{\text{object}},t+\Delta t) = 0.$$  \hspace{1cm} (2.15)

Third, in contrast to the method of Ladd [Eq. (2.7)] cells inside the object are not taken into account. Mass, represented by Eq. (2.10), is added to (or removed from) boundary cells outside the surface, which is not balanced by an inner grid cell. Consequently, mass in the computational domain is not a priori conserved globally.

Referring to the three issues concerning the mass balance in boundary cells, mass is added and removed, dependent on the position of the boundary cells with respect to the orientation of the surface. For closed surfaces (i.e., objects), the global mass change is very small. When density differences are small around the object, the mass added at one side is almost equal to the mass removed at the other side. It has been found that application of Eqs. (2.8), (2.13), (2.14), and (2.15) does not produce a significant extra amount of mass (see also Sec. III B).

3. Steps of the method

For each time step, the flow field around a moving object is calculated according to the following procedure.

1. Calculate the geometrical quantities $\Delta V(\tilde{x},t)$, $\Phi_i^{eq}(t)$, $V_i^{eq}(\tilde{x},t)$, and $N_i(\tilde{x},t)$. In cases where the trajectory of the object is known, these quantities can also be determined and stored before carrying out the simulations.

FIG. 3. Geometry moving with velocity $u_{b,x}$ in a fully periodic computational domain. A time-dependent body force $f(t) = [f_x(t),0,0]$ enforced the average fluid velocity in the x direction $\tilde{u}_x$ to be equal to zero at every cross-sectional area of the flow field.

2. Calculate the flow field for a fixed object, using the no-slip boundary technique described in Sec. II B.

3. Calculate $N_i(\tilde{x},t^*)$ in the boundary cells with Eq. (2.8) by adding the new term $B_i(\tilde{x}+\tilde{c}_i\Delta t,t)$ to the mass distribution.

4. Move the object over a distance $\Delta x = \tilde{u}_b(t)\Delta t$.

5. Calculate the mass distribution $N_i(\tilde{x},t+\Delta t)$ in the boundary cells according to Eqs. (2.13), (2.14), and (2.15).

III. SIMULATIONS

A number of simulations at Re=0.5 and Re=50 were performed to study the numerical consistency of the method and to compare the results with physical reality. All simulations relate to a periodic array of cubes or spheres, moving with a constant velocity $\tilde{u}_b=[u_{b,x},0,0]$. The computational domain contained $N_x \times N_y \times N_z$ grid cells and was periodic to all sides (see Fig. 3). A time-dependent body force $f(t) = [f_x(t),0,0]$ enforced the average fluid velocity in the x direction $\tilde{u}_x$ to be equal to zero at every cross-sectional area of the flow field (i.e., all fluid nodes in the y and z directions for a certain value of x). This body force was updated at every time step according to $\dot{f}(t+\Delta t) = [\alpha \tilde{u}_x + \beta f_x(t),0,0]$. An adequate rate of convergence was reached for $\beta = 0.95$ and $\alpha = -0.5(Re=0.5)$ or $\alpha = -0.005(Re=50)$. The time necessary to assume the system to be converged was roughly equal to $3N_x/u_{b,x}$ time steps.

For the validation of the numerical consistency, a moving array of cubes was chosen. The order of accuracy, the tendency towards grid independence, global mass conservation, and the dependence on the size of the facets were studied. In addition, comparisons were made to a fixed array of cubes immersed in a flow with a constant cross-sectional velocity $\tilde{u}_x = -u_{b,x}$. A cube was chosen here because the shape of a cube is not affected by the size of the facets.
For physical validation, a moving array of spheres was chosen. Extensive and detailed experimental data, analytical solutions, and reliable computational data on the flow field properties around a periodic array of spheres and a single sphere are available in literature (see Refs. [15–18] and references therein). The data comprise drag coefficients, streamline patterns, and pressure fields.

### A. Numerical setup

The Navier-Stokes equation was solved by means of the lattice-Boltzmann method. The scheme used in this paper was a 15-speed Bhatnagar-Gross-Krook (BGK) model [19] with a collision operator

$$\Omega_i(x, t) = -\omega [N_i(x, t) - N_i^eq(x, t)].$$  \hspace{1cm} (3.1)

For all simulations, $\Delta x = \Delta y = \Delta z = 1$ and $\Delta t = 1$. The discretized particle velocities $c_i$ are defined as follows:

$$c_i = \begin{cases} (0,0,0) & \text{for } i = 0, \\ (+1,0,0), (0,\pm 1,0), (0,0,\pm 1) & \text{for } i = 1, \ldots, 6, \\ (+1,\pm 1,\pm 1) & \text{for } i = 7, \ldots, 14. \end{cases}$$  \hspace{1cm} (3.2)

The grid used had a maximum size of $128 \times 128 \times 128$ cells. The surface of the geometry (cube or sphere) was defined by the triangular facets with edges of roughly equal size $\Delta f$ (see Fig. 1). The effect of the size of the facets on the flow field was studied by varying $\Delta f$ between 0.3 l.s. and 5.0 l.s.

The code was written in FORTRAN 77. The simulations were carried out on a Pentium III 700 MHz processor with 1 GB of memory capacity. A simulation of a moving object consisting of 360 facets, in a grid of $1.28 \times 10^6$ grid cells, took about 25 h (wall clock time) for 20,000 time steps.

### B. Numerical aspects

For studying the numerical aspects of the method, a moving array of cubes was chosen. The size of the cube $D$, its velocity, the size of the computational domain with volume $V_{\text{domain}} = N_x \times N_y \times N_z$, and the viscosity were varied. Two Re numbers were used: $Re = u_p D / \nu = 0.5$ and $Re = 50$. An overview of the tests performed can be found in Table I.

Case 1 refers to tests on global mass conservation, and is necessary because the method does not conserve mass explicitly (see Sec. II C 2). Comparison between simulations with a fixed and a moving periodic array of cubes at $Re = 0.5$ showed that the increase of mass was of the same order of magnitude in both cases, though the increase was somewhat larger for a moving array. For all simulations performed in this paper, the extra mass created per time step was in the order of $10^{-3}$. No significant dependence on the velocity of the cube, on its size, the viscosity, and the size of the domain was found. It may be concluded that the method described in this paper does not produce a significantly extra amount of mass and that the increase in mass may be attributed to numerical noise.

Although the mass increase is very small, pressures can be corrected for the change of total mass in the computational domain. Especially when pressure fields from different simulations are compared, a correction may be necessary. For a change in the total mass $M_{\text{tot}}$ with $\Delta M_{\text{tot}}$, the average density in the domain equals $\rho_{\text{corr}} = (M_{\text{tot}} + \Delta M_{\text{tot}}) / V_{\text{domain}}$, thus the pressure in each grid cell is

$$p = (\rho - \rho_{\text{corr}}) c_s^2.$$  

In case 2, the steady-state flow field of a moving array of cubes was compared with that of a fixed array at $Re = 0.5$ and $Re = 50$. The pressure field, drag force, and velocity field

<table>
<thead>
<tr>
<th>Case</th>
<th>Objective</th>
<th>Re</th>
<th>$u_{b,x}$</th>
<th>$\nu$</th>
<th>$D$</th>
<th>$N_x \times N_y \times N_z$</th>
<th>$\Delta f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Mass conservation</td>
<td>0.5,50</td>
<td>$\frac{1}{1728}, \ldots, \frac{1}{27}$</td>
<td>$\frac{1}{27}, \ldots, \frac{2}{3}$</td>
<td>4, ..., 32</td>
<td>$16^3$, ..., $128^3$</td>
<td>0.3, ..., 5.0</td>
</tr>
<tr>
<td>2.1</td>
<td>Moving vs fixed</td>
<td>0.5</td>
<td>$\frac{1}{27}$</td>
<td>$\frac{1}{5}$</td>
<td>8</td>
<td>$32^3$</td>
<td>1.0</td>
</tr>
<tr>
<td>2.2</td>
<td>Moving vs fixed</td>
<td>50</td>
<td>$\frac{1}{27}$</td>
<td>$\frac{4}{25}$</td>
<td>8</td>
<td>$96 \times 32 \times 32$</td>
<td>1.0</td>
</tr>
<tr>
<td>3</td>
<td>Drag force test</td>
<td>0.5,50</td>
<td>$\frac{1}{1728}, \ldots, \frac{1}{27}$</td>
<td>$\frac{1}{27}, \ldots, \frac{2}{3}$</td>
<td>4, ..., 32</td>
<td>$16^3$, ..., $128^3$</td>
<td>0.3, ..., 5.0</td>
</tr>
<tr>
<td>4</td>
<td>Grid independence and accuracy</td>
<td>0.5</td>
<td>$\frac{1}{48}, \ldots, \frac{1}{334}$</td>
<td>$\frac{1}{5}$</td>
<td>4, ..., 32</td>
<td>$16^3$, ..., $128^3$</td>
<td>1.0</td>
</tr>
</tbody>
</table>

The absolute value of the velocities $|\vec{u}|$ in this paper did not exceed $5$. Both l.s. and l.t. units.

---

1 All quantities in this paper were expressed in terms of the lattice units (l.s. lattice spacing) and (l.t. lattice time). Both l.s. and l.t. equal unity.
were studied. The flow field around the fixed array was calculated with the method for fixed objects (described in Sec. II B). Therefore, deviations between both cases may show additional effects caused by the extra term in Eq. (2.8) and the mass equations (2.13), (2.14), and (2.15). For the fixed array, the cross sectional average velocity was \( \bar{u}_z = -u_{b,z} \). By applying the transformation \( u_z \rightarrow u_z - u_{b,z} \) in the case of a moving array of cubes, both flow fields could be compared at a steady-state situation.

Case 2.1, where \( \text{Re} = 0.5 \), showed practically identical pressure contours for the moving and fixed arrays. The velocity profiles were almost identical as well, with very small deviations close to the surface of the cube (Fig. 4). The drag forces in both cases differed by 0.3\% only.

In case 2.2 (Re = 50), small pressure fluctuations with a frequency \( \tau^{-1} = u_{b,z} / \Delta x = \frac{v}{\Delta x} \) were observed for the moving array of cubes, which were not present in the case of a fixed array. These fluctuations are a numerical artifact and relate to the varying volume of the boundary cells and the surface velocity \( u_{b,z} \). For boundary cells with \( \Delta V(x,t) \) close to 0 or 1, the pressure in these cells was somewhat lower than for \( \Delta V(x,t) \) close to 0.5. In addition, the amplitude of these pressure fluctuations appeared to depend on the surface velocity \( u_{b,z} \). When the pressure field was compared to cases with the same Re number and geometrical setup, but with a lower velocity, it was found that increasing the surface velocity increases the amplitude. This might explain the fact that these fluctuations were not observed in case 2.1, where the velocity was significantly lower (\( u_{b,z} = \frac{v}{\Delta x} \)). When the pressure field was averaged over \( \tau \) time steps, a pressure field very similar to that around a fixed cube was obtained.

The velocity field of the moving cube was almost identical to that of the fixed cube, in spite of the small pressure fluctuations. To study the influence of the pressure fluctuations on the velocity field, the pressure gradient term \(- (1/p)(dp/dx)\) in the Navier-Stokes equation was examined. These local pressure gradients, which represent the fluctuating forces, caused a fluid element to be accelerated during \( \frac{1}{2} \tau \) time steps and then decelerated during the same number of time steps. This acceleration (deceleration) resulted in an increase (decrease) \( \Delta u_z \) of \( (1/p)(dp/dx) \) of the local velocity \( u_z \). For the simulation carried out here, the relative change in velocity compared to the local velocity amounted to \( \Delta u_z / u_z \% \). Moreover, fluid elements were accelerated and then decelerated, causing the net velocity change to be even smaller.

The drag force on the cube showed oscillations with the same frequency \( \tau^{-1} \) as the pressure field and the same dependence on the surface velocity and the position of the surface relative to the grid cells. However, when the drag force under steady-state conditions was averaged over a relatively large period (\( \Delta t = \Delta x / u_{b,z} \)), the drag force on the moving cube deviated only 0.4\% from the drag force on a fixed cube.

In case 3, the equation for the total force acting on each facet (Eq. (2.12)) was tested by comparing it to the forces derived from the total force balance in the domain. According to Eq. (2.12), the total force acting on the cube amounts to \( F_{\text{cube}}(t) = \Sigma_x \bar{F}^x(t) \). Because \( \bar{F}_{\text{cube}}(t) \) is the sum of the drag force and the buoyancy force [caused by the body force \( f_3(t) \) acting on the fluid], the drag force reads \( \bar{F}_{\text{d},3}(t) = \bar{F}_{\text{cube}}(t) / (1 - D^3 / V_{\text{domain}}) \).

The drag force can also be derived from the total force balance. The force balance in the domain reads \( \bar{F}_{\text{d},2}(t) + \bar{F}_{\text{buoyancy}} + \bar{F}_{\text{body}} = 0 \), hence the drag force is \( \bar{F}_{\text{d},2}(t) = \frac{V_{\text{domain}}}{N} \bar{F}(t) \).

For most simulations performed in this paper, the drag forces \( \bar{F}_{\text{d},1}(t) \) and \( \bar{F}_{\text{d},2}(t) \) were compared. For all simulations, the deviation was smaller than 0.1\%. We may therefore conclude that Eq. (2.12) accurately describes the force acting on a moving object.

In case 4, grid independence and accuracy in the drag force and velocity were examined. To this end, the resolution of the grid, the size of the domain \( N_x \times N_y \times N_z = L \), the size of the cube, and its velocity were varied, while the Re number, the kinematic viscosity, the size of the facets \( \Delta_f \), and the geometrical ratio \( D/L \) were kept constant (\( D/L = \frac{1}{2} \)). The drag force \( F_d \) on the cube and the velocity on several fixed points in the domain were recorded until a steady-state situation was reached. The smallest grid comprised \( N_x \times N_y \times N_z = 16 \times 16 \times 16 \) cells, the largest \( 128 \times 128 \times 128 \) cells. The accuracy was calculated for the drag force \( F_d \) acting on the cube and for the velocity \( u(x) = |\bar{u}(x)| \). The error in the drag force \( E_d = (F_d - F_d^*) / F_d^* \) and the error in the velocity, \( E_u = |u(x) - \bar{u}(x)| / u^*(x) \), were plotted on logarithmic scales against the relative grid spacing \( \Delta x / N_x = |u(x) - \bar{u}(x)| / u^*(x) \), and \( u^*(x) \) represent the drag force and the velocity, respectively. Both calculations were made on the grid with the highest resolution (\( L = L^* = 128 \)). The parameter \( E_u \) showed a deviation of 0.08\% from the second highest resolution; for \( E_d \), the deviation amounted to 0.1\%. The order of accuracy was determined by calculating the slope, which is about 2.8 for \( E_d \).
Fig. 5. Relative error in the drag force on a periodic array of cubes for different grid resolutions \((\text{Re}=0.5, \; \nu=\frac{1}{6}, \; \text{and} \; \Delta_f=1.0)\). The geometrical ratio \(D/L\) was kept constant \((D/L=\frac{1}{4})\), hence \(u_{b,x} = \Delta x^3/3L\Delta t\). Grid sizes in the range from \(L=16\) to \(L=128\) were used.

(Fig. 5) and 2.2 for \(E_u\) (Fig. 6). In contrast to the error in the drag force, the values of \(E_u\) did not fall on a straight line. Because the velocity converged more slowly to the real (physical) solution than the drag force, calculations at even higher resolutions should be performed. Nevertheless, as the slope did not change significantly for \(L^* > 64\), the slope may remain about 2 for \(L^* > 128\) (Fig. 7). It may be concluded that the simulations exhibit second-order accuracy in the velocity. Apparently, the accuracy of the lattice-Boltzmann scheme in the fluid is not degraded to a lower order by the boundary conditions. The simulations show third-order accuracy in the drag force and show a clear tendency towards grid independence.

C. Physical consistency

In order to compare the simulations with physical reality, two cases at different Re numbers were selected \((\text{Re}=0.5\) and \(\text{Re}=50)\). In both cases, calculations were performed for a periodic array of spheres under steady-state conditions. The diameter \(D\), the velocity \(u_{b,x}\) of the sphere, the size of the facets \(\Delta_f\), and the size of the computational domain \(N_x \times N_y \times N_z\) were varied (see Table II).

In case 5, the drag force on a periodic cubic array of moving spheres at \(\text{Re}=0.5\) was compared with Hasimoto’s analytical solution of the drag force for a dilute cubic array of spheres at Stokes flow [15]. The analytical drag force on a cubic array of moving spheres with diameter \(D\) and velocity \(u_{b,x}\) in a domain of size \(N_x = N_y = N_z = L\) and with a cross-sectional average velocity \(\bar{u}_x = 0\), reads

\[
F_{d,Has} = 3\pi \rho \nu D u_{b,x} \left(1 - 1.7601 \sqrt{\phi} + \phi - 1.5593 \phi^2 + \cdots \right)^{-1},
\]  

(3.4)

where \(\phi = \pi D^3/6L^3\) represents the volume fraction of spheres in the array.

For the simulations, spheres consisting of triangular facets \(S^a\) were used. The corners of the facets were situated at a distance \(D\) from the center of the triangulated sphere. The equivalent diameter of such a triangulated sphere can be derived from its surface and reads

\[
E_D = \frac{\Delta x}{D}.
\]

\[
\Delta x / D.
\]

Fig. 6. Relative error in the velocity for a periodic array of cubes at different grid resolutions. The order of accuracy amounted to 2.2, though the points were not situated exactly on a straight line. However, the use of higher resolutions will not result in a significant change of the slope (see also Fig. 10), hence the order of accuracy was approximately 2.

Fig. 7. Slope of the relative error in the velocity for a periodic array of cubes for different maximum grid sizes \(L^*\) \((e.g., \; \text{for} \; L^*=48, \; \text{only the velocities for the grid sizes} \; L=16, 24, 32, \; \text{and} \; 40 \; \text{are taken into account})\). For \(L^* \geq 64\), the slope remained approximately 2.
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To simulate Stokes flow properly, a suitable Re number had to be found first. For practical reasons, a velocity $u_{b,s}$ as high as possible was preferred, because this reduces the number of positions of the sphere that needs to be calculated. The viscosity was equal to $\frac{1}{3}$, hence a Re number as high as possible had to be found. For $D=8$, $L=32$, and $\Delta_f=2.0$, simulations were performed for Re numbers ranging from 0.1 to 1.0. No significant change in the drag force was observed for Re$\leq$0.5. Hence, Re$=0.5$ was small enough to consider the flow to be in the Stokes regime.

When the simulated drag force $F_{d,\text{sim}}$ was compared with the analytical drag force $F_{d,\text{Has}}$, dependence was observed on the grid spacing $\Delta x/D$, the size of the facets $\Delta_f$, and the viscosity $\nu$. The influence of these numerical effects had to be investigated first. Then, $F_{d,\text{sim}}$ and $F_{d,\text{Has}}$ were compared for a range of volume fractions.

In case 5.1, the dependence on the viscosity at Re$=0.5$ was studied. It is known that the bounce-back principle results in an unphysical dependence on the viscosity, which depends on the geometry of the surface (see, e.g., Refs. [7,9]). $\nu$ was varied within a range of $\frac{1}{3}$ to $\frac{1}{2}$. The drag force at small viscosities resulted in a too high value of $F_{d,\text{sim}}$, while at high viscosities the simulated drag force was too low. The results are shown in Table III. For $\nu=\frac{1}{2}$, the deviation was very small. This tendency was also found by Ladd [3], who compared the volume averaged diameter of the sphere with the hydrodynamic diameter $D_{\text{hydr}}$, resulting from the simulations. The hydrodynamic diameter can be obtained with Eq. (3.4), by inserting the simulated drag force.

In case 5.2, the dependence on the grid spacing and the facet size was studied. This was done by plotting the relative deviation from the equivalent diameter $E_D=(D_{\text{hydr}}-D_f)/D_f$ for different values of $\Delta x/D$ and $\Delta_f$ ($D/L=\frac{1}{4}$, $u_{b,s}=(\Delta x)^2/12L\Delta t$, $\nu=\frac{1}{5}$). For $\Delta_f=2.0$, the grid spacing was varied within the range of $\frac{1}{2}$ to $\frac{1}{4}$. It was found that $E_D$ was constant for $\Delta x/D<\frac{1}{4}$. Therefore, $E_D$ was determined for $\frac{1}{4}<\Delta x/D<\frac{1}{4}$ for other values of $\Delta_f$. The results for a range of $\Delta x/D$ and $\Delta_f$ are shown in Fig. 8. $E_D$ depends linearly on the facet size, the slope of this linearity varying with the grid spacing. A larger value of $\Delta x/D$ resulted in a steeper slope. Thus, for small geometries (relative to the grid spacing), the effect of reducing the facet size on the calculations was stronger than in the case of large ones. From Fig. 8 we also might expect that for $\Delta x/D<\frac{1}{4}$ and $\Delta_f\rightarrow0$, $E_D$ is more or less independent of the grid spacing and the facet size. In this case, the remaining deviation amounted to approximately 1.5%. This deviation is likely to be caused by the unphysical dependence on the viscosity, originating from the bounce-back principle applied in the method presented in this paper. The question remains, however, to what extent the viscosity is responsible for this deviation. For practical situations, the equivalent diameter $D_A$ can be corrected for this effect by introducing a hydrodynamic diameter $D_{\text{hydr}}$. This hydro-
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**Fig. 9.** Comparison of the analytically obtained and simulated drag force [in terms of drag coefficients $C_d=F_d/(\pi u_{b,s}^2 \rho D^2)$] for a range of volume fractions in a cubic array of spheres. Simulations were carried out for different $D$, $L$, and $u_{b,s}$. The viscosity $\nu$ amounted to $\frac{1}{5}$ and Re was equal to 0.5.
In case 5.3, the analytically obtained drag force was compared with the force resulting from the simulations for a range of volume fractions \( \phi \) (Fig. 9). The simulated drag force was not corrected by the introduction of a hydrodynamic diameter. It was found that the difference between the simulated and the analytical drag forces was smaller than 1.5% for volume fractions \( \phi < 0.05 \). For \( \phi = 0.1 \), the difference amounted to 3.8%, which may be due to Hasimoto’s solution being only applicable to dilute systems.

In case 6, the flow field of an array of moving spheres at \( \text{Re} = 50 \) was compared with the experimental and the simulation data on a fixed single sphere in a moving infinite medium [16–18]. The length of the grid \( (N_x) \) was increased to examine whether the flow field would approach the case of a single sphere because of the increasing distance between the spheres. At \( \text{Re} = 50 \), the flow field is steady and axisymmetric. The flow field properties considered are the drag force \( F_d \), the pressure field, and some characteristics of the streamline pattern (see Fig. 10). Simulations were performed for \( D = 20 \), \( u_{b,z} = \frac{1}{27} \), \( \Delta_y = 2.0 \), and \( \nu = \frac{5}{27} \). The equivalent diameter \( D_A \) of the sphere was 19.92, where \( \text{Re} = 49.8 \). The length of the grid ranged from \( N_x = 100 \) to \( N_x = 300 \). The other dimensions were fixed: \( N_y = N_z = 80 \).

**TABLE IV.** Drag force and streamline characteristics for a sphere in flow field of different lengths \( N_x \) at \( \text{Re} = 49.8 \).

<table>
<thead>
<tr>
<th>( N_x )</th>
<th>( F_d )</th>
<th>( C_d )</th>
<th>( s/D )</th>
<th>( d^*/D )</th>
<th>( l/D )</th>
<th>( \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>2.12</td>
<td>1.06</td>
<td>0.33</td>
<td>0.37</td>
<td>0.11</td>
<td>36</td>
</tr>
<tr>
<td>150</td>
<td>2.48</td>
<td>1.23</td>
<td>0.37</td>
<td>0.40</td>
<td>0.13</td>
<td>37</td>
</tr>
<tr>
<td>200</td>
<td>2.90</td>
<td>1.44</td>
<td>0.39</td>
<td>0.41</td>
<td>0.14</td>
<td>38</td>
</tr>
<tr>
<td>300</td>
<td>3.22</td>
<td>1.60</td>
<td>0.42</td>
<td>0.41</td>
<td>0.15</td>
<td>39</td>
</tr>
</tbody>
</table>

Infinite field | 3.24 | 1.61\(^a\) | 0.42\(^b\) | 0.42\(^b\) | 0.14\(^b\) | 40\(^b\) |

\(^a\)Roos and Willmarth [17].

\(^b\)Taneda [16].

For the cases 6.1 and 6.2, it was found that, for \( N_x = 300 \), the drag force and the streamline properties showed good agreement with the experimental data from literature (see Table IV). In contrast to the moving array of spheres at \( \text{Re} = 0.5 \) (case 5), no significant numerical effect of the viscosity on the hydrodynamic diameter was found. A possible explanation is that at \( \text{Re} = 49.8 \), the effect of the viscous forces on the flow is small compared to that of the inertial forces.

For the pressure field (case 6.3), simulation data were used from Johnson and Patel [18] who performed very accurate calculations on the flow field properties around a single fixed sphere. They calculated the total pressure coefficient, \( C_{p*} = (p^* - p_x^*)/\frac{1}{2} \rho U_a^2 \). Because of the presence of a body force, the total pressure coefficient in this paper was

\[
C_{p*} = \frac{p - f_x^* - p_x^*}{\frac{1}{2} \rho U_a^2},
\]

with \( p_x^* \) as a reference pressure. The total pressure coefficient resulting from the simulations showed a similar pattern [Fig. 11(b)] and a reasonable agreement with the results from Johnson and Patel [Fig. 11(a)]. The pressure field resulting from our simulations was somewhat more stretched, because of the relatively small distance between the spheres in the \( y \) and \( z \) directions. In this case, the velocity of the fluid is higher between the spheres and results in a local reduction of the pressure.

**IV. CONCLUSIONS AND OUTLOOK**

A method for moving objects in the lattice-Boltzmann schemes has been presented. In this method, objects of arbitrary shape and size can move through the grid independent of the position of the nodes. Simulations demonstrate a good agreement with real life concerning the drag force acting on the object, the velocity field, and the pressure. Results on the velocity for a moving array of cubes show second-order ac-
accuracy, the drag force acting on the cubes third-order accuracy in the grid spacing. The accuracy appeared to be independent of the position of the surface and therefore does not decrease the order of accuracy of the lattice-Boltzmann scheme itself (which is of second order). Next to the grid spacing, the resolution of the surface can be used as an additional parameter to increase the accuracy, because the surface resolution is decoupled from the grid resolution. Especially for small curved objects (compared to the grid spacing), the effect of the surface resolution on the accuracy is most profound.

The method develops small fluctuations in the pressure field that depends on the surface velocity. It is shown that the velocity field is not significantly affected by these fluctuations. The correct pressure field is obtained by averaging the pressure over the period of one fluctuation. While the hydrodynamic diameter depends on the viscosity at $\text{Re}=0.5$, this numerical artifact is not found in the case of $\text{Re}=50$; this might be due to the small impact of the viscosity on the flow for $\text{Re} \gg 1$. For lower Re numbers, a correction on the hydrodynamic diameter may compensate for this numerical artifact.

Our method can easily be extended to systems with freely moving objects, where the motion of the object is determined by the flow. With Eq. (2.12), the force acting on the object can be accurately calculated. As a result, the translational and rotational motion of a particle moving freely through the fluid can be simulated at great accuracy. In systems with hundreds of particles (e.g., suspensions of particles), our method may be computationally too demanding because the geometrical quantities $\Delta V(x,t)$, $\Phi^a(t)$, $V^a(x,t)$, and $\vec{n}^a(t)$ have to be recalculated for each time step. In the case of equally sized particles, however, these geometrical quantities can be calculated for a fixed number of positions and stored before the simulation is carried out, since only the positions relative to the grid cells have to be calculated [e.g., a particle at position $\vec{x}=(x_1,y_1,z_1)$ results in the same geometrical quantities as a particle at position $\vec{x}=(x_1 \pm 1,y_1 \pm 1,z_1 \pm 1)$].

For turbulent flow around moving surfaces (e.g., an impeller in a stirred vessel), an additional algorithm can be implemented, which accounts for the turbulent boundary layer at a solid wall [12]. This algorithm enables us to impose a tangential force at the surface as an arbitrary function of the flow field properties in the vicinity of the surface. In this way, wall functions can be applied.

Scalar transport around moving boundaries can be easily introduced in the method. Due to the exact definition of the surface, the scalar quantity can be accurately determined at the surface. No unphysical transport occurs from the fluid to the nodes inside the object, because the surface is closed. This enables us to treat the scalar transport inside the object separately if necessary.
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