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Abstract

Large eddy simulations (LES) and Reynolds-averaged Navier–Stokes (RANS) calculations were performed on the 4ow in a ba5ed
stirred tank, driven by a Rushton turbine at Re = 7300. The LES methodology provides detailed 4ow information as velocity 4uctuations
are resolved down to the scale of the numerical grid. The Smagorinsky and Voke subgrid-scale models used in the LES were embedded
in a numerical lattice-Boltzmann scheme for discretizing the Navier–Stokes equations, and an adaptive force-=eld technique was used for
modeling the geometry. The uniform, cubic computational grid had a size of 2403 grid nodes. The RANS calculations were performed
using the computational 4uid dynamics code CFX 5.5.1. A transient sliding mesh procedure was applied in combination with the
shear-stress-transport (SST) turbulence closure model. The mesh used for the RANS calculation consisted of 241464 nodes and 228096
elements (hexahedrons). Phase-averaged and phase-resolved 4ow =eld data, as well as turbulence characteristics, based on the LES and
RANS results, are compared both mutually and with a single set of experimental data.
? 2004 Elsevier Ltd. All rights reserved.
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1. Introduction

The 4ow structures in a turbulently stirred tank are highly
three-dimensional and complex with vortical structures and
high turbulence levels in the vicinity of the impeller. Under
action of a revolving impeller, the 4uid is circulated through
the tank. Mixing is enhanced by ba5es along the tank wall
preventing a solid-body rotation of the 4uid.

As stirred tanks have always played an important role
in industry, the understanding of the 4ow phenomena en-
countered in such tanks have been subject of research stud-
ies. These often document power number—Reynolds num-
ber relationships, and circulation times, characterizing the
global 4ow =eld. Also integral investigations for selected
stirrer/vessel combinations were used to derive scaling rules.
In modern chemical engineering, however, there is an in-
creasing demand for local 4ow information. For instance,
yield prediction of chemically reacting 4uids for a speci=c
reactor is diEcult, since most industrial 4ows are highly
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turbulent, inhomogeneous, time dependent, and cover a wide
range of spatial and temporal scales (Van Vliet et al., 2001).
In other applications, mixing at the small scales is important
since rate-limiting phenomena take place at these scales. For
example, droplet breakup is controlled by the dissipation
rate of turbulent kinetic energy at the scale of the drop size,
and the sizes of the turbulent eddies at this scale (Tsouris
and Tavlarides, 1994; Luo and Svendsen, 1996).

Many investigations to date have been concerned with
the 4ow in tanks stirred by a Rushton impeller as they are
used for a wide range of industrial processes. This impeller
induces a strong radial discharge stream. In the wakes behind
the impeller blades, three dimensional vortices are formed.
The variation of the radial velocity in the impeller discharge
4ow due to the passage of the impeller blades was found
to cause an increase of the turbulence levels (Van’t Riet
and Smith, 1975). This non-random part of the turbulent
4uctuations is sometimes presented as ‘pseudoturbulence’.

Detailed 4ow measurement techniques, such as laser
doppler anemometry (LDA) and particle image velocime-
try (PIV) (Sharp and Adrian, 2001) are suitable for the
investigation of highly vortical 4ows, and are able to re-
solve large-scale as well as small-scale 4ow structures.
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LDA investigations have identi=ed the formation of the
trailing vortex pair behind each impeller blade and pro-
vided information about the 4ow periodicity in the impeller
vicinity and its associated increase of the turbulence levels
(e.g. Yianneskis et al., 1987; SchMafer et al., 1998). LDA
has proven to be more accurate in the measurement of
4ow =elds in stirred tank reactors than other techniques
(e.g. pitot-tubes, hot-wire anemometers), since it provides
4ow information even in unsteady and highly turbulent
4ow regions as well as in the return 4ow areas of the tank
and it operates without 4uid contact. However, parameters
dominating the smallest scales (energy dissipation rates,
spectral information at small scales, shear rates) are hardly
accessible for this technique.

Since computational resources increase year-by-year,
detailed computational information about the 4ows at the
scales relevant to mixing, chemical reactions and phys-
ical processes (e.g. bubble breakup, particle collisions)
can be obtained at a fraction of the cost of the corre-
sponding experiment. Consequently, computational mod-
eling of the 4ow has become an alternative route of de-
scribing 4ows in stirred-tanks. One of the options is a
direct numerical simulation (DNS), which resolves all
turbulent length and time scales by directly integrating
the Navier–Stokes equations using a very =ne grid. A
direct simulation of stirred tank 4ow at industrially rel-
evant Reynolds numbers (Re¿ 104) is not feasible, as
the resolution of all length and time scales in the 4ow
would require enormous amounts of grid cells and time
steps. Even at the lower limit of the turbulent regime
(Re = 7300) considered here, a true DNS would re-
quire very =ne grids in the critical 4ow regions (such
as the impeller swept volume) in order to fully resolve
the 4ow. Bartels et al. (2001) have attempted a DNS
for the same model system operating at Re = 7300 us-
ing a clicking/sliding mesh technique for the coupling
of the rotating and =xed frame of reference. They as-
sumed twofold periodicity of the solution domain, to keep
the computational cost at an acceptable level, and the =-
nite thickness of the blades and disk was not taken into
account.

We have used the technique of large eddy simulation
(LES). In LES, the Navier–Stokes equations are low-pass
=ltered. This way, the range of the resolved scales is re-
duced by the numerical grid, and the ePect of the unresolved
subgrid scales on the resolved large scales is taken into
account with a subgrid-scale model. It has been proven
to be a powerful tool to study stirred-tank 4ows (Eggels,
1996), as it accounts for its unsteady and periodic behav-
ior and it can ePectively be employed to explicitly resolve
the phenomena directly related to the unsteady boundaries
(the impeller blades). The LES methodology embedded
in the lattice-Boltzmann solver has been successfully ap-
plied to single phase 4ow phenomena (macro-instabilities
in a stirred tank by Hartmann et al. (2004)) as well as
multiphase systems (solids suspension in a stirred tank by

Derksen (2003)). With LES, the computational ePort is
high but smaller than that of a DNS.

Most of the computational 4uid dynamics (CFD) simula-
tions solve the Reynolds-averaged Navier–Stokes (RANS)
equations in combination with a closure model for the
Reynolds stresses. Flow periodicity and unsteadiness are
taken into account with the sliding mesh procedure, in
which the geometry of the individual blades is modeled
using a grid rotating with the impeller, whereas the bulk
4ow is calculated with a stationary frame. In contrast to
LES, in the RANS approach it is diEcult to distinguish
the part of 4uctuations, that is explicitly resolved and
the part represented by the Reynolds stresses. Contrary
to the DNS work of Bartels et al. (2001), the full solu-
tion domain has been simulated in the present LES and
RANS simulations, and the blades and disk were of =nite
thickness.

Nowadays, the RANS approach is commonly applied for
the calculation of the complex 4ows in large-scale indus-
trial reactors. As computational resources are expected to
increase further in future, detailed local 4ow information
of industrial, chemical reactors becomes within reach. As
a result, the LES methodology is believed to become an
engineering tool. Therefore, extensive comparisons with ex-
perimental data and RANS predictions are necessary, which
was the purpose of the work presented in this paper. The
4ow geometry considered in this research was a Rushton
turbine stirred vessel. In the LES, the standard Smagorin-
sky subgrid-scale model and the Voke subgrid-scale model
were adopted for turbulence modeling. For the RANS cal-
culation, the shear-stress-transport (SST) model was used.
First, the behavior of the LES subgrid-scale models is
checked. Subsequently, comparisons of the velocity and tur-
bulent kinetic-energy =elds are made, phase-averaged and
phase-resolved (near impeller). Attention is also paid to the
computed energy dissipation =eld and the (an)isotropy of
the 4ow =eld. These latter predictions are hardly accessible
experimentally, but they are of interest for many mixing
applications.

2. Stirred vessel con�guration

The stirred vessel reactor used in this research was a
standard con=guration cylindrical vessel of diameter T =
150 mm, with four equispaced ba5es of width 0:1T with
a small clearance of 0:017T and a liquid column height of
H = T , as shown in Fig. 1. A lid was positioned at height
H , to prevent entrainment of air bubbles.

The working 4uid was silicon oil of density 1039 kg=m3

and dynamic viscosity 15:9 mPa s. The impeller rotational
speed was 2672 rpm, resulting in a 4ow Reynolds number
(Re = �ND2=�, � is the 4uid density, � is the 4uid dynamic
viscosity and N is the impeller rotational speed in rev/s) of
7300 and a tip speed of 7 m=s.
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Fig. 1. Cross-section of the tank (left). Plan view (middle) and cross-section (right) of the impeller. At the top level there is a lid. The impeller is a
Rushton turbine.

3. Experimental method

As a standard LDA system only supplies 4ow informa-
tion at a single point, data acquisition was automated to
enable a rapid determination of the entire 4ow =eld. A mul-
tifunctional stirrer test rig has been developed at the Insti-
tute of Fluid Mechanics (LSTM), and the entire measuring
circuit was refractive index matched. The rotational speed
of the impeller was measured by means of an optical shaft
encoder, which was coupled to the impeller shaft. The de-
tailed experimental results reported in this paper are taken
from (SchMafer, 2001). More detailed description of the ex-
perimental setup can be found in the paper of SchMafer et al.
(1997) that reports results conducted at Re = 1200, and the
experimental procedure is described by SchMafer et al. (1998).

The vertical measurement plane was located midway be-
tween two ba5es. The complete phase-averaged 4ow =eld
was measured with a high resolution of 4 mm in axial and
radial directions. Phase-resolved measurements in a range
of 0◦–60◦ behind the blade were made in the vicinity of the
impeller stream with a resolution in axial and radial direc-
tions of 1 and 2 mm inside and outside the impeller swept
volume, respectively. The measurements were performed for
the axial, radial and tangential mean velocity components
and their corresponding RMS levels.

4. Computational method

4.1. RANS simulation

The three dimensional simulations were performed using
the computational 4uid dynamics code CFX version 5.5.1, a
=nite-volume-based computational 4uid dynamics analysis
program, which solves the Navier–Stokes equations. Tur-
bulence was modeled using the SST model (Menter, 1994),
which is a combination of the k–! model near the wall and
the k–� model away from the wall. In this way, both mod-
els are used in areas where they perform best. The reason
for making use of this model was that the mesh was well
resolved, resulting in y+ values that tended to be lower than
11. By using the SST model, CFX-5 uses an automatic wall
function, which blends smoothly between a low Reynolds

formulation and a standard log-wall function. This gives a
more accurate representation of the friction at the wall in
the areas where y+ is smaller than 11.

For the mixing vessel simulations performed, the com-
putational mesh is made up of two parts: an inner rotating
cylindrical volume enclosing the impeller, and an outer, sta-
tionary, annular volume containing the rest of the vessel.
The sliding mesh procedure was applied, which is in fact
a transient method. At each time step the inner grid is ro-
tated with a small incremental angle, and the 4ow =eld is
recalculated taking into account the additional velocity due
to the motion of the grid. The location of the interface be-
tween the two volumes was such that the region of 4ow pe-
riodicity was contained within the sliding mesh. The mesh
used for the RANS simulation consists of 241; 464 nodes
and 228; 096 elements (hexahedrons). An illustration of the
computational mesh is given in Fig. 2.

In the sliding mesh procedure, the transient rotor-stator
frame change model was used, which predicts the true tran-
sient interaction of the 4ow between a stator and rotor pas-
sage. This model forms part of the general grid interfaces
(GGI), which refers to a class of grid connection technol-
ogy (CFX-5, 2002). As a consequence of the sliding mesh
technique, the computer resources are relatively large, in
terms of simulation time, disk space and quantitative post
processing of the data.

Upon simulation, a blended advection scheme for the
momentum and continuity equations was used to minimize
ePects of false diPusion. This scheme is based on upwind-
ing along a streamline with the addition of numerical ad-
vection correction (NAC). With a blending factor of 1, the
scheme is fully second-order but not bounded. Therefore,
a high-resolution scheme has been used for the turbulence
model equations. This scheme is also a blend between a
=rst-order and second-order scheme, but here the blending
factor is calculated based on the solution. The high reso-
lution scheme is always bounded, and therefore does not
cause overshoots or undershoots in the solution. Hence, this
scheme is suitable for variables that are always positive (like
k, � and !) or bounded (e.g. volume fractions).

First a run was made with a relatively large time step
of 1:25 ms (corresponding to 20◦ of impeller rotation), in
order to allow the solution to reach a quasi-steady state.
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(a) (b)

Fig. 2. Vertical (a) and horizontal (b) view of the mesh in the RANS calculations.

The run has then been carried on with a smaller time step
of 250 �s (i.e. 4◦ of impeller rotation). Per time step 10
iterations were performed. Typically within every time step,
the RMS residuals at the end of the time step are three
orders of magnitude smaller than at the beginning of the
time step, which indicates a reasonable level of convergence.
The simulation was run on Xeon dual processors (Pentium
IV) machines (Dell) with 2 Gb of memory, 2 GHz clock
frequency and a Linux operating system. The =nal run was
done on six processors in parallel.

4.2. Large eddy simulation

In a LES, the small scales in the 4ow are assumed to be
universal and isotropic (i.e. independent of the speci=c 4ow
geometry). The ePect the small scales have on the larger
scales is modeled with a subgrid-scale model. In this re-
search, the well-known Smagorinsky model (Smagorinsky,
1963) was used. This is an eddy-viscosity model with a
subgrid-scale eddy viscosity, �e, which is related to the lo-
cal, resolved deformation rate:

�e = �2
mix

√
S2; (1)

where �mix is the mixing length of the subgrid-scale motion
and S2 is the resolved deformation rate, de=ned as

S2 =
1
2

(
@ui

@xj
+

@uj

@xi

)2

(2)

with ui the resolved ith velocity component. Note the sum-
mation convention over the repeated indices i; j. In the
standard Smagorinsky model, the ratio between the mixing
length and the lattice spacing, �, is constant, called the
Smagorinsky constant (cs). However, near the walls, the
subgrid-scale stresses should vanish, which is not auto-
matically guaranteed in the standard Smagorinsky model.
In general, this is accomplished by a reduction of the
length scale �mix towards the wall. In this research, the

Van Driest’s wall damping function (Van Driest, 1956)
is used at the tank walls, which determines the mixing
length as

�mix = cs�
(
1 − e−(y+=A+)

)
; (3)

where y+ denotes the distance from the wall in viscous
wall units (y+ = yu�=�, u� is the so-called friction velocity)
and A+ is a constant taken equal to 26. A value of 0:10
was adopted for cs, which is a typical value used in LES
computations of shear-driven turbulent 4ows (Piomelli
et al., 1988).

At relatively low Reynolds numbers (Re=2000–10,000)
and a =ne grid, as is the case in this research, the 4ow in
quiescent regions in the tank is completely resolved. Still,
the Smagorinsky model predicts a nonzero eddy viscosity
in these regions (Eq. (1)). According to Voke (1996), the
Smagorinsky model is valid for high �e=� numbers, that is for
high Reynolds numbers. Based on a form of the dissipation
spectrum proposed by Pao (1965), a modi=ed Smagorinsky
model was introduced by Voke (1996), which is also appli-
cable for relatively low �e=� numbers:

�e;V = �e − ��
(
1 − e−(�e=��)

)
(4)

with �= 2
9 , �e is the Smagorinsky eddy viscosity and �e;V is

the Voke eddy viscosity. Fig. 3 illustrates the deviation of the
Voke eddy viscosity with respect to the Smagorinsky eddy
viscosity. For large �e=� numbers the Voke eddy viscosity
approaches the Smagorinsky eddy viscosity and for small
�e=� numbers (i.e. more or less resolved 4ow) the Voke eddy
viscosity is greatly reduced. For example, for �e=� = 10 and
�e=� = 1 the eddy viscosity is reduced with 2:2% and 22%,
respectively.

With a view to the 4ow system studied at a Reynolds
number at the lower limit of the turbulent regime, we com-
pared the performance of the Voke subgrid-scale model (be-
cause of its adequacy at ‘low’ Reynolds numbers) with that
of the commonly used Smagorinsky model. Hence, more
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Fig. 3. The Voke subgrid-scale model, Eq. (4). While at large �e=� numbers
the Voke eddy viscosity (dashed line) approaches the Smagorinsky eddy
viscosity (solid line), at small numbers it is signi=cantly reduced.

advanced models like the mixed-scale models and dynamic
models (see, e.g. Lesieur and Metais, 1996) have not been
attempted in this work. Derksen (2001) has assessed the
structure function model with the same numerical scheme
as has been used here, but this model did not lead to signif-
icant changes in the results.

For the LES, a uniform, cubic computational grid of 2403

lattice cells was de=ned. The diameter of the tank corre-
sponds to 240 lattice spacings, resulting in a spatial resolu-
tion of T=240 = 0:625 mm. A lattice-Boltzmann numerical
solver has been used for the =nite-diPerence solution of the
=ltered momentum equations (Derksen and Van den Akker,
1999). This scheme is based on a microscopic model of
many particles that can shu5e and collide on the numerical
grid according to completely local collision rules. It can be
shown that in the incompressible limit the macroscopic be-
havior of the particles obeys the Navier–Stokes equations
(Chen and Doolen, 1998). In the current work, N = 1

2900 , that
is, the impeller makes a full revolution in 2900 time steps
(one time step equals (2900N )−1 = 7:74 �s). The diameter
of the impeller equals 80 lattice spacings. As a result, the
tip speed, vtip, of the impeller was 0:09 (in lattice units, i.e.
lattice spacings per time step), which is suEciently low for
meeting the incompressibility limit in the lattice-Boltzmann
discretization scheme.

At the bottom and top of the tank a no-slip boundary con-
dition was imposed. Inside the computational domain, the
cylindrical tank wall, the ba5es, the impeller, and the im-
peller shaft were de=ned by sets of points. A forcing algo-
rithm (Derksen and Van den Akker, 1999) takes care of the
no-slip boundary conditions at these points. The algorithm
calculates forces acting on the 4ow in such a way that the
4ow =eld has prescribed velocities at points within the do-
main. As a geometry point does not need to coincide with
the lattice nodes, interpolation (second order) of the 4ow
velocities at the surrounding lattice sites is used to obtain
the 4ow velocity at that point. The spacing between the ge-

ometry points has to be set such (i.e. smaller than a lattice
spacing), that the 4uid cannot penetrate at the surface of e.g.
an impeller blade. This technique is very 4exible, as there
is no need for building a new computational mesh when
adapting the geometry.

On every grid node 21 (18 directions for the LB par-
ticles and three force components) single-precision, real
values need to be stored. The memory requirements of
the simulation are proportional to the grid size, resulting
in an executable that occupies 2403 × 21 × 4 ≈ 1:16 GB
of memory. The simulations where performed on an
in-house PC cluster with Intel 500 MHz processors us-
ing a MPI message passing tool for communication. The
simulations were run on four or six processors in parallel.
Since the entire tank was simulated, statistical informa-
tion of the 4ow was stored in four vertical planes midway
between two ba5es. Hence, four statistically indepen-
dent realizations of the 4ow contributed to the averaging
procedure. The results were averaged over 15 impeller
revolutions.

5. Results

5.1. Behavior of the subgrid-scale models

Because the Reynolds number investigated in the present
work is at the lower limit of the turbulent regime (Re=7300),
the performance of the two subgrid-scale models applied in
the LES should be checked. As a =ne-grid resolution was
used, the results of the LES performed might nearly resemble
the results of a DNS.

Fig. 4 shows phase-averaged plots of the eddy viscosity
distribution in a vertical plane midway between two baf-
4es for both subgrid-scale models applied. The results of
the eddy viscosity distribution for both subgrid-scale mod-
els clearly show that the eddy viscosity in the bulk 4ow is
less than 10% of the kinematic viscosity. From that it can be
concluded that the Kolmogorov scale in the bulk 4ow be-
comes of the order of the grid spacing, and as a consequence
the results would resemble those of a DNS. However, in the
impeller region and the discharge 4ow the eddy viscosity
becomes of the order of the kinematic viscosity. Moreover,
instantaneous realizations showed eddy viscosities of two to
four times the kinematic viscosity. As a result, the present
grid resolution would have been too coarse to capture all the
turbulent scales. A DNS with the present grid resolution may
therefore not accurately capture the 4ow phenomena occur-
ring in the impeller region and the discharge 4ow where
most of the mixing takes place. The authors note that for
further evaluations of the subgrid-scale models, the present
results should also be compared to those of a DNS with the
same grid resolution. Further evaluations of the Smagorin-
sky model at a higher Reynolds number (i.e. Re = 29; 000)
with the same numerical scheme as is used in the present
work are presented in the paper by Derksen and Van den
Akker (1999).
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Fig. 4. Phase-averaged plot of the eddy viscosity. (a) LES: Smagorinsky model, (b) LES: Voke model.

A direct comparison between Fig. 4a and b shows a reduc-
tion of the Voke eddy viscosity with respect to the Smagorin-
sky eddy viscosity. The relative reduction of the eddy
viscosity in the bulk 4ow is more pronounced than in the
impeller out4ow region, as expected (see Fig. 3).

5.2. Phase-averaged <ow =eld and turbulence levels

In comparing the LES results with experimental and
RANS- based data, the focus is =rst on the global,
phase-averaged 4ow =eld. Fig. 5 shows the experimental,
RANS- and LES-based results of the global, phase-averaged
4ow =eld and its associated turbulent kinetic energy levels,
midway between two ba5es. The dominant 4ow features
are the large two circulation loops, one below the impeller
with downward 4ow near the tank wall and upward 4ow
near the axis and one above the impeller with upward 4ow
near the tank wall and downward 4ow near the axis. The
upper circulation loop does not extend to the top of the
tank, and consequently the 4uid volume in the upper part of
the tank (about 14–18% of the total tank volume) is badly
mixed.

The LES for both subgrid-scale models (see Fig. 5c and
d), as well as the RANS simulation show good correspon-
dence with respect to the form and center of the lower
circulation loop. With respect to the upper circulation loop,
a deviation of the separation point is observed between
the LES and experimental results. The experimental re-
sult shows an average upward 4ow near the tank wall till
z=T = 0:8, whereas the LES results with the Smagorinsky
and Voke model show an upward 4ow till z=T = 0:73 and
0:7, respectively. The separation location of the upper circu-
lation loop (z=T =0:8) has been well captured by the RANS
simulation, although the latter shows some spurious 4ow at
the top of the tank. It is believed that this spurious 4ow is
associated with the fact that the run has not fully reached its

pseudo-stationary state, since it is more pronounced in the
early stages of the simulation (not shown). The circulation
in the lower circulation loop is stronger compared to the ex-
perimental result. We further note that the k–� and DNS re-
sults of Bartels et al. (2001) also predict the wall separation
point at a too low position (z=T = 0:7).

Velocity 4uctuations in a turbulently stirred tank are partly
periodic (directly related to the blade passage frequency) and
partly random (turbulence). As a result, the kinetic energy
can be divided in a random part and a coherent part. The
total kinetic energy, ktot, in the velocity 4uctuations is

ktot = kcoh + kran = 1
2 (u

2
i − ui

2); (5)

where kcoh and kran are the coherent and random contribu-
tions to the total turbulent kinetic energy, respectively. Note
the summation convection over the repeated index i. The
(time) averages are over all velocity samples, irrespective
of the angular position of the impeller.

The random part of the kinetic energy can be determined
if phase-resolved average data are available:

kran = 1
2 (〈u2

i!〉 − 〈ui!
2〉) (6)

with ui! the ith resolved velocity component sample at the
angular position !. Consequently, the time averages are over
the velocity samples at the angular position !. The notation
〈 〉 denotes averaging over all angular positions.

The kinetic energy in a LES is partly resolved and partly
unresolved. The kinetic energy residing at the subgrid lev-
els can be estimated based on isotropic, local-equilibrium
mixing-length reasoning (Mason and Callen, 1986). A com-
parison between the grid-scale and subgrid-scale kinetic en-
ergy (instantaneous realization) in a midway ba5e plane
showed that about 0:1% of the kinetic energy is at the
subgrid-scale level near the impeller and less in the rest of
the tank (not shown), and the subgrid-scale contribution is
therefore negligible. In the following results, the resolved
kinetic energy is presented.



H. Hartmann et al. / Chemical Engineering Science 59 (2004) 2419–2432 2425

Fig. 5. Phase-averaged plot of turbulent kinetic energy (based on random velocity 4uctuations) and velocity vector =eld. The spacing between the vectors
in all sub=gures is approximately the same. (a) Experiment, phase-averaged turbulent kinetic energy was only measured in the impeller region, (b) RANS,
not all vectors are plotted for clarity, (c) Smagorinsky model, not all vectors are plotted for clarity, (d) Voke model, not all vectors are plotted for clarity.

The turbulent kinetic energy distributions plotted in
Figs. 5 and 6 are based on the random velocity 4uctuations.
In case of the measurements and LES (Figs. 5a, c, d and
6a, c, d), the random part of the turbulent kinetic energy
was obtained by averaging the phase-resolved experimen-
tal/numerical results, Eq. (6). In case of the transient RANS
simulation (Figs. 5b and 6b), the coherent 4uctuations are
resolved in the transient calculations, but they are not in-
cluded in the turbulent kinetic energy solved for by the
RANS model. As a result, the RANS turbulent kinetic
energy is regarded here to be based on random velocity
4uctuations.

The results show low turbulence levels in the bulk 4ow.
The result of the Voke subgrid-scale model shows a slight
decrease in turbulent kinetic energy in the bulk 4ow, with
respect to the result based on the Smagorinsky model (com-
pare Figs. 5c and 5d). This observation contrasts to what

is expected; a reduction of the eddy viscosity in the bulk
would lead to increased levels of turbulent kinetic energy.

High turbulent kinetic energy levels are encountered in
the impeller out4ow region, see Fig. 6. The structure of the
kinetic energy distribution of the LES calculations agrees
better with the experimental results than the agreement be-
tween the RANS and experimental results.

Fig. 7 shows axial pro=les of the radial and tangential ve-
locity components and the kinetic energy based on random
velocity 4uctuations at three radial locations. The agree-
ment of the radial velocity component between simulations
and experiments is good, although the upward directed ra-
dial impeller out4ow is more pronounced in the LES with
the Voke subgrid-scale model (see Fig. 7a). All simulations
overestimate the tangential velocity component at the im-
peller tip (i.e. r=T = 0:183; z=T = 0:32–0.35). While the
agreement of the tangential velocity component for the LES
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Fig. 6. Phase-averaged plot of turbulent kinetic energy (based on random velocity 4uctuations in the vicinity of the impeller. (a) Experiment, (b) RANS,
(c) LES: Smagorinsky model, (d) LES: Voke model.
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Fig. 7. Phase-averaged axial pro=les of the radial (a) and tangential (b) velocity components and the kinetic energy of the random velocity 4uctuations
(c) at three radial locations r=T = 0:183(left), r=T = 0:25(middle) and r=T = 0:317(right).

is good at r=T = 0:25 and 0.317, the RANS predictions dif-
fer from the experimental results. At r=T = 0:183 the tur-
bulent kinetic energy is underpredicted by all simulations,

but the agreement of the LES predictions with experimental
data is better than that for RANS. Also at r=T = 0:25 and
0:317 the RANS predictions signi=cantly underpredict the
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Fig. 8. Phase-resolved plot of turbulent kinetic energy (based on random velocity 4uctuations) and velocity vector =eld at 15◦ behind the impeller blade.
(a) Experiment, (b) RANS, (c) LES: Smagorinsky model, not all vectors are plotted for clarity, (d) LES: Voke model, not all vectors are plotted for clarity.

Fig. 9. Phase-resolved 4ow =eld at 15◦ behind the impeller blade in the domain 0:076 r=T 6 0:2; 0:296 z=T 6 0:38. The experimentally measured
4ow =eld is depicted in (a), and the 4ow =eld simulated by RANS, LES (Smagorinsky) and LES (Voke) in (b–d), respectively.

turbulent kinetic energy, whereas LES shows an overesti-
mation between z=T = 0:32 and 0:37. However, the spread-
ing rate (i.e. the width of the pro=les) of turbulent kinetic
energy predicted by LES is in accordance with the experi-
mental data. Except for the radial velocity component, the
diPerences between the two subgrid-scale models applied in
the LES are small.

Mesh re=nement and/or time-step re=nement are not ex-
pected to improve substantially the predictions of the tur-
bulent kinetic energy in the transient RANS simulation (Ng
et al., 1998). It is believed that the discrepancies stem from
the turbulence model employed. The SST eddy viscosity
model used here assumes locally isotropic turbulence. How-
ever, if the local 4ow =eld is anisotropic (i.e. u′ �= v′ �= w′)
the application of such a turbulence model may lead to an
inaccurate prediction of the local turbulent kinetic energy.

5.3. Phase-resolved <ow =eld and turbulence levels

In a phase-resolved experiment or simulation the position
of the impeller blade, with respect to the plane where exper-
imental and numerical results were extracted, is recorded.

This allows for a reconstruction of the mean 4ow =eld and
its 4uctuations as function of the impeller angle.

Phase-resolved, mean 4ow =elds in the vicinity of the
impeller are shown in Figs. 8 and 10, at angles 15◦ and 45◦,
respectively. An important 4ow phenomenon is the trailing
vortex system, that develops in the wake of the turbine blade
(Fig. 8a), and is then advected by the impeller stream into
the bulk of the tank. The trailing vortices are shown in more
detail in Fig. 9. They die out, and the radial impeller out4ow
is directed slightly upward (Fig. 10a). The LES prediction
with the Smagorinsky subgrid-scale model (Figs. 8c and
10c) and the RANS prediction (Figs. 8b and 10b) show a
good representation of the trailing vortex system, although
the upward directed radial out4ow was not predicted by
RANS. The Voke subgrid-scale model (Figs. 8d and 10d)
predicts the lower trailing vortex as being much stronger
than the upper vortex at 15◦, and a remnant of that lower
vortex at 45◦, which does not correspond to the experimental
=ndings.

It can be seen that the vortex structure is accompanied
with high turbulent kinetic energy levels. At 15◦ behind the
impeller blade at r=T values in between about 0:24 and 0:28
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Fig. 10. Phase-resolved plot of turbulent kinetic energy (based on random velocity 4uctuations) and velocity vector =eld at 45◦ behind the impeller blade.
(a) Experiment, (b) RANS, (c) LES: Smagorinsky model, not all vectors are plotted for clarity, (d) LES: Voke model, not all vectors are plotted for clarity.
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Fig. 11. Phase-resolved pro=les of turbulent kinetic energy (based on random velocity 4uctuations) at 15◦ behind the impeller blade, r=T = 0:183 (left)
and r=T = 0:25 (middle), and at 45◦ behind the impeller blade at r=T = 0:217 (right).

a region is observed with high turbulent kinetic energy lev-
els. This region of high turbulent kinetic energy is caused
by the vortex system related to the previous blade passage.
With the LES model, this region is slightly overpredicted.
The reduction of the Smagorinsky eddy viscosity in that re-
gion by the Voke subgrid scale model is relatively small (see
Fig. 4), and consequently diPerences of the kinetic energy
between both subgrid-scale models are marginal. At 45◦,
the structure and levels of turbulent kinetic energy are well
resolved. For the RANS calculation, the turbulent kinetic
energy is mostly underestimated in areas where the trailing
vortices are observed (i.e. near the tip of the blade). This
underestimation may again be associated to the turbulence
model used here.

Fig. 11 shows pro=les of the turbulent kinetic energy at
r=T=0:183, 0:25 (15◦ behind impeller blade) and r=T=0:217
(45◦ behind the impeller blade), which cover high regions
of turbulent kinetic energy caused by the trailing vortices.
In general, this =gure shows a better agreement between

LES and experimental results, compared to that between
RANS and experiments. The RANS results signi=cantly and
systematically underpredict the turbulent kinetic energy. The
agreement between the LES and experimental results of the
width of the pro=les is good, whereas Fig. 11a shows an
underestimation of the turbulence levels between z=T =0:33
and 0:36 and Fig. 11c shows an overestimation between
z=T = 0:32 and 0:36.

5.4. Energy dissipation

The dissipation rate of turbulent kinetic energy (�)
is important in many mixing applications, since it con-
trols the 4ow at the microscale and acts as a controlling
parameter in, e.g. breakup and coalescence processes.
Unfortunately, it is hardly possible to directly measure the
dissipation rate. Indirect ways of measuring � via turbulence
intensities and length scales require assumptions about
the nature of turbulence (e.g. isotropy or equilibrium)
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Fig. 12. Phase-averaged plot of dissipation rate of turbulent kinetic energy. (a) RANS, (b) Smagorinsky model, (c) Voke model.

which are not appropriate in stirred-tank 4ow. Since the
predictions of the turbulent kinetic energy correspond farily
well to the experimental results, it seems fair to assume that
the energy dissipation rate distribution is predicted with
acceptable accuracy by the simulations. By assuming local
equilibrium between production and dissipation at and be-
low subgrid-scale level, the energy dissipation rate in the
LES can be coupled to the deformation rate:

� = (� + �e)S2: (7)

Fig. 12 shows that the dissipation rate distribution in the
tank is very inhomogeneous, stressed by the log-scale used
for the gray-scale coding. The energy dissipation rate in the
impeller region is several orders of magnitude higher than
in the bulk region.

The transient RANS result of the energy dissipation rate
reveals higher energy dissipation rates compared to the LES
results, and the by RANS predicited spreading rate of en-
ergy dissipation in the discharge 4ow is smaller than that
predicted by LES. Beyond that, the structure of the distribu-
tions are similar. A region at the top of the tank and the two
lobes in the impeller out4ow region show increased energy
dissipation rates, which are thought to be due to the fact that
the run had not yet fully reached its pseudo-stationary state.

In comparing the results of the Voke model to those of
the Smagorinsky model (see Figs. 12b and c), the energy
dissipation rate is reduced in the bulk 4ow, whereas the
energy dissipation rate in the impeller region is more or less
unaPected. This ePect is expected, since the eddy viscosity
in the Voke model is more suppressed in the bulk region
(more or less resolved 4ow) of the tank, leading to a lower
energy dissipation rate in that region, see Eq. (7).

5.5. Turbulence anisotropy

The k–� model is still widely used for simulations in
stirred tank con=gurations, also in the present work. This
model is an eddy-viscosity model and it locally assumes
isotropic turbulent transport. In rotating and/or highly
three-dimensional 4ows, the k–� model is known to be

Fig. 13. Phase-averaged plot of |A|. (a) Smagorinsky model, (b) Voke
model.

inappropriate (Wilcox, 1993). LES at least predicts the re-
solved part of the Reynolds stresses and thus may provide
an assessment of the isotropy assumptions in the k–� model.
A treatment in terms of (an)isotropy is bene=cial for a
meaningful interpretation of the Reynolds stresses (Derksen
et al., 1999). The Reynolds stress data will be presented in
terms of the anisotropy tensor aij and its invariants. The
anisotropy tensor, de=ned as

aij =
uiuj

k
− 2

3
%ij (8)

has a =rst invariant equal to zero by de=nition. The second
and third invariant respectively are A2 = aijaji and A3 =
aijajkaki. The range of physically allowed values of A2 and
A3 is bounded in the (A3; A2) plane by the so-called Lumley
triangle (Lumley, 1978). In order to characterize anisotropy
with a single parameter, the distance from the isotropic state

|A| =
√

A2
2 + A2

3 was de=ned.
Phase-averaged results of |A| in a plane midway between

two ba5es are presented in Fig. 13. The strongest devia-
tions from isotropy, i.e. the highest levels of |A|, occured in
the discharge 4ow, the in4ow regions (i.e. below and above
the impeller), the boundary layers and at the separation
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points. The turbulence anisotropy at the separation points
is advected into the bulk 4ow. In the recirculation loops,
turbulence is nearly isotropic. Fig. 14 shows the distribu-
tion of the invariants in the (A3; A2) plane obtained with the
Smagorinsky model. The points are mostly clustered in the
lower part (i.e. almost isotropic turbulence) of the so-called
Lumley triangle. However, Figs. 13 and 14 both show that
the assumption of locally isotropic turbulence in stirred ves-
sel con=gurations is questionable. This may explain the un-
derestimation of the turbulent kinetic energy levels in the
transient RANS results observed in Sections 5.2 and 5.3.

6. Conclusions

In this paper, results of LES and RANS simulations
were assessed by means of detailed LDA experiments
globally throughout the tank and locally near the impeller.
Two subgrid-scale models were investigated, the standard
Smagorinsky model and a modi=ed Smagorinsky model
(i.e. the Voke subgrid-scale model). With a view to chem-
ical mixing processes, the LES methodology has clear,
distinct advantages over a RANS type of approach, as ve-
locity 4uctuations, and consequently the Reynolds stresses
and turbulent kinetic energy, are resolved down to the scale
of the numerical grid. As a result, there is a clear (spectral)
distinction between the resolved and unresolved scales that
is inde=nite in a RANS approach.

As the experiments were conducted at the lower limit
of the turbulent regime, the behavior of the subgrid-scale
models applied was checked. In the bulk 4ow, all scales were
more or less resolved, whereas in the impeller region and
discharge 4ow the Smagorinsky and Voke eddy viscosity
became of the order of the kinematic viscosity. As a result, a
DNS with the LES grid resolution will not accurately capture
the smallest scales in the impeller (out4ow) region.

The simulated phase-averaged 4ow =elds were in good
agreement with the experimental result. The RANS 4ow
=eld showed deviations in the tangential velocity compo-
nent in the discharge 4ow (at r=T − 0:25; 0:317), whereas
the wall separation point of the upper circulation loop in
the LES 4ow =eld diPered from the experimental result for
both subgrid-scale models. All simulations overpredicted
the tangential velocity component at the center of the im-
peller tip. The disagreement between the experimental and
LES result of the wall separation point is thought to be
due to the wall damping function used in this work. There-
fore, other wall damping functions will be explored in future
investigations.

The development of the trailing vortex system was well
represented by the RANS simulation and LES with the
Smagorinsky subgrid-scale model. The LES with the Voke
subgrid-scale model showed the lower vortex as being much
stronger than the upper vortex, which did not correspond to
the experimental =ndings. The upward directed radial im-
peller out4ow was well represented with LES, and was not
found in the RANS simulation.

In general, the structure and levels of the turbulent ki-
netic energy in the impeller discharge 4ow were better rep-
resented by LES than by the RANS simulation. The levels
predicted by the RANS simulation systematically and sig-
ni=cantly underpredicted the experimentally obtained lev-
els. The levels of turbulent kinetic energy obtained by LES
were overestimated between z=T =0:32 and 0:37, except for
the averaged levels at r=T = 0:183 that showed an underes-
timation between z=T = 0:26 and 0:4. In order to improve
the LES kinetic energy predictions in the impeller out4ow
region, either the Smagorinsky model should also be eval-
uated at higher Reynolds numbers (e.g. Derksen and Van
den Akker, 1999), or more advanced subgrid-scale models
(e.g. mixed-scale model, dynamic Smagorinsky model, see
Lesieur and Metais (1996)) might be attempted.

The dissipation of turbulent kinetic energy is very inho-
mogeneously distributed throughout the tank, with high lev-
els in the impeller out4ow region and low levels in the bulk
of the tank. The spreading rate of energy dissipation pre-
dicted by the RANS simulation was smaller than that by
LES; this was also observed for the spreading rate of the
turbulent kinetic energy (i.e. by the widths of the pro=les).
The levels obtained by the RANS simulation were higher
than those obtained by LES.

As velocity 4uctuations are resolved by the numer-
ical grid, LES enables an estimation of the turbulence
(an)isotropy throughout the tank. Nearly isotropic turbu-
lence was observed in the circulation loops. However, in
the impeller stream, the boundary layers, and at the sepa-
ration points turbulence was found more anisotropic, prob-
ably caused by the local, high shear rates. Consequently,
the choice for making use of an isotropic eddy viscosity
turbulence model should be treated with care.

For the Reynolds number being in the lower limit of
the turbulent regime, the Voke subgrid-scale model was
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explored that blends smoothly between a DNS in the bulk
4ow and an LES in the impeller region and discharge 4ow.
This has been illustrated by the Voke eddy viscosity distri-
bution, that showed a more pronounced relative reduction
of the Voke eddy viscosity in the bulk of the tank com-
pared to that in the impeller region and discharge 4ow.
Despite the potential of the Voke subgrid-scale model for
application at relatively low Reynolds number 4ows, this
work did not show signi=cant improvements in the 4ow-=eld
results.

In conclusion, a transient RANS simulation is able to pro-
vide an accurate representation of the 4ow =eld, but fails
in the prediction of the turbulent kinetic energy in the im-
peller region and discharge 4ow where most of the mix-
ing takes place. In order to have a fair comparison with
phase-averaged and phase-resolved experimental data, the
transient RANS simulation has been executed in a full 4ow
domain. Similar to an LES, such a simulation is time con-
suming as well. The LES performed have shown that LES
provides an accurate picture of the 4ow =eld, and reason-
able data of the turbulent kinetic energy directly obtained
from the resolved velocity 4uctuations. As LES resolves
the velocity 4uctuations locally, information of the turbu-
lence (an)isotropy in, e.g. a stirred tank geometry is now
available.

Notation

aij anisotropy tensor
|A| distance from isotropic state
A+ constant in Eq. (3)
A2 second invariant of anisotropy tensor
A3 third invariant of anisotropy tensor
cs Smagorinsky constant
D impeller diameter, m
k turbulent kinetic energy, m2=s2

kcoh turbulent kinetic energy based on coherent ve-
locity 4uctuations, m2=s2

kran turbulent kinetic energy based on random veloc-
ity 4uctuations, m2=s2

N speed of revolution, 1=s
r radial coordinate, m
S2 resolved deformation rate, 1=s2

T tank diameter, m
ui velocity component i, m=s
ui! velocity component i linked to an angular posi-

tion, m=s
u� friction velocity, m=s
y distance from wall, m
y+ distance from wall in viscous wall units
vr radial velocity component, m=s
vt tangential velocity component, m=s
vtip impeller tip speed, m=s
z axial coordinate, m

Greek letters

� constant in Eq. (4)
� lattice spacing
� energy dissipation rate, m2=s3

! angle, rad
�mix mixing length, m
� dynamic viscosity, kg=ms
� kinematic viscosity, m2=s
�e Smagorinsky eddy viscosity, m2=s
�e;V Voke eddy viscosity, m2=s
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