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Abstract

Cavity optomechanical devices are interesting systems for probing quantum mechanical behaviour of mesoscopic objects. A basic requirement for these types of experiments is preparation of the mechanical resonator in, or at least very close to, its ground state. Although active laser cooling techniques can help this process, conventional cryogenic (pre-)cooling is nonetheless necessary.

This thesis introduces a custom-made apparatus, housed on the base plate of a commercial dilution refrigerator, for coupling light into an optomechanical resonator via a tapered optical fiber. Our system incorporates full three-dimensional control of the taper-resonator coupling conditions, enabling critical coupling at cryogenic temperatures. It also features an optical microscope which permits in situ imaging and alignment of the taper and resonator, while causing minimal heating to the environment.

Optomechanical measurements of silica bottle resonators, which exhibit optical whispering gallery modes and high-quality mechanical breathing modes, are performed using the dilution fridge system. Several methods for enhancing the detection of small mechanical signals are tested and a method for determining the temperature of the mechanical mode is described and implemented. The tight confinement of light circulating in the bottle resonator leads to increased optical absorption and significant heating of the silica, which manifests itself in both the optical and mechanical properties of the resonator. We present the first measurements of these resonators for mechanical mode temperatures as low as 4 K, and fridge temperatures down to 9 mK.
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CHAPTER 1

Introduction

Nano- and micro-mechanical resonators are promising devices for a wide range of practical and fundamental science applications. Their small masses, high frequencies and versatility in coupling to other systems make them suitable sensors of a number of phenomena on very small scales [1]. Recent experimental successes include the detection of a single virus [2], as well as coupling to individual superconducting qubits [3, 4] and spins [5]. The remarkably small motion of these mechanical oscillators can be transduced in a number of ways, including piezoresistively [6], capacitively [3], or interferometrically [7, 8]. As improvements in modern fabrication techniques continue to push towards reduced physical dimensions, these detection methods tend to scale poorly.

By contrast, cavity optomechanical systems [9, 10, 11, 12] consisting of coupled mechanical and optical resonators scale more favourably due to the resonant optical enhancement provided by the cavity. These systems include Fabry-Pérot-type cavities with moving mirrors [13], membrane-in-the-middle setups [14], coupled photonic and phononic crystal structures [15], superconducting inductor-capacitor (LC) circuits [16, 17], clouds of atoms trapped within optical cavities [18], whispering gallery mode resonators with moving boundary conditions [19, 20] and mechanical oscillators coupled to optical cavities via the near-field [21, 22]. Such optomechanical systems have demonstrated the ability to make continuous measurements of mechanical motion with precision near or below the standard quantum limit imposed by back action of the measurement device on the probed system [18, 23, 24]. Although cavity optomechanics has its origins in gravity-wave observatories with mirrors spaced kilometres apart [25], optomechanical systems have also been proven extremely sensitive on much smaller scales. They have been demonstrated to be exquisite sensors of position [23], force [21, 26, 27], torque [22, 28], and acceleration [29]. Furthermore, the relative ease with which the mechanical element can be adapted to couple to many other systems
makes optomechanical systems interesting candidates for quantum information processing architectures [30, 31].

The optomechanical interaction itself can be exploited to prepare exotic states of both light and mechanics, including mechanical Fock states [32, 33], squeezed states [34] and entangled states [35, 36]. A phenomenon analogous to electromagnetically-induced transparency, termed optomechanically-induced transparency, is observed in these systems [37, 38], and has promising applications for storage of classical and quantum states of light [39], as well as for converting optical photons from one wavelength to another [40, 41, 42, 43].

Finally, the relatively large size of the mechanical oscillator elements, which are composed of a large number of atoms, make them interesting for probing the validity of quantum mechanics at larger scales. The observation of the quantum mechanical behaviour of a nano- or micro-mechanical resonator, which more closely resembles our everyday experiences than most systems conventionally described as “quantum”, is a major focus of the optomechanics community. A method of accomplishing this would be to perform a quantum non-demolition (QND) measurement of the energy of the resonator, in the hopes of measuring quantized jumps in the resonator’s phonon occupation [33]. One very important prerequisite to performing these types of measurements is preparation of the mechanical oscillator in or very near its ground state. This cannot be accomplished without passive cryogenic cooling of the device, although active laser cooling techniques may also be necessary.

To that end, we have constructed an apparatus to facilitate optical coupling from a tapered optical fiber to optomechanical devices inside a commercial dilution refrigerator. In contrast to other contemporary optical-frequency systems, which use helium flow cryostats [19, 44, 45] with limited base temperatures or lossy and rigid on-chip coupling techniques inside dilution refrigerators [46], the system described here is more versatile, allowing full control over the coupling conditions and cross-compatibility between on- and off-chip devices at temperatures as low as 9 mK. A notable improvement over other systems is the construction of an optical microscope, based on the use of a coherent bundle of optical fibers, inside the fridge that allows alignment of a tapered optical fiber to a resonator through in situ imaging of the device with a resolution of 1 µm [47].

To test this system, cryogenic measurements were made using bottle optomechanical resonators [48, 49]. Bottles are silica optical whispering gallery mode cavities fabricated by melting standard optical fibers into spheroidally-shaped objects supported by stems along the original fiber axis, as shown in Figure 1.1. These resonators are of interest in our experiments because they possess high-frequency mechanical breathing modes. Since the average number of phonons, \( \bar{n} \), is described by the Bose-Einstein distribution

\[
\bar{n} = \frac{1}{e^{\hbar \Omega_m / k_B T} - 1},
\]  

(1.1)
Figure 1.1: (a) Photograph of a bottle resonator and tapered fiber, used for coupling input light (scalebar 100 μm). (b) Optical resonance of the bottle with inset simulated optical mode shape. (c) Power spectral density of a bottle mechanical mode with inset simulated mechanical modeshape. The bottle resonator exhibits large optomechanical coupling thanks to the significant overlap in the optical and mechanical modes, which are both localized near the equator of the bottle.

modes with higher mechanical frequency $\Omega_m$ will have a lower average phonon occupation for a given temperature $T$. Here, $h$ is the reduced Planck constant and $k_B$ is the Boltzmann constant. Furthermore, the significant overlap between the bottle optical and mechanical modes (shown in Figure 1.1) leads to a large optomechanical coupling. This, along with the high-quality nature (denoted by $Q$ in Figure 1.1) of the optical and mechanical modes, facilitates detection of the mechanical motion at low $\bar{n}$.

Bottle resonators also exhibit extremely tight confinement of circulating light [49], have large evanescent fields that can be used for various sensing applications [50, 51] and have highly tunable optical resonance spectra through the application of tension to the stems [49, 52]. They are transparent to both visible and near-infrared wavelengths and support high-quality mechanical breathing modes [47], making them promising candidates for wavelength-conversion [40, 42, 41] and optical pulse storage [39] applications.

The rest of the thesis is outlined as follows: Chapter 2 describes the theory of optical and mechanical resonators, as well as their coupling through the optomechanical interaction. Chapter 3 outlines the apparatus and methods used in the experiments performed in this thesis, including the optical microscope which is the subject of Ref. 47. Chapter 4 presents the results of optical and mechanical characterizations of the bottle resonators performed at ambient and cryogenic temperatures. It also outlines a method for calibrating the temperature of the mechanical mode based on an optical signal. Finally, Chapter 5 briefly summarizes the work and discusses the possible directions for future low temperature optomechanics experiments. Appendix A gives a detailed derivation of the mechanical mode thermometry presented in Chapter 4.
In this chapter, we outline the theory required to understand the experiments that follow. We begin by describing the optical modes of whispering gallery mode resonators in Section 2.1 and the mechanism for coupling light into these resonators via tapered optical fibers in Section 2.2. Next, we describe in Section 2.3 the spectral response of a damped harmonic oscillator and its calibration in the case of thermally-driven motion. Finally, we describe the interaction between coupled optical and mechanical resonators through both a Hamiltonian formalism and coupled equations of motion in Section 2.4, and discuss active and passive cooling techniques in Section 2.5.

2.1 Optical Resonators

Optical resonators, including Fabry-Pérot-like cavities which confine light by multiple reflections between end mirrors [13, 14, 53], photonic crystal structures which trap light in defects of a regular lattice [15, 54, 55, 56], LC circuits [16, 17, 35], and whispering gallery mode (WGM) resonators [49, 57, 58, 59], spatially and temporally confine light, leading to an enhancement in the stored optical field. Here we focus on WGM resonators, which were first understood in the context of acoustic waves at St. Paul’s Cathedral in London [60]. Lord Rayleigh realized that whispers of certain pitches travelled along the outer wall of the cathedral’s dome to return to the speaker. Optical WGMs function in a similar manner: light waves circulate near the exterior of a circular cross-section of dielectric structures such as spheres, bottles, toroids and disks.

The strong optical field enhancement in WGM resonators makes them useful in applications requiring large optical intensities such as harmonic generation [58, 61], Raman lasing [62],
optical parametric oscillation \cite{63, 64} and frequency comb generation \cite{65}. Furthermore, because WGMs circulate near the outer surface of a dielectric, they have a large evanescent field which facilitates interactions with other systems in the near field. Thus WGMs can be used for refractometric \cite{66, 67} and microfluidic sensing \cite{50, 51, 68}, virus detection \cite{69, 70}, and cavity quantum electrodynamics \cite{71}, as well as coupling to quantum dots \cite{59} and nitrogen-vacancy centres in diamond \cite{72}, both of which are promising in quantum information applications.

### 2.1.1 Whispering Gallery Modes

The field profiles of spherical WGM resonators with radius $R$ can be determined analytically beginning with Maxwell’s equations in a homogeneous volume without free charges or currents. From these, the wave equations of the electric ($\vec{E}$) and magnetic ($\vec{B}$) fields are given by

\begin{align}
\nabla^2 \vec{E} &= \left(\frac{n_0}{c}\right)^2 \frac{\partial^2 \vec{E}}{\partial t^2} \quad \text{(2.1)} \\
\nabla^2 \vec{B} &= \left(\frac{n_0}{c}\right)^2 \frac{\partial^2 \vec{B}}{\partial t^2}, \quad \text{(2.2)}
\end{align}

where $n_0$ is the refractive index of the medium and $c$ is the speed of light in vacuum. Assuming a plane-wave time dependence, $\vec{E}(t), \vec{B}(t) \propto e^{\pm i\omega t}$, we obtain the Helmholtz equations

\begin{align}
\left(\nabla^2 + k^2\right) \vec{E} &= 0 \quad \text{(2.3)} \\
\left(\nabla^2 + k^2\right) \vec{B} &= 0, \quad \text{(2.4)}
\end{align}

where $k = \omega n_0 / c$ is the wavevector of the resulting electromagnetic wave and $\omega$ is its angular frequency. Since the modes of interest arise in spherical objects, we will use spherical coordinates, defined by the radius $r \in [0, \infty)$, the azimuthal angle $\phi \in [0, 2\pi)$ and the polar angle $\theta \in [0, \pi)$.

Equations (2.3) and (2.4) are vector equations, with solutions for each of the vector components $E_i, B_i$ where $i \in \{r, \phi, \theta\}$. These modes are polarized predominantly in the $\theta$ direction, as confirmed by numerical simulations \cite{73} so we solve for only $B_\theta$ and $E_\theta$ for transverse magnetic (TM) and transverse electric (TE) modes, respectively.

\footnote{This discussion follows Ref. \cite{73} and \cite{74} closely.}
We can then write Equations (2.3) and (2.4) as scalar equations, which have separable solutions $\psi$ for each of the coordinates

$$E_\theta, B_\theta = \Psi_{qlm}(r, \phi, \theta) = N\psi_r(r)\psi_\phi(\phi)\psi_\theta(\theta)$$  \hspace{1cm} (2.5)

where $N$ is a normalization constant, and $q, l, m$ are numbers which label the mode. Whispering gallery modes are characterized by a high azimuthal mode order $m \gg 1$ and low polar mode order $l - |m|$, such that $l \sim |m|$.

Inserting Equation (2.5) into Equations (2.3) and (2.4), and separating the variables yields three differential equations, one for each coordinate

$$\frac{1}{\psi_\phi} \frac{d^2 \psi_\phi}{d\phi^2} = -m^2$$  \hspace{1cm} (2.6)

$$\cos \theta \frac{d}{d\theta} \left( \cos \theta \frac{d\psi_\theta}{d\theta} \right) - m^2 \psi_\theta + l(l + 1)\psi_\theta \cos^2 \theta = 0$$  \hspace{1cm} (2.7)

$$\frac{1}{\psi_r} \frac{d}{dr} \left( r^2 \frac{d\psi_r}{dr} \right) + k^2 r^2 - l(l + 1) = 0, \hspace{1cm} (2.8)$$

The solutions to the azimuthal and polar differential equations are given by the spherical harmonics $Y_{lm}(\theta, \phi)$, which are derived from the Legendre polynomials $P_{lm}(\cos \theta)$,

$$\psi_\theta(\theta)\psi_\phi(\phi) = Y_{lm}(\theta, \phi) = P_{lm}(\cos \theta)e^{\pm im\phi}. \hspace{1cm} (2.9)$$

The solutions to the radial equation are given by the spherical Bessel functions $j_l(kn_0r)$ inside the sphere. Outside of the sphere, the field can be approximated as exponentially decaying [73, 74]. The entire radial solution is thus given by

$$\psi_r(r) = \begin{cases} B j_l(n_0kr) & \text{if } r \leq R \\ C \exp(-\alpha_s(r - R)) & \text{if } r > R. \end{cases} \hspace{1cm} (2.10)$$

In the above, $\alpha_s = \sqrt{\beta_l^2 - k^2n'^2}$ and the propagation constant is $\beta_l = \sqrt{l(l + 1)}R$, where $n'$ is the index of the surrounding medium (usually air or vacuum). $B$ and $C$ are normalization constants.

The characteristic equation for each mode can be determined by solving the boundary conditions imposed by Maxwell’s equations at $r = R$ for each of the TE and TM modes. The resulting wavevector $k$ is given by [73]
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\[ (\eta_s \alpha_s + \frac{l}{R}) j_l(kn_0R) = kn_0 j_{l+1}(kn_0R), \]  

(2.11)

where \( \eta_s = 1 \) for TE modes and \( \eta_s = n_0^2/n'^2 \) for TM modes.

For purely equatorial modes \( (l = |m|) \), the resonance condition is given by [74, 75]

\[ l = \frac{2\pi Rn_0 c_1}{\lambda_0}, \]

(2.12)

for resonant vacuum wavelength \( \lambda_0 \). The constant \( c_1 \) accounts for the fact that the mode is not completely confined to the sphere and has non-negligible amplitude in the evanescent field at \( r > R \).

2.1.2 Characteristics of Optical Resonators

The modes of an optical cavity are characterized by a number of parameters. The simplest is the resonant frequency \( (\omega_0) \) or wavelength \( (\lambda_0) \), which is defined by the resonance condition in Equation (2.12) for equatorial WGMs. This is simply the frequency of light at which maximum constructive interference occurs inside the resonator. An optical resonator can have more than one mode and thus multiple resonant frequencies.

The spectral linewidth of one of these optical resonances is given by its total decay rate \( \kappa \), which for the purposes of this thesis will be defined as the full width at half maximum of the resonance lineshape. This parameter describes the rate at which photons are lost from the optical mode. These loss mechanisms can be further classified as intrinsic, given by the rate \( \kappa_0 \), or external, given by \( \kappa_{\text{ex}} \). The total loss rate is the sum of these contributions,

\[ \kappa = \kappa_0 + \kappa_{\text{ex}}. \]

(2.13)

The external loss rate \( \kappa_{\text{ex}} \) is also referred to as the coupling rate, since it describes the rate at which photons are coupled into or out of the optical cavity from external optical fields. Intrinsic loss arises from a number of sources including material absorption, scattering losses, absorption by impurities and bending losses in WGMs [76]. The lifetime \( \tau \) of a photon in the cavity is given by the inverse of the decay rate,

\[ \tau = \frac{1}{\kappa}. \]

(2.14)

From the lifetime, we can specify the optical quality factor \( Q_{\text{opt}} \),
which describes the temporal confinement of the light in the cavity. For spherical WGMs, $Q_{\text{opt}}$ of up to $10^{10}$, limited only by material absorption and Rayleigh scattering, have been observed at visible wavelengths [77].

Finally, the mode volume [78],

\[ V_0 = \int dV \left( \frac{\sqrt{\varepsilon} |E|}{\max(|\sqrt{\varepsilon} E|)} \right)^2, \tag{2.16} \]

of the optical cavity is a measure of the spatial confinement of light within the optical mode of the dielectric. Here, $\varepsilon$ is the dielectric constant and the integral is defined over the real-space volume of the resonator. The ratio of $Q/V_0$ is an important metric in determining the strength of the light-matter interaction in an optical resonator, with the highest $Q/V_0$ ratios demonstrated in WGM resonators [79].

### 2.2 Tapered Fiber Coupling to WGM Resonators

There are several methods that can be used to couple light into and out of a whispering gallery mode resonator. These include grating couplers [80] or lensed fibers [24] leading to on-chip tapered waveguides and prism coupling [81, 82]. We use tapered fiber coupling, due to its superior phase-matching and coupling efficiency [59, 83, 84], for coupling to both the bottle resonators investigated in this thesis and on-chip optomechanical devices described elsewhere [22, 26, 85, 86, 87].

Standard single mode optical fibers support a single propagating optical mode in the wavelength range of interest through total internal reflection of light between the core of the fiber and its lower-index cladding. For optical fibers which are single mode at 1550 nm, an 8 $\mu$m diameter core and 125 $\mu$m cladding confine most of the mode in the core, with a small fraction of the light propagating in the evanescent field in the cladding. Tapered fibers consist of a much thinner core (see Table 2.1) clad by vacuum or air (or in some instances, water [67]), resulting in a larger evanescent field. For the tapers in this thesis, the diameter of a single mode optical fiber is adiabatically reduced to a size of $\sim 1$ $\mu$m with an exponential profile [86, 88]. Coupling of light from the guided taper mode to the optical resonator mode occurs through an overlap of the evanescent fields of the two modes or, in an equivalent picture, through frustrated total internal reflection [73]. Here, we describe theoretically the coupled taper-resonator system. Technical details of fabricating tapered fibers are described in Section 3.1.
### Table 2.1: Single mode cutoff diameter (largest diameter at which only a single optical mode is supported) of a glass core ($n_{co} = 1.47$) tapered fiber for the wavelength and medium of interest ($n_{cl} = 1.00$ for air/vacuum and 1.33 for water). Diameters calculated analytically using the weakly guided approximation (WGA) and numerically in Ref. 86. Most of the tapered fibers used in this thesis have diameters of ∼1 µm, suitable for 1550 nm light in air or vacuum. Reproduced from Ref. 86 under the Creative Commons Attribution License Agreement.

<table>
<thead>
<tr>
<th>λ (nm)</th>
<th>$n_{co}$</th>
<th>$n_{cl}$</th>
<th>WGA</th>
<th>Numerical</th>
</tr>
</thead>
<tbody>
<tr>
<td>637</td>
<td>1.47</td>
<td>1.00</td>
<td>452.6</td>
<td>452.6</td>
</tr>
<tr>
<td></td>
<td>1.47</td>
<td>1.33</td>
<td>778.8</td>
<td>778.9</td>
</tr>
<tr>
<td>780</td>
<td>1.47</td>
<td>1.00</td>
<td>554.1</td>
<td>554.2</td>
</tr>
<tr>
<td></td>
<td>1.47</td>
<td>1.33</td>
<td>953.6</td>
<td>953.7</td>
</tr>
<tr>
<td>1310</td>
<td>1.47</td>
<td>1.00</td>
<td>930.7</td>
<td>930.7</td>
</tr>
<tr>
<td></td>
<td>1.47</td>
<td>1.33</td>
<td>1601.6</td>
<td>1601.7</td>
</tr>
<tr>
<td>1550</td>
<td>1.47</td>
<td>1.00</td>
<td>1101.2</td>
<td>1101.2</td>
</tr>
<tr>
<td></td>
<td>1.47</td>
<td>1.33</td>
<td>1895.0</td>
<td>1895.1</td>
</tr>
</tbody>
</table>

2.2.1 Optical Input-Output Theory

For the work discussed in this thesis, we will work in the regime of large photon numbers, so it is sufficient to consider only the classical equation of motion for the optical field inside the cavity. Following Ref. 11, we write the equation of motion for light in an optical cavity coupled to an input field at rate $\kappa_{ex}$ as

$$\dot{a} = -\frac{\kappa}{2}a + i\Delta a + \sqrt{\kappa_{ex}}s_{in}$$  

(2.17)

in the frame rotating at the drive laser frequency $\omega_L$. We will call $a$ the optical field in the cavity although it is normalized in terms of photon number such that

$$n_{cav} = |a|^2$$  

(2.18)

is the number of photons in the cavity. Here, $\kappa$ is the total optical decay rate, $\kappa_{ex}$ is the coupling rate, $\Delta = \omega_L - \omega_o$ is the laser detuning from the optical resonance and $s_{in}$ is a complex amplitude which has units of $\sqrt{\text{photons/s}}$, such that $|s_{in}|^2 = P/\hbar\omega_L$ is the rate of photons incident on the cavity-taper junction for a given input power $P$.

We can solve for the steady-state field $\bar{a}$ inside the cavity at a particular laser detuning by setting $\dot{a} = 0$. This gives
Figure 2.1: Schematic depicting coupling ($\kappa_{\text{ex}}$) from the tapered fiber to the resonator, and intrinsic loss ($\kappa_0$) of the resonator.

\[ \tilde{a} = \sqrt{\frac{\kappa_{\text{ex}}}{\frac{\kappa_{\text{ex}}}{2} - i\Delta}} s_{\text{in}}. \]  

The number of photons in the cavity is then given by

\[ n_{\text{cav}} = \frac{\kappa_{\text{ex}}}{\frac{\kappa_{\text{ex}}}{2} + \Delta^2} |s_{\text{in}}|^2. \]  

At the output of the cavity, the output optical amplitude $s_{\text{out}}$ is given by

\[ s_{\text{out}} = s_{\text{in}} - \sqrt{\kappa_{\text{ex}} \tilde{a}} \]  

such that the rate of photons output by the cavity $\dot{n}_{\text{out}} = |s_{\text{out}}|^2$ is then

\[ \dot{n}_{\text{out}} = |s_{\text{in}}|^2 \left(1 - \frac{\kappa_0 \kappa_{\text{ex}}}{\frac{\kappa_{\text{ex}}}{2} + \Delta^2}\right) \]  

and the phase of the output light, $\phi_{\text{out}}$, is

\[ \phi_{\text{out}} = \arctan \left( \frac{-\kappa_{\text{ex}} \Delta}{\frac{\kappa_{\text{ex}}}{2} (\kappa - 2\kappa_{\text{ex}}) + \Delta^2} \right). \]  

For the experiments presented here, $\kappa_0/2\pi$ is typically in the range of $10 - 30$ MHz, while $\kappa_{\text{ex}}/2\pi$ can vary from MHz to GHz. With input powers of $P = 0.1 - 100 \mu W$ ($|s_{\text{in}}|^2 \approx 10^{11} - 10^{15}$ photons/s for wavelengths around 1550 nm), there are between $10^3$ and $10^7$ photons in the cavity when the laser is on-resonance.
2.2.1.1 Coupling Regimes

Fitting an optical resonance with Equation (2.22), we can extract the optical resonance frequency $\omega_0$ (from the detuning $\Delta$) and the total decay rate $\kappa$ of the resonance, which in turn gives access to the optical quality factor via $Q_{opt} = \omega_0/\kappa$. We can also in principle extract both $\kappa_{ex}$ and $\kappa_0$ from the on-resonance normalized transmission minimum ($T_{\text{min}} = n_{\text{out}}/|s_{\text{in}}|^2$ at $\Delta = 0$) given by

$$T_{\text{min}} = 1 - \frac{4\kappa_{ex}\kappa_0}{\kappa^2}. \quad (2.24)$$

However, since $\kappa_0$ and $\kappa_{ex}$ appear symmetrically in Equation (2.24), there is some ambiguity between the two solutions, which we will call $\kappa_{\pm}$, of this equation:

$$\kappa_{\pm} = \frac{\kappa}{2} \pm \frac{\kappa}{2} \sqrt{T_{\text{min}}}. \quad (2.25)$$

Either $\kappa_+$ or $\kappa_-$ corresponds to $\kappa_0$ but it is not clear from Equation (2.25) which. There are then three distinct coupling regimes in the taper-resonator system which determine the characteristics of the resonance. The first is the under-coupled regime, in which cavity photons are primarily lost through internal mechanisms ($\kappa_0 > \kappa_{ex}$). If instead photons are coupled to and from the input waveguide at a much faster rate than they are lost through intrinsic cavity decay mechanisms ($\kappa_{ex} > \kappa_0$), then the resonator is said to be over-coupled. This regime is useful for applications requiring minimal optical losses of the input photons [89], such as generating entanglement between the input light field and the mechanical oscillations of an optomechanical resonator [35, 36].

Finally, between under- and over-coupling is the critical coupling condition, which occurs when $\kappa_{ex} = \kappa_0$. Experimentally, this condition occurs only for good phase-, polarization- and mode-matching between the input taper mode and the cavity optical mode. If this condition is met, then extinction of the transmission can be observed on-resonance [84, 90], as seen in Equation (2.24). Figure 2.2 illustrates the qualitatively different appearance of the phase and transmission spectra of the resonance for under-, critically- and over-coupled resonances. Note that the change in the phase of the transmitted light between the blue- and red-detuned sides of the resonance is much more pronounced for over-coupling, meaning that $\kappa_{ex}$ and $\kappa_0$ can be identified if phase information is available [91, 92].
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2.3 Mechanical Resonators

Nano- and micro-mechanical oscillators are of increasing interest in both fundamental metrological studies and small-scale sensing applications. Their mesoscopic size makes them ideal for testing the fundamental limits of quantum mechanics [4, 93] and their versatility in coupling to other systems of interest make them ideally suited for use as biological [2, 94], mass [95, 96] and torque sensors [7, 22, 28], as well as for coupling to single spins [5] or qubits [3].

2.3.1 Thermomechanical Calibration of Resonator Motion\footnote{The following discussion follows closely from Ref. [97].}

If a mechanical resonator is subject only to incoherent thermal forces, a measurement of its motion can be calibrated to give the absolute displacement given prior knowledge of a few simple parameters. This is important for both sensing applications and fundamental tests of quantum mechanics.

2.3.1.1 Power Spectral Densities

First, let us consider the position of a mechanical resonator as a function of time, denoted by \( x(t) \). Suppose that we measure \( x(t) \) by some process (how is not important just yet, but in our experiments we will use WGMs to transduce the motion as an optical signal). Then we can calculate its autocorrelation function as...
\[ R_{xx}(t) = \lim_{\tau_m \to \infty} \frac{1}{\tau_m} \int_0^{\tau_m} dt' x(t')x(t' + t), \]

(2.26)

where \( \tau_m \) is the measurement time.

The two-sided power spectral density (PSD) of \( x(t) \), \( P_{xx}(\omega) \), is defined as the Fourier transform of \( R_{xx} \), yielding

\[ P_{xx}(\omega) = \int_{-\infty}^{+\infty} dt R_{xx}(t)e^{i\omega t}. \]

(2.27)

\( P_{xx}(\omega) \) is a function, defined over all positive and negative frequencies, which will be proportional to the total energy in the signal \( x(t) \) when integrated over the entire frequency domain. In most experiments, negative frequencies are not physical, so we define the single-sided PSD \( S_{xx}(\omega) \) over positive frequencies such that

\[ \int_{-\infty}^{+\infty} P_{xx}(\omega) d\omega = \int_{0}^{+\infty} S_{xx}(\omega) d\omega. \]

Since any physically meaningful classical \( P_{xx}(\omega) \) is an even function, \( S_{xx}(\omega) = 2P_{xx}(\omega) \) in the positive frequency domain.

### 2.3.1.2 The Damped Harmonic Oscillator

We can model each of the resonator’s modes as a damped harmonic oscillator driven only by incoherent thermal forces \( F(t) \). We will consider only one mode, although our analysis holds equally well for any mode of the mechanical resonator, given the appropriate set of parameters. We can write down the equation of motion for the position of the resonator \( x(t) \) as

\[ m_{\text{eff}} \ddot{x} + m_{\text{eff}} \Gamma \dot{x} + m_{\text{eff}} \Omega_m^2 x = F \]

(2.28)

where \( \Gamma \) is the linear damping rate and \( \Omega_m \) is the angular resonance frequency of the mechanical mode. The effective mass of the resonator, \( m_{\text{eff}} \), is mode-dependent and accounts for the extended nature of the mechanical resonator [97]. It is given by

\[ m_{\text{eff}} = \int dV \rho(\vec{r})|\mathbf{z}(\vec{r})|^2, \]

(2.29)

where \( \rho(\vec{r}) \) is the density of the material and \( \mathbf{z}(\vec{r}) \) is the displacement, or modeshape, of the resonator at each point \( \vec{r} \) in space, normalized such that the maximum of \( |\mathbf{z}(\vec{r})| \) has unit magnitude.

We can solve Equation (2.28) in the frequency domain by taking its Fourier transform, defined for a function \( h(t) \) as
\[ H(\omega) = \int_0^\infty e^{i\omega t} h(t) dt. \quad (2.30) \]

This gives

\[ X(\omega)[-\omega^2 + i\omega \Gamma + \Omega_m^2] = \frac{F(\omega)}{m_{\text{eff}}}, \quad (2.31) \]

where \( X(\omega) \) and \( F(\omega) \) are the Fourier transforms of the position \( x(t) \) and thermal force \( F(t) \), respectively.

The single-sided PSD \( S_{xx}(\omega) \) of the resonator’s motion can be related to \( X(\omega) \) by [97]

\[ S_{xx}(\omega) = \lim_{r_m \to \infty} \frac{1}{r_m} |X(\omega)|^2, \quad (2.32) \]

so we can write Equation (2.31) in terms of the PSDs of the mechanical motion and the thermal forces. Noting also that because the thermal forces described by \( F(t) \) are incoherent and therefore flat across the frequency range of interest, we can take \( S_{FF}(\omega) = \lim_{r_m \to \infty} \frac{1}{r_m} |F(\omega)|^2 = S_{FF}^{\text{th}} \) to be constant and

\[ S_{xx}(\omega) = |\chi(\omega)|^2 S_{FF}^{\text{th}}. \quad (2.33) \]

Here,

\[ \chi(\omega) = \frac{1}{m_{\text{eff}}[\Omega_m^2 - \omega^2 - i\Gamma \omega]} \quad (2.34) \]

is the mechanical susceptibility which relates \( S_{xx}(\omega) \) to the PSD of the applied force \( S_{FF}(\omega) \).

The constant \( S_{FF}^{\text{th}} \) can be determined from the equipartition theorem, which states that each quadratic degree of freedom carries an average energy of \( \frac{1}{2} k_B T \),

\[ \frac{1}{2} m_{\text{eff}} \langle x^2(t) \rangle \Omega_m^2 = \frac{1}{2} k_B T, \quad (2.35) \]

where \( T \) is the temperature of the mechanical mode. The root-mean-squared amplitude of the position, \( x_0 \), is defined by

\[ x_0^2 = \langle x^2(t) \rangle = \frac{k_B T}{m_{\text{eff}} \Omega_m^2}. \quad (2.36) \]

We can also calculate \( \langle x^2(t) \rangle \) using Equation (2.26) with \( t = 0 \),
\[ \langle x^2(t) \rangle = \frac{1}{\tau_m} \int_0^{\tau_m} dt' [x(t')]^2 = R_{xx}(0), \quad (2.37) \]
as long as the duration of the measurement \( \tau_m \) is taken to be much longer than the period of oscillation of the mechanical mode \( (2\pi \Omega_m)^{-1} \). Noting from Equation (2.27) that we can recover the autocorrelation function \( R_{xx}(t) \) by taking the inverse Fourier transform of \( P_{xx}(\omega) \) (or equivalently, of \( S_{xx}(\omega) \)) over the appropriate domain, we find that

\[ R_{xx}(0) = \langle x^2(t) \rangle = \frac{1}{2\pi} \int_{0}^{\infty} d\omega S_{xx}(\omega). \quad (2.38) \]

Integrating Equation (2.33) and substituting the result into Equation (2.38) we find [97]

\[ \langle x^2(t) \rangle = \frac{S_{th}^{FF} Q_m}{4\Omega_m^3 m_{\text{eff}}^2}. \quad (2.39) \]

Here we have introduced the mechanical quality factor \( Q_m = \Omega_m/\Gamma \), valid in the high-Q regime \( (Q_m \gg \frac{1}{2}) \). Finally, equating Equations (2.36) and (2.39), we have

\[ S_{th}^{FF} = \frac{4k_B T_m m_{\text{eff}} Q_m}{Q_m}, \quad (2.40) \]

and

\[ S_{xx}(\omega) = \frac{4k_B T \Omega_m}{m_{\text{eff}} Q_m [(\Omega_m^2 - \omega^2)^2 + (\omega Q_m/Q_m)^2]}. \quad (2.41) \]

Or, in terms of the natural frequency, \( f \) (resonance frequency \( f_m \)),

\[ S_{xx}(f) = \frac{k_B T f_m}{2\pi^3 m_{\text{eff}} Q_m [(f_m^2 - f^2)^2 + (f f_m/Q_m)^2]}. \quad (2.42) \]

### 2.3.1.3 Calibration of a Voltage Signal

Of course, the signal used to measure the motion of the mechanical resonator does not appear exactly as in Equation (2.42). Instead, it consists of a voltage signal \( V(t) \), for which a power spectral density, \( S_{VV}(f) \) can be calculated, analogous to Equation (2.32). This signal usually contains some system-dependent noise, \( S_{NF}^{VV} \), which we assume is locally broadband in the region of the signal of interest, such that we can write

\[ S_{VV}(f) = S_{NF}^{VV} + \alpha S_{xx}(f). \quad (2.43) \]
Here, $\alpha$ is a detection-dependent scaling factor that describes how the motion of the resonator $x(t)$ is transduced into the voltage signal $V(t)$. For optomechanical detection, it will vary based on laser power, photodiode response and electronic gains as well as the coupling strength between the optical resonance and the mechanical motion. If all other factors are known or calibrated, this optomechanical coupling can be inferred from the measured voltage spectrum $S_{VV}(f)$ [34, 85, 98].

In practice, we fit the spectrum $S_{VV}(f)$ with Equations (2.42) and (2.43), using $S_{\text{NF}}^{\text{SNP}}$, $Q_m$, $A = \alpha k_B T / 2 \pi^3 m_{\text{eff}}$ and $f_m$ as the fit parameters. If we know the temperature and effective mass of the resonator, we can determine $\alpha$ and the displacement PSD. This is usually what is done in room temperature measurements, where the resonator is well-thermalized to its surroundings. However, if we don’t know $T$, we could also determine its value using knowledge of $\alpha$. This is the basis for the mechanical mode thermometry described in Section 4.3.3.

### 2.3.2 Mechanical Modes of Bottle Resonators

The mechanical modes of the bottle resonators studied in this thesis consist of a family of equatorial “breathing” and “squishing” modes, as shown in Figure 2.3. These modes are simulated using finite element modelling in COMSOL by constructing two sets of models, one which includes and the other which excludes the bottle stems. Realistic and detectable modes are identified as those which appear in both sets of simulations, have minimal displacements in the bottle stems (i.e., aren’t stem-modes) and which have large displacements near the equator since that is where the optical modes used to detect the mechanical motion are localized. These simulated modeshapes are used to calculate $m_{\text{eff}}$, as defined in Equation (2.29).

#### 2.3.2.1 Sources of Mechanical Losses

The linewidth or damping rate $\Gamma = \Omega_m / Q_m$ of the mechanical resonator can also be interpreted as the rate at which phonons are lost from the resonator. There are several mechanisms through which this can happen, including viscous damping [99, 100], clamping losses [8] and intrinsic material losses. Viscous damping occurs as a result of mechanical motion being limited by the non-zero viscosity of the surrounding medium such as air or water. This tends to be eliminated in high-vacuum environments, but is not the limiting contribution to mechanical losses in the bottle resonators studied here (Ref. 100 sees just a four times increase in $Q_m$ for toroidal breathing modes between ambient and vacuum pressures). Clamping losses occur when phonons tunnel out of the resonator through the
clamping structure or substrate. We reduce the effects of clamping losses by fabricating bottles with thin stems [100]. Since the mechanical modes studied are generally concentrated around the equator of the bottle, far removed from the stems, it is not easy for phonons to travel from the mode volume to the outside stems. In the case of the bottles studied here, we believe the dominant sources of mechanical loss are internal, arising primarily from a distribution of two-level systems in the amorphous glass sample which permit phonon excitation across an asymmetric double-well potential [101, 102, 103].

2.4 The Optomechanical Interaction

Now that we have described optical and mechanical resonators separately, we quantitatively address the coupling between them. The canonical picture of an optomechanical resonator is shown in Figure 2.4, and consists of a Fabry-Pérot resonator in which one mirror is free to move. As the resonance frequency of the Fabry-Pérot cavity depends on its length, any motion of the free mirror modifies the optical resonance frequency. In turn, the optical field built up inside the cavity exerts a radiation pressure force on the mirror, driving its oscillations. In this section, we model the optomechanical interaction first through a Hamiltonian formalism and then with coupled equations of motion, which are used to describe dynamical backaction effects.
Figure 2.4: (a) Canonical picture of optomechanical coupling in a Fabry-Pérot resonator. (b) As the mechanical resonator moves, the optical resonance frequency is modulated, leading to an oscillating amplitude (top) and phase (bottom) of the intracavity light. Detection of the mechanical motion can be accomplished through either the phase or amplitude signal. Reprinted with permission from [M. Aspelmeier, T. J. Kippenberg, and F. Marquardt. Cavity optomechanics. Reviews of Modern Physics, 86(4):1391–1452, 2014]. Copyright 2014 by the American Physical Society.
2.4.1 Hamiltonian Formulation

The Hamiltonian for independent optical and mechanical resonators can be written as

\[
\hat{H} = \hbar \omega_o \left( \hat{a}^\dagger \hat{a} + \frac{1}{2} \right) + \hbar \Omega_m \left( \hat{b}^\dagger \hat{b} + \frac{1}{2} \right),
\]

(2.44)

where \( \hat{a}^\dagger, \hat{a} (\hat{b}^\dagger, \hat{b}) \) are the creation, annihilation operators for the optical (mechanical) mode, and \( \omega_o (\Omega_m) \) is the resonance frequency of the optical (mechanical) oscillator. The optomechanical interaction results in a position-dependent optical resonance frequency, which can be expanded as a Taylor series for small displacements. To first order, we have

\[
\omega_o \to \omega_o(\hat{x}) \approx \omega_o - G \hat{x}
\]

(2.45)

where the linear optomechanical coupling strength is \( G = -\frac{\partial \omega_o}{\partial x} \). Nonlinear coupling can be accounted for by adding additional terms in the Taylor series [14, 85]. Inserting Equation (2.45) into Equation (2.44), we have

\[
\hat{H} = \hbar (\omega_o - G \hat{x}) \hat{a}^\dagger \hat{a} + \hbar \Omega_m \hat{b}^\dagger \hat{b}
\]

(2.46)

where we have omitted the zero-point energy \( \frac{\hbar \omega_o}{2} \) and \( \frac{\hbar \Omega_m}{2} \) of each oscillator since they are static and negligible in the regimes of large photon and phonon numbers.

Transforming Equation (2.46) to a frame rotating at the drive laser frequency \( \omega_L \), we obtain [11, 104]

\[
\hat{H} = -\hbar \Delta \hat{a}^\dagger \hat{a} - \hbar g_0 (\hat{b} + \hat{b}^\dagger) \hat{a}^\dagger \hat{a} + \hbar \Omega_m \hat{b}^\dagger \hat{b}.
\]

(2.47)

Here we have written the position operator \( \hat{x} = x_{\text{zpf}} (\hat{b} + \hat{b}^\dagger) \) in terms of the amplitude of the mechanical mode’s zero-point fluctuations

\[
x_{\text{zpf}} = \sqrt{\frac{\hbar}{2m_{\text{eff}} \Omega_m}}
\]

(2.48)

and its creation and annihilation operators. This zero-point motion can be thought of as the spread in the mechanical oscillator’s ground state wavefunction. We have also introduced the vacuum optomechanical coupling rate

\[
g_0 = Gx_{\text{zpf}},
\]

(2.49)
which represents the strength of optomechanical coupling that exists between a single photon and a single phonon. The effective mass, \( m_{\text{eff}} \), is defined as in Equation (2.29).

By taking the derivative of the Hamiltonian in Equation (2.46) with respect to the position operator \( \hat{x} \), we determine the radiation pressure force that the intracavity field exerts on the mechanical mode,

\[
\hat{F}_{\text{rad}} = -\frac{\partial \hat{H}}{\partial \hat{x}} = \hbar G \hat{a} \hat{a}^\dagger.
\]  

(2.50)

This force in turn shifts the equilibrium of the mechanical oscillator’s position from 0 to

\[
\bar{x} = \langle \hat{x} \rangle = \frac{\langle \hat{F}_{\text{rad}} \rangle}{m_{\text{eff}} \Omega_m^2}.
\]  

(2.51)

This new equilibrium position of the mechanical resonator in turn results in a new static resonance frequency of the optical cavity \( \omega_o \rightarrow \omega_o(\bar{x}) = \omega_o - G\bar{x} \).

### 2.4.2 Equations of Motion - Dynamical Backaction

Further insight into the dynamical effects of the interaction can be gained by studying the coupled optical and mechanical equations of motion. Since we deal exclusively with large numbers of both photons and phonons, we will consider only the classical equations of motion, taking \( \hat{a} \rightarrow a \) and \( \hat{x} \rightarrow x \). Unlike the Hamiltonian of the previous section, which assumes a closed system and thus conservation of energy, the equations of motion include both optical and mechanical decay mechanisms. These are analogous to Equations (2.17) and (2.28), but include the optomechanical interaction through a radiation pressure force, \( \hbar G|a|^2 \), and a position-dependent optical resonance frequency, \( \omega_o - Gx \), in the mechanical and optical equations of motion, respectively. For an external driving force \( F_{\text{ext}}(t) \), the resulting equations in the rotating picture are coupled,

\[
m_{\text{eff}} \ddot{x} = -m_{\text{eff}} \Omega_m^2 x - m_{\text{eff}} \Gamma \dot{x} + \hbar G|a|^2 + F_{\text{ext}}(t)
\]

(2.52)

\[
\dot{a} = \left[i(\Delta + Gx) - \frac{\kappa}{2}\right] a + \sqrt{\kappa_{\text{ex}}} s_{\text{in}}.
\]

(2.53)

We seek to solve the above system of equations by expanding both the intracavity field \( a(t) = \hat{a} + \delta a(t) \) and the position \( x(t) = \bar{x} + \delta x(t) \) around their respective equilibria and neglecting terms of \( O(\delta^2) \). The equations of motion thus become
\begin{equation}
  m_{\text{eff}} \ddot{\delta x} = -m_{\text{eff}} \Omega_m^2 \delta x - m_{\text{eff}} \Gamma \delta x + \hbar G (\bar{a}^* \delta a + \bar{a} \delta a^*) + F_{\text{ext}}(t) \tag{2.54}
\end{equation}

\begin{equation}
  \delta a = i \left( \Delta - \frac{\kappa}{2} \right) (\bar{a} + \delta a) + i G \bar{a} \delta x + \sqrt{\text{Re}s_{\text{in}}}, \tag{2.55}
\end{equation}

where we have used Equation (2.51) to simplify Equation (2.54) and we have renormalized the laser detuning ($\Delta \rightarrow \bar{\Delta} = \Delta + G \bar{x}$) to include the static shift of the cavity resonance frequency due to the new equilibrium position of the mechanical resonator. Recalling the stationary state solution to the intracavity field for detuning $\Delta$ (Equation (2.19)) we can write

\begin{equation}
  \delta a = \left[ i \bar{\Delta} - \frac{\kappa}{2} \right] \delta a + i G \bar{a} \delta x. \tag{2.56}
\end{equation}

We now Fourier transform the equations of motion, keeping in mind the identity $\delta a^*(\omega) = (\delta a(-\omega))^*$:

\begin{align}
  i \omega \delta a(\omega) &= \left[ i \bar{\Delta} - \frac{\kappa}{2} \right] \delta a(\omega) + i G \bar{a} \delta x(\omega) \tag{2.57} \\
  - \omega^2 m_{\text{eff}} \delta x(\omega) &= - m_{\text{eff}} \Omega_m^2 \delta x(\omega) - i m_{\text{eff}} \omega \Gamma \delta x(\omega) + \hbar G [\bar{a} (\delta a(\omega))^* + \bar{a}^* \delta a(\omega)] + F_{\text{ext}}(\omega). \tag{2.58}
\end{align}

We first solve Equation (2.57) for the function $\chi_{\text{cav}}(\omega)$ which describes the cavity response to motion of the mechanical resonator, $\delta x(t)$,

\begin{equation}
  \delta a(\omega) = i G \bar{a} \chi_{\text{cav}}(\omega) \delta x(\omega) = \frac{i G \bar{a}}{i(\omega - \bar{\Delta}) + \kappa/2} \delta x(\omega). \tag{2.59}
\end{equation}

We can now use this to solve Equation (2.58) to obtain the mechanical response to the external driving force $F_{\text{ext}}(\omega)$:

\begin{align}
  \delta x(\omega) &= \chi_{\text{OM}}(\omega) F_{\text{ext}}(\omega) \tag{2.60} \\
  &= \frac{F_{\text{ext}}(\omega)}{m_{\text{eff}} (\Omega_m^2 - \omega^2 - i \omega \Gamma) + \Sigma(\omega)}, \tag{2.61}
\end{align}

where $\chi_{\text{OM}}(\omega)$ is the mechanical susceptibility to $F_{\text{ext}}(\omega)$ in the presence of the optomechanical interaction [104]. It is similar to Equation (2.34), with the addition of an optomechanical contribution $\Sigma(\omega)$, given by
\[ \sum(\omega) = -i\hbar G^2 |\tilde{a}|^2 (\chi_{\text{cav}}(\omega) - \chi_{\text{cav}}^*(\omega)). \tag{2.62} \]

If we compare the above result to Equation (2.34), we infer that the imaginary part of the complex susceptibility describes the damping of mechanical oscillations while the real part describes the frequency. Examining Equation (2.61), evaluated near the bare mechanical resonance frequency \( \Omega_m \), we see that both the resonance frequency and the mechanical damping rate are modified by the optomechanical interaction according to

\[ \delta(\Omega_m^2) = 2g^2 \Omega_m \left\{ \frac{\Omega_m + \tilde{\Delta}}{(\Omega_m + \Delta)^2 + \kappa^2/4} - \frac{\Omega_m - \tilde{\Delta}}{(\Omega_m - \Delta)^2 + \kappa^2/4} \right\} \tag{2.63} \]

and

\[ \Gamma_{\text{OM}} = g^2 \kappa \left\{ \frac{1}{(\Omega_m + \Delta)^2 + \kappa^2/4} - \frac{1}{(\Omega_m - \Delta)^2 + \kappa^2/4} \right\}. \tag{2.64} \]

Here, \( g = \tilde{a} g_0 \) is the field-enhanced optomechanical coupling rate. Equation (2.63) describes a light-induced frequency shift while Equation (2.64) describes the optomechanical contribution \( \Gamma_{\text{OM}} \) to the mechanical damping such that the total damping rate is given by \( \Gamma_T = \Gamma + \Gamma_{\text{OM}} \). \( \Gamma_{\text{OM}} \) can take on both positive and negative values depending on the detuning of the laser from the cavity resonance. A red detuned laser \( (\tilde{\Delta} = \omega_L - \omega_0(x) < 0) \) results in a positive optomechanical damping, effectively cooling the mode and increasing the total mechanical linewidth. In a quantum mechanical picture, this occurs because Raman scattering processes in which a photon scatters from a phonon to increase in energy are resonantly enhanced, reducing the number of phonons in the mechanical mode.

In the case of blue laser detuning \( (\tilde{\Delta} > 0) \), the opposite is true. The optomechanical damping becomes negative and therefore reduces the mechanical linewidth, heating or amplifying the motion. If the total mechanical linewidth \( (\Gamma_{\text{OM}} + \Gamma) \) is reduced to 0, there exists an optomechanical instability and a nonlinear treatment of the dynamics is necessary [11]. This parameter regime can be exploited to generate self-sustained oscillations [105, 106] and synchronization of multiple oscillators [107].

Note that for a laser which is resonant with the optical cavity, \( \tilde{\Delta} = 0 \), Equations (2.63) and (2.64) are zero and the mechanical damping rate and resonance frequency are left unchanged. Thus a measurement of the mechanics made on-resonance exerts no dynamical backaction on the mechanical resonator (although it may still impart a static backaction which shifts the equilibrium position due to the radiation pressure force exerted by the photons in the cavity).
It is also worth noting that the equations above (i.e., linearized) are not sufficient approximations for devices in the strong coupling regime \((g > \kappa)\) [11]. There, the small terms proportional to \(\delta x \delta a\) become important and cannot be neglected. In these cases, the optical spring effect and optomechanical damping terms lead to first a non-Lorentzian lineshape and eventually a normal mode splitting of the mechanical resonance into two hybridized modes [13, 108].

### 2.4.3 Optomechanical Coupling in WGM Resonators

Optomechanical coupling in WGM resonators can occur through overlap of the evanescent field of the WGM with a mechanical element, such as in the case of microdisks, toroids or microspheres coupled via the evanescent field to cantilevers, strings, or membranes [21, 22, 109]. In these configurations, the optomechanical coupling occurs as the motion of the mechanical element causes a change in the effective refractive index of the optical mode. Optomechanical coupling is also commonly observed in systems such as microspheres [39], disks [41] and toroids [110] which exhibit radial breathing modes. In these cases, the mechanical mode occupies the same (or nearly the same) volume as the optical mode, such that the mechanical motion causes a change in the boundary conditions of the material, thus modulating the optical resonance frequency.

For the case of a microsphere (or nearly-spherical bottle resonator) interacting with a radial breathing mode, the optomechanical coupling strength can be derived quite simply by considering the resonator as a Fabry-Pérot resonator with periodic boundary conditions. The Fabry-Pérot has resonance frequencies which are given by the condition

\[
\omega_l = \frac{l \pi c}{L}, \tag{2.65}
\]

where \(l\) is the mode label and \(L\) is the length of the cavity. Similarly, a spherical WGM resonator has the resonance condition (as in Equation (2.12))

\[
\omega_l = \frac{l c}{n_0 c_1 R}, \tag{2.66}
\]

where \(R\) is the radius of the WGM resonator. If we now consider small changes to the radius \(R \rightarrow R + r\), where \(r \ll R\), such as would occur in a radial breathing mode, we find

\[
\omega_l(r) = \frac{l c}{n_0 c_1 (R + r)} \approx \omega_l \left(1 - \frac{r}{R}\right). \tag{2.67}
\]
Defining the optomechanical coupling as \( G = -\frac{\partial \omega}{\partial r} \) results in a relatively simple expression for the optomechanical coupling strength,

\[
G = \frac{\omega_l}{R}.
\]

(2.68)

## 2.5 Low Temperature Optomechanics

Optomechanical devices are interesting systems not only for practical applications but also for fundamental tests of the validity of quantum mechanics on large scales. The sensitivity of optomechanical devices makes them ideally suited to study this quantum-to-classical crossover, and the observation of the quantum mechanical ground state of a mesoscopic object is the subject of significant efforts [4, 16, 46, 111, 112].

Furthermore, the hybrid nature of these systems makes them appealing candidates for many quantum information processing architectures. Photons are promising information carriers for their speed and limited decoherence. However, the difficulty in coupling photons to one another makes other quantum systems, such as spins or superconducting circuits more favourable as qubit implementations. Optomechanical devices are perhaps uniquely suited as transducers between a wide variety of qubit systems and optical photons which could act as flying qubits to mediate information transfer between distant qubit systems [30].

A central requirement to the above experiments is preparation of the mechanical resonator in, or very near, its ground state [33]. Most micro- and nano-mechanical resonators operate at frequencies ranging from kHz to GHz, such that they are subject to significant thermal occupation at room temperature. The average phonon occupation for a resonator of frequency \( \Omega_m \) in thermal equilibrium with a bath of temperature \( T \) is given by

\[
\bar{n} = \frac{1}{e^{\hbar \Omega_m / k_B T} - 1}.
\]

(2.69)

which for \( \bar{n} \gg 1 \) can be approximated by \( \bar{n} \approx \frac{\hbar \nu T}{m_\Omega} \). Even at a temperature of 10 mK, attainable in a commercial dilution refrigerator, only mechanical resonators with \( \Omega_m / 2\pi \gtrsim 150 \text{ MHz} \) can be passively cooled into their ground states. This necessitates the use of active cooling processes to reach the ground state of most devices.

### 2.5.1 Optomechanical Cooling

A technique similar to laser cooling of atoms can be used as a non-equilibrium process to cool mechanical resonators into their ground states [11, 19, 20, 112]. Returning to Equation
(2.64), we see that it has two terms, each of which is clearly enhanced in turn for laser detunings $\Delta = \pm \Omega_m$. These two terms can be thought of in an equivalent picture as arising from scattering of photons in the laser drive field from the motion of the mechanical resonator. This scattering gives rise to motional sidebands in the spectrum of the optical cavity, as measured in [17, 20, 93]. Tuning the laser to either motional sideband ($\Delta = \pm \Omega_m$) resonantly enhances either the Stokes or anti-Stokes scattering process due to the large density of photon states in the optical cavity, as illustrated in Figure 2.5. For red-detuned beams, the anti-Stokes process is enhanced, where a drive photon absorbs a phonon from the mechanical resonator and increases in energy to be resonant with the optical cavity. A blue-detuned laser drive results in Stokes scattering, where the laser photon loses energy in the form of a phonon in order to scatter into the optical cavity.

These scattering processes can be exploited to either amplify ($\Delta > 0$) the motion by adding phonons to the resonator or to cool ($\Delta < 0$) the mechanical resonator by removing phonons. We can analyze how efficient this cooling is by studying the rates of these Stokes and anti-Stokes scattering processes. Let us denote $A^+$ ($A^-$) as the Stokes (anti-Stokes) scattering amplitude. The Stokes process takes the resonator from the $n$ phonon state to the $n + 1$ phonon state so the rate of phonons being injected into the mechanical mode is [11, 104]

$$\Gamma_{n \rightarrow n+1} = (n + 1)A^+ \quad (2.70)$$

while the anti-Stokes scattering process results in a rate

$$\Gamma_{n \rightarrow n-1} = nA^- \quad (2.71)$$

The total cooling rate is then given by [11, 104]

$$\Gamma_{OM} = A^- - A^+. \quad (2.72)$$

While these Stokes and anti-Stokes scattering processes are occurring, the mechanical resonator is also in contact with a thermal bath, which has an average phonon occupation $\bar{n}_{th}$ and exchanges phonons with the mechanical mode at the mechanical damping rate $\Gamma$. The average occupation of the mechanical resonator is given by the weighted sum of the Fock state populations $P_n$ as $\bar{n} = \Sigma_{n=0}^{\infty} n P_n$, and the change in this average occupation is determined by both Stokes and thermal processes,

$$\dot{\bar{n}} = (\bar{n} + 1)(A^+ + A^+_\text{th}) - \bar{n}(A^- + A^-_\text{th}), \quad (2.73)$$
Figure 2.5: (a) Schematic depicting optomechanical cooling in the Doppler (left) and resolved sideband (right) regimes. Motional sidebands arising from scattering of photons from mechanical phonons are visible in the resolved sideband case. (b) Schematic of the optomechanical heating and cooling processes illustrated in terms of the addition and subtraction of phonons from the mechanical mode. (c) Experiments exhibiting laser cooling of optomechanical devices. (d) Work done by the radiation pressure force during one mechanical cycle. The presence of the cavity leads to a retardation of the radiation pressure relative to the mechanical motion, which in turn leads to heating or cooling of the mechanics. (a) and (b) reprinted by permission from Macmillan Publishers Ltd: Nature Physics [A. Schliesser, R. Rivière, G. Anetsberger, O. Arcizet, and T. J. Kippenberg. Resolved-sideband cooling of a micromechanical oscillator. *Nature Physics*, 4(5):415–419, 2008], copyright 2008. (c) and (d) reprinted with permission from [M. Aspelmeyer, T. J. Kippenberg, and F. Marquardt. Cavity optomechanics. *Reviews of Modern Physics*, 86(4):1391–1452, 2014]. Copyright 2014 by the American Physical Society.
where the thermal phonon exchange amplitudes are given by $A^-_{th} = \bar{n}_{th} \Gamma$ and $A^+_{th} = (\bar{n}_{th} + 1)\Gamma$. Solving for the steady state phonon occupation ($\dot{\bar{n}} = 0$) gives a final occupation $\bar{n}_f$ of

$$\bar{n}_f = \frac{A^+ + \bar{n}_{th} \Gamma}{\Gamma_{OM} + \Gamma}. \quad (2.74)$$

If we now assume that the mechanical resonator is completely isolated from its thermal bath (in other words, we have a mechanical resonator with infinitely high $Q_m$), then $\Gamma = 0$ and we can determine the theoretical absolute minimum phonon occupation,

$$\bar{n}_{min} = \frac{A^+}{\Gamma_{OM}}. \quad (2.75)$$

Substituting this into Equation (2.74) we obtain

$$\bar{n}_f = \frac{\bar{n}_{min} \Gamma_{OM} + \bar{n}_{th} \Gamma}{\Gamma_{OM} + \Gamma}. \quad (2.76)$$

The scattering rates $A^+$ and $A^-$ can be determined using Fermi’s Golden Rule or quantum noise spectra [113], which in turn determine $\bar{n}_{min}$ [11]. For the resolved-sideband regime ($\Omega_m \gg \kappa$), this results in

$$\bar{n}_{min} = \left(\frac{\kappa}{4\Omega_m}\right)^2 \ll 1. \quad (2.77)$$

Thus, the level of sideband resolution dictates the theoretical limit for ground-state cooling. Note that the minimum occupancy $\bar{n}_{min}$ is independent of the optomechanical coupling strength $g_0$ and the laser power. These factors do play a role in how close we can get to reaching this theoretical limit, through the optomechanical damping rate $\Gamma_{OM}$ which is maximized for a laser detuning of $\Delta = -\Omega_m$. The corresponding cooling rate is

$$\Gamma_{OM} = 4\frac{g^2}{\kappa}, \quad (2.78)$$

which does depend on the optomechanical coupling strength and input optical power.

For optomechanical devices in the Doppler regime ($\kappa \gg \Omega_m$), this limit is given by

$$\bar{n}_{min} = \frac{\kappa}{4\Omega_m} \gg 1 \quad (2.79)$$

for a detuning of $\Delta = -\kappa/2$. The corresponding cooling rate is given by
which we note is not the maximum cooling rate (which occurs at $\bar{\Delta} = -\kappa/2\sqrt{3}$) [11]. It is thus impossible to cool an optomechanical device in the Doppler regime to its ground state in this way, although there has been some success in reducing the phonon occupation in this regime [114, 115]. One interpretation of this fundamental limit is that the optical decay time of $\kappa$ implies an energy uncertainty of $\Delta E \sim h\kappa$ - much larger than the ground state energy $h\Omega_m/2$ [20]. Since the average energy of the system cannot be smaller than its uncertainty, it is not possible to cool to the ground state with this method. Ground-state cooling for these devices is, however, possible using other techniques such as pulsed cooling [116, 117] or in dissipatively-coupled optomechanical systems (in which $\kappa \rightarrow \kappa(x)$) [118]. Figure 2.5(c) illustrates a number of optomechanical cooling experiments.

Optomechanical cooling can also be understood by examining the phase diagram traced out by the motion of the mechanical resonator in the radiation pressure force versus $x$ space, as shown in Figure 2.5(d). As the position of the mechanical resonator changes, so too does the resonance frequency of the cavity. The existence of the optical cavity leads to a retardation of the radiation pressure force acting on the mechanical resonator relative to the motion of the resonator. This in turn means that the radiation pressure force sweeps out an area (instead of a line) over the course of a mechanical period and thus does work on the oscillator. Whether energy is extracted or added to the mechanical resonator is dependent on the detuning of the laser. In the Doppler regime, the cooling power is small, since the relative timescales of the optics and mechanics mean that the intracavity field responds nearly instantaneously (on the timescale of a mechanical period) to changes in $x$. There is, however, still a slight retardation of the radiation pressure force, as seen in Equation (2.64) so that some cooling or heating is possible. In the resolved-sideband regime, intracavity photons are long-lived, resulting in a large retardation of the radiation pressure force and the potential for strong cooling or heating of the mechanics.

Note that although laser cooling is necessary to reach the mechanical ground state of many optomechanical systems, Equation (2.76) shows that passive cryogenic precooling is still a requirement, due to the coupling of the resonator to the thermal bath. This passive precooling can be accomplished by a number of techniques including dilution refrigeration [16, 46, 47] and exchange gas cooling in helium flow cryostats [19, 44, 45]. Cryogenic cooling is further advantageous in that it does not increase the total damping rate of the mechanical resonator, which lowers $Q_m$ and can make observing small mechanical oscillations on a (relatively) large background very difficult. Finally, optomechanical systems could be used to sensitively probe interesting phenomena such as superconductivity and superfluidity [80, 119] which manifest themselves only at low temperatures.
CHAPTER 3

Experimental Methods and Dilution Fridge Apparatus

There are several key components that must first be developed in order to study the optomechanical interaction in silica bottle resonators at low temperatures. The first is fabricating both the tapered optical fiber used to couple light into the resonator (Section 3.1) as well as the resonator itself (Section 3.2). Secondly, we must have an apparatus that houses the taper and resonator, and enables their manipulation. At room temperature (Section 3.3), this is fairly straightforward and we use the same apparatus as described elsewhere [86, 87]. However, inside a dilution fridge, significant consideration must be given to space constraints, thermal anchoring and accessibility (Section 3.4). Another important consideration is the ability to align the optomechanical resonator and tapered fiber relative to each other. Our apparatus addresses this challenge with a home-built optical microscope that allows in situ imaging of the taper and resonator (Section 3.4.3). Finally, a suitable arrangement of optics and electronics is required to detect the small signal of the optomechanical interaction (Section 3.5).

3.1 Tapered Fiber Fabrication

Tapered optical fibers are fabricated using a heat-and-pull method [86, 120, 121]. A Corning SMF-28e single mode optical fiber is mechanically stripped of its acrylic coating in a small region (3-4 cm) and cleaned with acetone. It is then clamped into two Newport 466A-710 double-armed V-groove fiber clamps which are mounted on a two-dimensional Zaber stage positioner. The ends of the fiber are cleaved and mechanically spliced to a pair of patch cables (also Corning SMF-28e fiber), which are connected to a 1550 nm laser and a photodiode so that transmission of light through the fiber can be monitored during the pulling process. The pulling apparatus is pictured in Figure 3.1.
Figure 3.1: (a) Schematic of the taper-pulling process, in which an optical fiber is heated and stretched while monitoring its transmission with a photodiode (PD) (shown in more detail in Figure 3.2). (b) The taper-pulling apparatus, with optical microscope configuration shown in (c). (b-c) adapted from [B. D. Hauer, P. H. Kim, C. Doolin, A. J. R. MacDonald, H. Ramp, and J. P. Davis. On-chip cavity optomechanical coupling. *EPJ Techniques and Instrumentation*, 1:4, 2014] under the Creative Commons Attribution License.
CHAPTER 3. METHODS AND APPARATUS

A hydrogen torch is used to produce a small, stable flame and the Zaber stages are used to approach the flame to the stripped region of the fiber. The flame is positioned to obtain the largest hot zone (determined by the width of the glowing region on the stripped fiber) and a stable flame as a uniform heating profile increases the adiabaticity and minimizes losses in the taper [86, 88]. This usually means that the flame is positioned so that the fiber is near the bottom of the flame.

Once the flame is positioned, the fiber clamps (mounted on the computer-controlled Zaber stages) move apart at a constant speed of 40 $\mu$m/s, stretching the fiber as it is heated. By conservation of volume, the diameter of the fiber is reduced as the core and cladding are melted together and the fiber ceases to be single mode. The changing diameter of the fiber gives rise to parasitic modes which have a fiber dimension-dependent loss. This takes the form of regular oscillations in the transmission as a function of time, as shown in Figure 3.2. The frequency of these oscillations increases as the pulling proceeds until the point that they cease altogether. At this point, all parasitic modes have died off and the tapered region of the fiber consists of a glass core of $\sim$1 $\mu$m diameter clad by air. The taper is a single mode fiber, but with a large portion of the guided mode propagating in the evanescent field in the air outside the core.

The entire tapering procedure occurs inside a closed acrylic box situated on an optical table. Since the cleanliness of both the fiber and the environment are very important to the overall quality of the final taper [122], the box serves to protect the taper from airborne contaminants such as dust. It additionally reduces the effects of air currents that introduce

![Figure 3.2: Observed transmission during pulling of a single mode tapered fiber. Inset: energy density of the electric field in the taper mode. White circle denotes the boundary of the core. Figure reproduced from [B. D. Hauer, P. H. Kim, C. Doolin, A. J. R. MacDonald, H. Ramp, and J. P. Davis. On-chip cavity optomechanical coupling. *EPJ Techniques and Instrumentation*, 1:4, 2014] under the Creative Commons Attribution License.](image)
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Figure 3.3: (a) Schematic of the room-temperature taper-gluing process, with photographs of the initial gluing points shown in (b) and (c). (d) Scanning electron microscope image of a mounted tapered fiber, with a 1.2 μm minimum diameter. (a-c) adapted from [B. D. Hauer, P. H. Kim, C. Doolin, A. J. R. MacDonald, H. Ramp, and J. P. Davis. On-chip cavity optomechanical coupling. \textit{EPJ Techniques and Instrumentation}, 1:4, 2014] under the Creative Commons Attribution License.

turbulence to the flame, destroying the uniformity of the heating profile and resulting in non-adiabatic tapering. This procedure results in tapers with losses (from start to end of the pull) as low as 1%.

After a successful taper is produced, an optical microscope is mounted to the tapering apparatus, as shown in Figure 3.1(c), and used to view the taper. Immediately following the pull, the thinnest region of the taper usually has a small bump in its centre, arising from the upward flow of hydrogen gas during the pulling procedure. We tension the fiber, moving the fiber clamps apart in 5 μm steps, until it is once again straight or until the transmission begins to drop. We then glue the taper to a homemade aluminum fork-shaped fiber holder with Devcon 14240 five-minute epoxy. We place a small drop of glue on each side of the fiber holder, place the fiber holder under the taper and then raise it until contact is made between the glue and the untapered regions of the fiber. The fiber holder is positioned in three dimensions using the stack of translational positioners (gluing stage) shown in Figure 3.1(b). The glue is then allowed to set for about half an hour before more glue is applied by draping thin strings perpendicular to the fiber, strengthening the bond between the glued region of the fiber and the mount.

After gluing, the taper is gently moved out of the acrylic box and into the coupling chamber where it is fusion spliced to two lengths of fiber installed inside the chamber. The fiber holder itself is flipped upside down and mounted to a stationary block such that the taper is lower than its holder. This facilitates access of the taper to an optical resonator situated below it.
3.2 Bottle Fabrication

Bottle resonators [48, 49, 50, 51, 123, 124] are WGM resonators similar to microspheres, but can range in shape from parabolic as in Ref. 49 to nearly spherical [52], as in this work. The fiber stems on either side enable the introduction of a mechanical strain to the bottle, allowing tuning of the optical resonances over a full free spectral range [49, 52]. The high optical quality factors of the bottle modes, high mechanical frequencies and transparency to many wavelengths make the bottles interesting candidates in pulse storage [39, 125] and wavelength conversion [42] applications. Bottle resonators are also of interest in creating all-optical switches and add-drop filters [123, 124], as well as in optofluidic sensing [50, 51].

We fabricate our bottle resonators by heating SMF-28e silica fibers using a commercial CO\(_2\) laser (Synrad 48-2KAM). The glass absorbs photons of \(\sim 10\) \(\mu\)m wavelength and is heated in proportion to the beam intensity and the diameter of the fiber. A short piece (\(\sim 5\) cm) of SMF-28e fiber is stripped of its coating and clamped in the fiber clamps in the fiber pulling setup described above (shown in Figures 3.1 and 3.4). A CO\(_2\) laser is then focused to an \(\sim 25\) \(\mu\)m spot by a 25.4 mm focal-length ZnSe lens. The lens and a 45° mirror are cage-mounted to the Zaber stages, as shown in Figure 3.4. A red guiding laser is used to align the optics, including two steering mirrors, so that the laser spot is focused on the centre of the clamped and stripped fiber.

The CO\(_2\) laser is then turned on and the power increased until a bright white spot is visible at the centre of the stripped fiber, which usually occurs at an incident power of 2-3 W when the apparatus is properly aligned. The Zaber stages pull the fiber apart at a constant speed of 40 \(\mu\)m/s while the laser spot is translated back and forth across a 5 mm section of the fiber at a maximum speed of 5 mm/s. As the pulling proceeds, the laser power is increased (to a maximum of 16 W) so that the white spot remains visible even as the fiber is stretched and made thinner. As the fiber is melted and stretched, the scanning laser creates areas of local heating which make the fiber look bumpy with smooth transitions between areas of large and small fiber diameters, as depicted in Figure 3.4(c). Towards the end of the pulling procedure, these spots of local heating are perceived as areas of the fiber where the laser spot is brighter. These spots eventually become bottle resonators which give off very bright flashes as the laser spot traverses them. By continuing to heat and pull for a short time after these flashes appear, we can continue to melt and stretch the fiber connecting the bottles so that it becomes thinner, weakening the bottles' connection to each other and increasing their mechanical quality factors. The pulling motion of the Zaber stages and the power to the CO\(_2\) laser are stopped simultaneously as pulling without heating will break the fiber, whereas the focussed laser spot will burn through the fiber if left in one place for too long. This results in an observed success rate of \(<10\%\). By using a brighter (more powerful) laser
Figure 3.4: (a) The bottle fabrication apparatus. (b) The location of the CO\textsubscript{2} laser spot as it melts the fiber is observed as a bright white spot. (c) Schematic of changes that occur to the fiber during the bottle-pulling process. (d) Optical photograph of a string of bottles, with tapered fiber (defocussed line perpendicular to the string) visible in the background. (a) adapted from [B. D. Hauer, P. H. Kim, C. Doolin, A. J. R. MacDonald, H. Ramp, and J. P. Davis. On-chip cavity optomechanical coupling. *EPJ Techniques and Instrumentation*, 1:4, 2014] under the Creative Commons Attribution License.
spot throughout the entire procedure, larger bottles (diameters >50 µm) can be created. For the resonators studied in this thesis, we have continued pulling the fiber to very close to the point of breaking and have obtained bottles of varying dimensions (diameters ∼20-50 µm) and shapes.

Once a set of bottles is pulled, the microscope is mounted as shown in Figure 3.1 to examine the bottles. The bottle pulling procedure generally results in a string of many (∼50-75) bottles (as seen in Figure 3.4(d)), most of which are not suitable for optomechanics experiments. We choose bottles which have a relatively large diameter (>20 µm), thin connecting stems and a symmetric profile. We generally choose spheroidally-shaped bottles for optomechanics as they have the thinnest connecting stems. Thin connecting stems constrain the bottle’s motion less, and result in higher quality mechanical breathing modes. The process used to create these spheroidal bottles often results in many other bottle shapes, including double-bottles, in which two bottles look fused together or barely separated, and asymmetric-stemmed bottles, where one stem is much thicker than the other. We keep a string of bottles if it has 3-4 spheroidal, thin-stemmed bottles on it.

The bottle string is tensioned and glued to either side of a small (6 mm) channel in a bottle mount (room temperature mount shown in the inset of Figure 3.5) using the same process as for the tapered fibers. The bottles are very delicate at this stage and tensioning even a small amount may break the bottle string, while insufficient tension introduces difficulties in coupling the bottle to a tapered fiber without contacting the taper and degrading the mechanical motion. We determine if any additional tension is required by gently blowing on the bottle string and watching the resulting motion with the optical microscope. If the bottles return to their position almost immediately, no additional tension is necessary. By contrast, if the bottles show large vibrations we tension them until this vibration disappears.

3.2.1 Larger Bottles

Much larger bottles (diameters of ∼200 µm) can be fabricated with a fusion splicer. In this scenario, the centre of a fiber is melted and broken into two using the arc from the electrodes in a fusion splicer. This forms a small microsphere on each end. The two microspheres are then fused together in the fusion splicer by pushing together the fibers and heating the centre of the microspheres. The resulting structure is re-fused several times until a symmetric bottle is formed. Bottles fabricated in this way are much less fragile than those made with the CO₂ laser due to their large fiber handles and thus can simply be taped to the bottle mount. We have used these bottles as test optical resonators but have not been able to observe any mechanical resonances, likely due to their large stems which lead to increased clamping losses.
3.3 Room Temperature Coupling Chamber

Once a suitable sample and tapered fiber have been fabricated, they are installed in a dedicated room temperature, vacuum-compatible coupling chamber. The chamber, shown in Figure 3.5, is home-built and described in more detail in Ref. 86 and Ref. 87. The top of the chamber includes a glass window that allows imaging of the taper and bottle with an optical microscope, consisting of a 10× objective and a zoom barrel enabling a further 7× magnification. The base of the vacuum chamber contains several input/output ports for a pumping station, electrical leads to control positioning stages and fiber optic feedthroughs to connect the tapered fiber to the outside optics, including a laser and detector. Before sealing the fiber optic feedthroughs, two long lengths of fiber are fed into the chamber. Each time a new tapered fiber is installed in the chamber, it is fusion-spliced to these lengths of fiber. Outside the chamber, the fibers are fusion-spliced to patch cables, facilitating connections to the controlling optics.

The tapered fiber is mounted in the chamber by flipping the fork-shaped fiber holder upside-down and securing it to a stationary aluminum support. To minimize vibrations of the fiber which can cause noise in the desired signal as well as to protect the fiber, it is secured with vacuum-compatible Kapton tape in a number of places inside the chamber. The bottle holder is mounted to the side of a set of three Agilis (AG-LS25V6) linear nanopositioning stages, as shown in Figure 3.5(b-c). These stages offer full three-dimensional control over the position of the bottles and have a resolution of 50 nm over a total travel range of 12 mm. The choice to leave the fiber stationary while moving the bottles underneath is made to minimize low frequency vibrations of the fiber and enable compatibility with on-chip coupling as described in Ref. 86.

It is worth noting that although the experimental chamber in this section is vacuum-compatible, most room temperature measurements were made at ambient pressure. This was done because even though the tapered fiber is nominally stationary, we have found it is difficult to approach the bottle to it under vacuum. Vibrations of the fiber and/or the bottle string cause the bottles to touch and become stuck to the fiber as they are approached. Air in the chamber damps these low-frequency vibrations significantly and allows coupling to the bottles without contact, which is important to avoid degradation to the quality of both optical and mechanical resonances.

3.4 Low Temperature Methods

A large portion of the experimental work described in this thesis was performed inside a commercial Oxford Instruments Kelvinox 400HA dilution fridge. Significant efforts are
Figure 3.5: Photographs of the coupling setup used for room temperature measurements. (a) The coupling chamber, microscope and fiber optic circuit. (b) and (c) The interior of the coupling chamber, including stages and mounts. Inset: the aluminum bottle mount used for room temperature experiments.
made to minimize the effect of outside vibrations which can both cause heating to the fridge and a deterioration of the small signals we wish to measure. The entire fridge is housed on a floating optical table, which is in turn situated on a separate foundation from the rest of the building. Additionally, significant impedances caused by junctions of very different materials (lead, PVC, stainless steel, etc.) inhibit acoustic waves from travelling though the pumping lines into the fridge.

Described here is first the theory and operation of the dilution fridge, followed by the custom-designed coupling apparatus and specific adaptations made to the room-temperature methods discussed in Sections 3.1-3.3.

3.4.1 Dilution Fridge Operation

As shown in Figure 3.6, the interior of a dilution fridge consists of a number of platforms, each of which serves a specific purpose in the cooling process. The 4 K flange is the topmost stage and isolates the interior vacuum space of the fridge from the surrounding helium bath via the inner vacuum can (IVC), which is sealed to the 4 K flange using an indium O-ring and evacuated to prevent any convection between the inner workings of the fridge and the helium bath. Situated below the 4 K flange is the 1 K pot, followed by the still plate and the cold plate. At the very bottom is the mixing chamber plate, which also houses the experiment. Mounted on the cold plate (and within the IVC) is the radiation shield, a polished brass and copper shield which reflects electromagnetic, and therefore thermal, radiation away from its interior. Between the IVC and the main dewar is a layer of G-10 called the sliding seal. The main dewar consists of another evacuated volume, the outer vacuum can (OVC), and a volume which is filled with liquid cryogens (the helium bath).

The first two stages of cooling proceed by filling the outer dewar of the fridge with liquid cryogens. First, the dewar is filled with liquid nitrogen (LN$_2$) and the interior of the fridge is allowed to thermalize to 77 K. Once this has occurred, the nitrogen is pushed out of the dewar with $^4$He gas and the dewar is filled with liquid $^4$He, cooling the fridge to 4.2 K. For the remainder of the experiment, the dewar remains filled with liquid helium. As the helium boils off, the gas is recovered and recompressed into a liquid and more liquid helium is transferred into the dewar every three to four days. Liquid nitrogen (and not helium) is used in the first step because its higher latent heat of vaporization and relative affordability make cooling from room temperature to 77 K (where the largest changes in heat capacities and thermal contraction occur) much more efficient and cost-effective.

Once the fridge has thermalized to 4.2 K, further cooling occurs by evaporative cooling of a volume of liquid $^4$He contained in the 1 K pot. Large pumping lines are used to reduce the pressure in the 1 K pot, which in turn reduces the boiling point of the helium. As the
Figure 3.6: Blueprint of our dilution fridge, with photographs of (clockwise from top right): the shields (radiation shield, IVC and sliding seal), the 1 K pot, the mixing chamber, the outer dewar hanging from the optical table, the still and heat exchangers and the baffles above the 4 K flange.
hottest $^3$He atoms are evaporated and pumped away, the remaining liquid is further cooled. This method provides cooling to temperatures as low as 1 K.

The final stage of cooling, resulting in temperatures as low as 2 mK (7 mK in our system), is dilution refrigeration. Here, we make use of the latent heat of mixing of the $^3$He and $^4$He isotopes. Because of the fundamentally different character of the two stable isotopes of helium (one is a boson while the other is a fermion), mixtures of $^3$He and $^4$He at low temperatures exist as illustrated in the phase diagram of Figure 3.7. For mixtures of the two isotopes, two stable phases emerge - a $^3$He-rich (pure) phase and a $^3$He-poor (dilute) phase. Below temperatures of about 0.1 K, the $^3$He-rich phase is essentially pure $^3$He while the $^3$He-poor phase contains $\sim$6.6% $^3$He, which is possible because a $^3$He atom actually has a lower energy when surrounded by $^4$He atoms than $^3$He atoms [126]. $^3$He is a fermion so that when it is in the pure phase, the atoms are forced into higher energy states to satisfy the Pauli exclusion principle. As more $^3$He atoms occupy the dilute phase, they attract each other, further lowering the energy. However, at some point the Pauli exclusion principle forces additional atoms to occupy higher-energy states, limiting the concentration of $^3$He in the dilute phase to 6.6%. The pure phase consists of only $^3$He because the bosonic nature of $^4$He means it is never energetically favourable for these atoms to exist with more $^3$He than $^4$He.

Due to the lower density of the pure phase ($^3$He atoms are lighter than $^4$He atoms), it floats on top of the dilute phase, with a phase boundary between them. To cool the experiment $^3$He atoms are transferred from the pure phase into the dilute phase. This endothermic process removes the heat of mixing from the mixing chamber surroundings. In practice, the incoming $^3$He gas is pre-cooled by the liquid helium bath to 4.2 K, before passing through the 1 K pot where it is liquified and cooled to 1 K. The liquid $^3$He then enters a thin capillary, and is cooled by the still before passing through heat exchangers where it is cooled by outgoing $^3$He. Once the $^3$He atoms enter the mixing chamber, they begin in the pure phase before crossing the phase boundary into the dilute phase. Large pumping lines deplete the dilute phase of $^3$He by pumping away some of the mix through the heat exchangers to the still. Inside the still, the $^3$He atoms are pumped through stationary superfluid $^4$He to complete the cycle.

Further cooling can be achieved through adiabatic nuclear demagnetization [126, 127] of a large mass of copper. Our fridge has been designed for compatibility with a demagnetization stage but this has not yet been implemented. Future experiments will make use of this ability.
Figure 3.7: (a) Phase diagram of $^3\text{He}$-$^4\text{He}$ mixtures. Note that the shaded region is a forbidden region, such that below the phase separation line, the mixtures undergo spontaneous separation into $^3\text{He}$-rich and $^3\text{He}$-poor phases. (b) Schematic of dilution fridge operation. Incoming liquid $^3\text{He}$ is cooled before entering the mixing chamber. There it crosses the phase boundary to extract the latent heat of mixing from the surroundings before being pumped out through the still. (a) and (b) reproduced from [F. Pobell. Matter and Methods at Low Temperatures. Springer-Verlag, third edition, 2007] with permission of Springer Science+Business Media.
3.4.1.1 Thermometry on the Fridge

The fridge is equipped with several thermometers to measure the temperature of various stages of the experiment. Two classes of thermometers are used: primary and secondary. Primary thermometers are based on intrinsic, temperature-dependent physical processes that have become part of the defined temperature scale. Examples of primary thermometers include melting curve thermometers, in which the temperature is read from the pressure along the melting curve of $^3$He [128], and nuclear orientation thermometers, in which gamma rays from the decay of a radioactive substance are detected [129]. At high temperatures, the emission of the rays is essentially isotropic, whereas at low temperatures, the rays are emitted preferentially in one direction.

Secondary thermometers vary in their temperature readings depending on the exact sample and geometry used and are calibrated using a primary thermometer. Examples of such thermometers include resistive thermometers, in which the resistance of a particular sample varies as a function of the temperature.

In this thesis, we will concern ourselves mostly with the temperature of the mixing chamber stage, which can be read off using both a secondary RuO$_2$ resistive thermometer and a primary nuclear orientation thermometer. The two thermometers are complimentary and used together as the nuclear orientation thermometer is sensitive only in the range $T < 50$ mK, whereas the RuO$_2$ is less accurate in the region $T < 20$ mK. Since the function of the nuclear orientation thermometer depends on a counting process, many averages and long periods of time are necessary to obtain an accurate reading. The resistive thermometer responds much faster and more sensitively to small changes in temperature. It is thus used as an indicator of relative changes in temperature, whereas the nuclear orientation thermometer is used to read off the absolute temperature over a long period of time.

It is also important to note that while these thermometers provide a good indication of the temperature of the mixing chamber stage, neither will necessarily give a good indication of the temperature of the sample we are studying. This is a particular challenge in the experiments presented in this thesis as the samples under study are silica, an excellent thermal insulator. Although significant efforts have been made to anchor the sample to the mixing chamber stage, the limited contact between the bottle string and the bottle mount, the thin stems connecting the bottle under study to the mount and heating of the resonator by the probe laser all prevent cooling of the resonator to the base temperature of the fridge. For this reason, we use thermal noise of the mechanical mode to infer the temperature of the resonator, as described in Section 4.3.3.
3.4.2 Dilution Fridge Coupling Apparatus

The dilution fridge coupling apparatus was designed around the use of three mutually orthogonal linear nanopositioning stages (attocube LT-UHV ANPx101, ANPz101). These stages have a full travel range of 5 mm with a minimum step size of 50 nm (10 nm) and a continuous piezo-controlled fine tuning range of 5 µm (800 nm) at room temperature (4.2 K). The sample (bottle resonators in our case, but the apparatus is fully compatible with chip-based resonators) is mounted to these attocube stages, allowing full three-dimensional control over its position while the tapered fiber remains stationary, as in the room temperature setup. This apparatus facilitates coupling to multiple devices during the same experimental run.

As shown in Figure 3.8, the attocube stages and a large Invar block are mounted on a large Invar plate to the mixing chamber stage of the fridge. Invar is an iron-nickel alloy which is designed to undergo very little thermal contraction (∼0.05% from 300 K to 4K), as shown in Figure 3.9. The Invar baseplate is used in an attempt to minimize drifts in the relative alignment of the sample to the tapered fiber, which is mounted to the Invar block.

To maximize thermal anchoring of the sample to the lowest temperatures of the fridge, thin
Figure 3.9: Coefficient of thermal expansion of various materials. Materials used in our experiment include: (1) Invar (upper) and glass (lower), (7) copper, (9) brass, (10) aluminum, (13) Vespel, and (20) teflon. Tra-Bond, an epoxy used in gluing the fiber and bottles, is similar to Stycast 2850 GT which has a thermal expansion coefficient slightly larger than (10). Reproduced from [F. Pobell. Matter and Methods at Low Temperatures. Springer-Verlag, third edition, 2007] with permission of Springer Science+Business Media.
plates of oxygen-free high conductivity (OFHC) copper are gold-plated and sandwiched between each attocube. The attocubes are made of titanium and ceramic and are not expected to conduct heat very well, so these copper plates are used to shunt any heat generated by their motion to the mixing chamber plate and away from the sample. They are themselves thermally anchored to the mixing chamber plate via a set of copper braids, shown in Figure 3.8.

The bottles are glued to one of the custom-machined bottle mounts shown in Figure 3.10, which is in turn mounted with two screws to the top copper plate. These mounts were designed to be cross-compatible with the room temperature chamber described in Section 3.3, and can be mounted to the Agilis stages using an aluminum adapter (see Figure 3.10(e)). The first bottle mount we tested was made entirely of OFHC copper, with a small (5 mm) channel cut away. Like the copper plates, this mount was also gold-plated to optimize thermal contact and prevent oxidation, which can lead to increased emissivity. However, the significant thermal contraction of the copper (∼0.325%, see Figure 3.9) caused a total length change of 55 µm in the mount, enough to cause the bottles to loosen and vibrate as the attocubes were moved at low temperatures. This made coupling light from the taper without contacting the bottles nearly impossible.

To counteract the negative effects of this thermal contraction, we designed a second bottle mount, made of two pieces of OFHC copper pushed through an Invar base on either side of the channel, as illustrated in Figure 3.10(b-d). The separation of the copper into two separate pieces means that as the bottles are glued in the centre of the copper pieces, differential thermal contraction will cause tensioning of the bottles instead of detensioning as cooling proceeds. As with the other pieces of copper in the apparatus, this bottle mount is also gold-plated.

We also had to adapt the taper- and bottle-gluing process described in Section 3.1 since the Devcon five-minute epoxy does not remain adhered to the bottle or taper mounts at cryogenic temperatures. We tested several epoxies, including a UV-curing epoxy and Tra-Bond epoxy by gluing tapered fibers to pieces of Invar and copper, and immersing them in liquid nitrogen. Only the Tra-Bond secured fibers survived the tests. Unfortunately, we also found that the Tra-Bond lacked the tensioning properties of the Devcon epoxy, which prevented us from observing the mechanical motion of the bottles. We therefore developed the gluing procedure illustrated in Figure 3.10(f), where the bottles are first glued with the Devcon epoxy, and then with Tra-Bond. This combination allows the bottle string to be tensioned as the five-minute epoxy dries; this tensioned state is maintained at low temperatures by the Tra-Bond after the five-minute epoxy ceases to adhere.

The tapered fiber is glued in the same way to the Invar fork-shaped fiber holder, shown in Figure 3.11(a). It is fusion-spliced to two long lengths (∼20 m) of fiber which have been
Figure 3.10: Rendering of (a) copper and (b) copper-and-Invar bottle mount. Photographs of the copper-and-Invar mount before (c) and after (d) gold-plating. (e) Copper bottle mount and aluminum adapter inside the room temperature chamber. (f) Illustration of the gluing procedure used for dilution fridge experiments, where both five-minute (light blue) and Tra-Bond (dark blue) epoxies are used. (g) Photograph of the bottles and mount after gluing. Inset: A tapered fiber glued to a gold-plated OFHC copper piece after being immersed in liquid nitrogen. All scale bars are 10 mm.

Figure 3.11: (a) Invar fiber-holder, with a taper glued using both five-minute epoxy and Tra-Bond. (b) The tapered fiber is mounted to the Invar block on the mixing chamber plate of the fridge. (c) Fibers are taped to the underside of the mixing chamber plate with Kapton and aluminum tape to prevent accidental thermal contact between the mixing chamber and the radiation shield.
thermally anchored to the still plate of the fridge. The fiber holder is then inverted and mounted to the Invar block (Figure 3.11(b)). Two brass push-pull translators, shown in Figure 3.8 are used to align the taper relative to the optical axis of an imaging system, described in further detail in Section 3.4.3 and Ref. 47. The extra length of fiber is then secured with Kapton and aluminum tape to the Invar block and the underside of the mixing chamber stage, as shown in Figure 3.11(c).

3.4.2.1 System Efficiency

As the taper is being installed in the fridge, we see a rapid decrease in the transmission, as shown in Figure 3.12(a). We believe that this occurs due to the adsorption of water molecules and other contaminants onto the fiber, which then facilitates scattering of light out of the tapered region. When we evacuate the IVC, we see a marked increase in the transmission (Figure 3.12(b)) as contaminants are pumped away. The difference in the maximum transmission between Figure 3.12(a) and (b) arises because we can only measure the transmission through the taper once both ends are spliced, which likely occurs after significant adsorption has already taken place.

Starting with a highly efficient fiber taper (90-95% after pulling), we can reach a total optical efficiency through the fridge of \(\sim 70\%\) at room temperature. However, as the fridge is cooled, we see the efficiency drop drastically to \(\lesssim 50\%\). In Figure 3.12(c), we show the transmission through a non-tapered fiber which has two fusion splices as the fridge is first cooled from room temperature to 77 K, and then warmed up again. The transmission through the fiber drops to \(\sim 80\%\) of its original transmission at 77 K, but makes a complete recovery at room temperature. We repeated this test for a single splice, in which the transmission was reduced to \(\sim 90\%\) of its initial value, leading us to conclude that the splices are responsible for a significant fraction of the temperature-dependent loss in the system, with the taper itself contributing the remaining portion.

3.4.3 Low Temperature Imaging\(^1\)

The final requirement for performing optomechanical experiments inside our dilution fridge is the ability to align the taper and resonator with respect to one another. Differential thermal contraction between the various materials used in our setup (see Figure 3.9) causes significant shifts in the relative position of the taper and resonator between room temperature and 4.2 K. To remedy this, we have designed and implemented an imaging system which facilitates the use of the attocube stages to counteract any changes in alignment.

\(^1\)Material in this section has been previously published in Ref. [47].
Performing optical measurements in cryogenic environments has conventionally been done through the use of a series of optical access windows. These are fairly easily implemented in helium flow cryostats, which reach minimum temperatures of \(\sim 1 \text{ K}\). However, in a dilution fridge environment, such windows impose an upper limit on the achievable base temperature of the fridge. Their presence results in increased heat loads, such that significant optimization of these windows for shielding infrared and radio frequency (RF) radiation is necessary. With such optimization, temperatures as low as 10 mK can be reached\(^2\), and such systems have successfully been used to image helium crystal surfaces [131, 132, 133] and orientations [134], as well as acoustic waves in helium [135].

Beginning in the early 1990s, there was significant interest in imaging \(^3\)He and \(^4\)He at sub-mK temperatures. This led to the development of cryogenic imaging systems which could be completely contained within the dilution fridge. The first of these systems, developed at the Helsinki University of Technology, used a Helium-Neon (HeNe) laser to interferometrically image for the first time the superfluid \(^3\)He surface at temperatures as low as 0.7 mK [136]. The experiment used a bundle of 30000 optical fibers to transport the image to a camera housed at room temperature. A more popular technique, developed at both Helsinki [137] and the University of Leiden [138], used a charge-coupled device (CCD) camera housed at 4.2 K inside the fridge to image the helium surface, eliminating the fiber bundle and increasing the resolution of the image. Housing the camera inside the fridge does however cause several complications, including heating from both thermal and RF radiation of the CCD, and time delays between the CCD and its room-temperature control electronics [137, 138, 139]. This necessitates further shielding and custom timing electronics.

We have adopted an approach similar to that of the first Helsinki system, described in Ref. 136, to assist in the alignment of our optomechanical apparatus. We use a 530 nm

\(^2\)Temperatures as low as 10 mK have been reached in unpublished work by the Balibar group, while 15 mK has been demonstrated in, for example, [A. Haziot, X. Rojas, A. Fefferman, J. Beamish, and S. Balibar. Giant Plasticity of a Quantum Crystal. Physical Review Letters, 110(3):035301, 2013].
light-emitting diode (LED, Thorlabs M530F1) as an illumination source and a coherent bundle of 37000 fibers (Fujikura FIGH-40) to transport an image to a room temperature camera consisting of the complementary metal-oxide-semiconductor (CMOS) chip from a commercial webcam (Logitech C200). Schematics and photographs of the imaging system are shown in Figure 3.13.

LED light is brought into the fridge via a cleaved multimode fiber (Thorlabs AFS105/125Y) and then collimated using a combination consisting of a strong condenser lens and a weak meniscus lens (Thorlabs ACL1210-A and LE1104-A, respectively), shown in Figure 3.13(b) as L1 and L2. The beam proved difficult to collimate, due both to its relatively broadband nature (spectral linewidth of ∼30 nm) and the large spatial mode exiting the multimode fiber. A number of lenses and combinations of lenses, including aspherics, plano-convex lenses and achromatic doublets were thus tested for collimating the light, with the above combination (condenser and meniscus) proving to be most successful.

After collimation, the beam impinges on a beam splitter, such that 90% of the light is transmitted and dumped onto a black metal velvet absorber (Acktar Advanced Coatings) affixed to the interior of the IVC. Since very little light is required for imaging the optomechanical devices, this ensures that most of the heat load is transferred to the helium bath at 4.2 K, as opposed to the sample. The remaining 10% of the light is focussed to a ∼1 mm spot on the sample using an achromatic doublet with a focal length $f = 30$ mm (Thorlabs AC254-030-A, AD1 in Figure 3.13). The reflected light is then collected into the fiber bundle with a second achromatic doublet AD2, which for most of the experiments in this thesis had a focal length of 100 mm (Thorlabs AC254-100-A). However, we also tested achromatic doublets with focal lengths of 35 mm (Thorlabs AC254-035-A) and 75 mm (Thorlabs AC254-075-A). At the output of the fiber bundle, the light is re-collimated by an $f = 35$ mm achromatic doublet (AD3) and focussed onto the camera using an $f = 75$ mm plano-convex lens (L3). All optics are mounted in 1-inch diameter aluminum lens tubes (Thorlabs SM1 series), which are stripped of their anodization to prevent outgassing.

Alignment of the lenses is accomplished with the aid of slots which are milled into either side of each lens tube. Each lens is held in place by two retaining rings, which can then be adjusted by hand. Thin pieces of paper are inserted between the lenses and retaining rings to prevent any adverse effects of the larger thermal contraction of the aluminum on the glass. Both the input multimode fiber and fiber bundle are aligned using home-built brass xy tilt manipulators (as shown in the inset of Figure 3.13(c)), which have small centred holes (diameters 0.01” and 0.04” for the injection fiber and fiber bundle, respectively) and use small set-screws to make adjustments to the position and angling of the fiber.

The second achromatic doublet (AD2) was chosen to optimize the area of the resulting image, such that the field of view was large enough to identify a particular optomechanical
Figure 3.13: (a-c) Schematic and photographs of the microscope setup, showing the optics, thimble, fiber bundle and camera used. Inset: brass xy tilt manipulator used for fiber alignment. (d-e) Detailed schematic of the optics used in the microscope, with approximate distances between lenses. (a-c) adapted with permission from [A. J. R. MacDonald, G. G. Popowich, B. D. Hauer, P. H. Kim, A. Fredrick, X. Rojas, P. Doolin, and J. P. Davis. Optical microscope and tapered fiber coupling apparatus for a dilution refrigerator. Review of Scientific Instruments, 86(1):013107, 2015]. Copyright 2015, AIP Publishing LLC.
device while keeping the resolution fine enough to position a tapered fiber (which has a diameter of \( \sim 1 \mu m \)) accurately. Since the \( f = 30 \) mm achromatic doublet was the smallest focal length lens available, we were not able to focus to a smaller spot on the chip. Instead, we achieved an appropriate magnification of the image by using the long focal-length AD2 to focus the image to an \( \sim 4 \) mm spot at the fiber bundle - much larger than the bundle's image circle diameter of \( \sim 850 \mu m \). As each fiber in the bundle acts as a single pixel, we can examine smaller features by excluding a portion of the reflected image's area from the fiber bundle. The resulting magnification of \( \sim 3.3 \) corresponds to a resolution of \( \sim 1 \mu m \). Images taken using the microscope are shown in Figure 3.14, at room and base temperature.

The fiber bundle is brought to room temperature through a direct line-of-sight port from the top of the fridge. A combination of thin-walled stainless steel tubing and baffles inside this port minimize heat transfer from room temperature. Radiation is further inhibited by offsetting the holes in the baffles through which the bundle passes. The only line of sight into the fridge is thus through the bundle itself, which is thermally insulating.

A thimble (Huntington VF-178-275) on top of the fridge permits vertical translation of the entire microscope apparatus along the optical axis with a resolution of 50 \( \mu m \) over a total range of 50 mm. This allows adjustment of the focal plane of the image without changing the alignment of the optics. To facilitate this motion, a teflon ring is used at each stage to guide the lens tubes, preventing any tilting or vibrations. The teflon also serves to minimize heat leaks between stages.

As described above, the sample can be moved independently using the three attocube stages. The tapered fiber cannot be moved in such a way, so it is important to align it with the imaging apparatus before cooling down. To accomplish this, we use the set of brass push-pull translators shown in Figure 3.8, which are mounted on the Invar block at room temperature and removed before cooling down. These allow adjustment in the two dimensional plane perpendicular to the optical axis. The tapered fiber is positioned \( \sim 200 \) \( \mu m \) outside the microscope's field of view, to account for reproducible drifts in the relative alignment that occur as the fridge is cooled down, as shown in Figure 3.15. The fiber holder is then tightened to the Invar block and the push-pull translators are removed.

To assist in locating the tapered region, which is difficult to see due to the limited resolution of the microscope, we inject red light from a HeNe laser into the measurement fiber. The red light scatters preferentially from the thinnest part of the taper, making it more visible in the image, as shown in Figure 3.14(d). This will be especially helpful for future experiments using on-chip devices, which require locating the lowest point of a dimpled tapered fiber [86, 87].
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Figure 3.14: (a) Image of the bottle and taper taken using the microscope in the room temperature setup. (b) An on-chip torsional optomechanical resonator [22, 87] as seen through the low temperature microscope at room temperature. Low-temperature microscope images of the bottle resonator and taper at 9 mK (c) and at room temperature with HeNe illumination of the taper (d). Figure reprinted with permission from [A. J. R. MacDonald, G. G. Popowich, B. D. Hauer, P. H. Kim, A. Fredrick, X. Rojas, P. Doolin, and J. P. Davis. Optical microscope and tapered fiber coupling apparatus for a dilution refrigerator. Review of Scientific Instruments, 86(1):013107, 2015]. Copyright 2015, AIP Publishing LLC.

Figure 3.15: Thermal contractions cause the tapered fiber (denoted by the arrow) to drift from the bottom right to the top left corner of the image as LN$_2$ is transferred into the fridge. These drifts were reproducible and compensated for by positioning the fiber outside the field of view at room temperature. Scalebar 100 $\mu$m.
3.4.4 Heating to the Cryogenic Environment

We find that the most significant source of heating to the cryogenic environment results from the scattering of laser light in the tapered region of the fiber, although the green LED light and continuous motion of the attocubes can also heat the mixing chamber. Continuous motion of the attocubes causes significant heating to the environment, but under normal experimental conditions, we use only a few discrete steps along with the continuous voltage offset of the attocube piezo. These actions do not result in any observable heating.

We can quantify the effects of both laser power and LED light by determining the cooling power of the fridge as shown in Figure 3.16(a). We apply a predetermined heat load to the mixing chamber using a resistive heater and measure the resulting base temperature. To obtain accurate results, this measurement is done with the nuclear orientation thermometer over the course of several hours after the temperature has stabilized. We then fit the data with the equation [126]

\[
\dot{Q}_{MC} = \rho T^2 - \dot{Q}_{HL},
\]

(3.1)

where \(\dot{Q}_{MC}\) is the applied heat load, \(\rho\) is a phenomenological constant describing the molar flow rate of \(^3\)He, and \(T\) is the resulting base temperature of the fridge. We find a static heat leak \(\dot{Q}_{HL} \sim 900\, \text{nW}\), which imposes the ultimate limit on the fridge’s base temperature (9.02\pm0.18\, mK), as shown in the inset of Figure 3.16(a). This represents only a slight increase over the unloaded fridge base temperature of \(\sim 7\, \text{mK}\).

We then measure the base temperature of the fridge in the same manner as the optical power in the tapered region of the fiber is increased. Using Figure 3.16(a), we determine the resulting heat load from the measured temperature, which is shown in Figure 3.16(b). For the fiber measured, we find that \(\sim 36\%\) of the total power in the taper contributes to heating the fridge, which corresponds to most of the taper losses. However, for very low optical powers (<250\, nW in the taper), it is possible to measure the optical resonances without any heating to the fridge, as shown in Figure 3.17.

We measure the heat load from the microscope’s green illumination in a similar manner, turning up the power and measuring the base temperature of the fridge. The results are shown in Table 3.1. Also shown are measurements performed at room temperature indicating the total free-space intensity of the LED, and the intensity of the green light focussed onto the sample and dumped onto the IVC. Since coupling light from the LED into the fiber is very inefficient, only a small fraction of \(\sim 0.18\%\) of the total light is dumped onto the IVC, with even less light \(\sim 0.014\%\) reaching the sample. Under normal experimental conditions, very little (\(\lesssim 100\, \text{nW}\)) light is required to image the sample, resulting in a heat
Figure 3.16: (a) Cooling power of the fridge measured by applying a known heat load to the mixing chamber and measuring the resulting base temperature of the fridge with the nuclear orientation thermometer. The inset shows the base temperature of the fridge with no applied heat load. (b) Heat load on the fridge resulting from laser light lost from the taper. Figure adapted with permission from [A. J. R. MacDonald, G. G. Popowich, B. D. Hauer, P. H. Kim, A. Fredrick, X. Rojas, P. Doolin, and J. P. Davis. Optical microscope and tapered fiber coupling apparatus for a dilution refrigerator. Review of Scientific Instruments, 86(1):013107, 2015]. Copyright 2015, AIP Publishing LLC.


<table>
<thead>
<tr>
<th>LED (mW)</th>
<th>Sample (µW)</th>
<th>IVC (µW)</th>
<th>T (mK)</th>
<th>Q (µW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>0.12</td>
<td>1.5</td>
<td>9.01</td>
<td>0.17</td>
</tr>
<tr>
<td>2.0</td>
<td>0.31</td>
<td>4.6</td>
<td>9.53</td>
<td>0.30</td>
</tr>
<tr>
<td>4.0</td>
<td>0.50</td>
<td>6.7</td>
<td>10.21</td>
<td>0.47</td>
</tr>
<tr>
<td>9.0</td>
<td>1.10</td>
<td>15.2</td>
<td>11.56</td>
<td>0.86</td>
</tr>
<tr>
<td>15.0</td>
<td>2.00</td>
<td>28.0</td>
<td>13.51</td>
<td>1.51</td>
</tr>
<tr>
<td>17.5</td>
<td>2.50</td>
<td>34.5</td>
<td>14.45</td>
<td>1.85</td>
</tr>
</tbody>
</table>

load of <170 nW, much less than the static heat leak of the fridge. We therefore observe no increase in temperature. We do, however, notice a very slight increase in the base temperature when the lab lights are on (0.1 mK as measured with the resistive thermometer). We believe this is due to white light coupling into the measurement fibers above the fridge.

### 3.5 Measurement Details

#### 3.5.1 Optical Spectroscopy

Measurements of optical cavities are performed by scanning the wavelength of a tunable diode laser across the optical resonances. Most of the measurements discussed in this thesis are made using a Santec TSL-510C external cavity diode laser, which has a mode-hop free tunable range of 1500-1630 nm and an internal wavelength meter. The Santec was chosen for its wavelength stability, repeatability and fine tuning resolution, as shown in Table 3.2. Other lasers that were used included New Focus Velocity TLB-6330, Velocity TLB-6712 and Vidia Discrete 6427.

Coarse wavelength scans are performed by stepping the laser’s wavelength over its tunable range and monitoring the transmission of the laser light through the tapered fiber using a photodiode (usually a New Focus 1611FC-AC 1 GHz detector). The transmission is recorded with a National Instruments NI USB-6341 data acquisition (DAQ) card. The internal wavelength meter in the Santec laser allows us to extract the absolute wavelength during these scans by simultaneously recording the transmission and a fast trigger signal from the laser with the DAQ card. Wavelengths which coincide with these triggers are stored inside the laser and can be recalled later and matched in software to the trigger signal, as shown in Figure 3.18.
Table 3.2: Specifications for lasers used in this thesis.

<table>
<thead>
<tr>
<th>Laser</th>
<th>Santec TSL-510C</th>
<th>New Focus 6300</th>
<th>New Focus 6712</th>
<th>New Focus 6427</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tunable Range (nm)</td>
<td>1500-1630</td>
<td>1550-1630</td>
<td>765-781</td>
<td>1520-1570</td>
</tr>
<tr>
<td>Coarse Resolution (pm)</td>
<td>1</td>
<td>20</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>Fine Tuning Range (pm)</td>
<td>80</td>
<td>260</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Fine Resolution (fm)</td>
<td>4</td>
<td>300</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Stability (pm)</td>
<td>&lt; 1</td>
<td>-</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Repeatability</td>
<td>2.5</td>
<td>100</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Output Power (mW)</td>
<td>20</td>
<td>10</td>
<td>25</td>
<td>4</td>
</tr>
<tr>
<td>Linewidth (kHz)</td>
<td>200</td>
<td>300</td>
<td>&lt; 200</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 3.18: Coarse optical scans showing several bottle optical resonances. (a) The recorded transmission (blue) and trigger signals from the laser (red), corresponding to wavelength readings stored inside the laser. These readings are later recalled and matched to the trigger signals in software to determine the wavelengths shown in (b).
3.5.2 Mechanical Spectroscopy

There are two ways of measuring the motion of the mechanical resonator via the optical cavity. The first, and simplest to implement, is the so-called direct-detection scheme [11, 22, 86] where the probe laser is detuned slightly from the cavity resonance such that shifts in the cavity’s resonance frequency are transduced as fluctuations in the laser transmission through the cavity. Most of the measurements discussed in this thesis were made using variations on this technique. However, we also investigated an interference technique called optical homodyne detection [140] which is sensitive to changes in the phase of the intracavity light field.
3.5.2.1 Direct Detection Techniques

For room temperature measurements, the setup shown in Figure 3.20 was used to detect mechanical motion of the bottle resonators. A 1 GHz photodetector was used, in which internal high- and low-pass filters (HPF and LPF, respectively) separate the signal into AC (30 kHz-1 GHz) and DC (<30 kHz) components. The DC signal is used to monitor the transmission profile of the optical resonance, as described in Section 3.5.1, while a time-trace of the AC signal is amplified (SRS SR445A 5× preamp) and recorded with a fast analog-to-digital converter (ADC, Ultraview Ultradyne AD12-2000). The ADC works at 2 GHz, permitting detection of signals at frequencies up to 1 GHz, over time periods as long as 2 s. The recorded time-trace can then be Fourier-transformed in software to analyze the frequency-space characteristics of the signal. A network analyzer was used to independently confirm the observation of mechanical oscillations at frequencies <200 MHz.

Since this technique is sensitive to changes in the intracavity amplitude, the signal is generally best transduced at the laser detuning where the slope of the cavity transmission profile is steepest (see for example, Ref. 22). It also scales favourably with increasing laser power.
as increasing the number of intracavity photons both increases the effective optomechanical
coupling rate and reduces the effects of detector shot noise [24].

However, at cryogenic temperatures, the use of more laser power is not always so desirable.
Although it still increases the detected signal, larger optical power can also contribute to
heating both the resonator and the environment. At the same time, lower temperatures
correspond to a smaller thermally-driven motion of the resonator, which is harder to detect.
Thus to detect smaller mechanical signals while limiting any increases in the probe laser
power, we test several modifications. The first is to simply replace the electronic preamplifier
in Figure 3.20 with a lower-noise, higher-gain version (Femto HSA-X-1-40, 100× preamp).

A second modification attempts to amplify the optical signal before it reaches the detector
using an erbium-doped fiber amplifier (EDFA, Amonics AEDFA -23-B-FA). The EDFA is
doped with rare-earth ions which are excited with a pump laser and can then undergo
stimulated emission in the 1550 nm wavelength band to amplify small optical signals in
that region. The third modification was to use an avalanche photodiode (APD, New Focus
1647) in place of the 1 GHz detector. The APD is a photodiode operated at a high reverse
bias such that carriers generated by incoming photons are quickly accelerated and generate
secondary carriers, which effectively amplifies the detector photocurrent. When using either
the EDFA or the APD, it is important to note that we used the SRS 5× preamp and not
the Femto preamp because the signal that resulted from such a configuration exceeded the
input restrictions of the ADC.

With all of these detection schemes, we use variable optical attenuators (VOAs) to con-
trol the power through the tapered fiber, fiber polarization controllers (FPCs) to match
the polarization of the light to the bottle mode we are interested in and a fiber beamsplit-
ter to simultaneously monitor the optical power through the entire optical circuit with a
power meter (PM). The optical circuit used on the dilution fridge (Figure 3.21) is naturally
more complicated due to the number of different techniques investigated, and also includes
wavelength division multiplexers (WDMs, OZ Optics) for use with red light in the imaging
system, and a variable coupler (VC, Evanescent Optics). Several micro-electromechanical
system (MEMS) switches (Sercalo SL1x2-9N-FC/APC and SL1x4-9N-FC/APC) and a VOA
used on the dilution fridge are electrically controlled by the DAQ card, minimizing the need
to touch the fridge (which can cause unwanted vibrations) while it is running.

3.5.2.2 Homodyne Detection

The final detection method investigated in this thesis was an optical homodyne technique.
In an optical homodyne detection scheme, the system to be measured is inserted in one arm
of a Mach-Zehnder interferometer (MZI). Practically, this amounts to splitting the input
Figure 3.21: Photographs of (a) the laser and electronics and (b) the fiber optics housed on top of the fridge and used in the low temperature experiments. (c) Detailed schematic of the optical circuit surrounding the dilution fridge. Dotted red lines indicate the path of red light from a HeNe laser used in the imaging system described in Section 3.4.3, while solid lines denote possible paths for the 1550 nm light. Dashed lines denote electronic connections. Green, pink, blue and purple lines indicate paths used for homodyne, and direct detection schemes using the erbium-doped fiber amplifier (EDFA), low-noise preamp, and avalanche photodiode (APD), respectively. Note that for the homodyne and APD schemes, the DC optical transmission is monitored with the 1 GHz photodiode. Abbreviations are EOM - electro-optic modulator, SW - switch, WDM - wave division multiplexer, VC - variable coupler, HeNe - Helium Neon laser, BPD - balanced photodiode, HPF/LPF - high-/low-pass filter, FS - fiber stretcher.
laser light into two paths (as shown in Figure 3.22) which may or may not have equal intensities. The path which contains the system of interest is called the signal arm, while the reference path is called the local oscillator. After passing through the optomechanical system, the signal light is recombined with the local oscillator on a 50/50 beamsplitter.

In the frame rotating at the frequency of the input laser, $\omega_L$, the optical amplitude in the local oscillator arm is given by:

$$ s_{LO}(t) = s_{LO} e^{i(kx_{LO} + \phi_{LO})} \tag{3.2} $$

and the light in the signal arm is described by:

$$ s_s(t) = s_s e^{i(kx_s + \phi_s(t))}. \tag{3.3} $$

Here, $s_s$ and $s_{LO}$ have units of $\sqrt{\text{photons/s}}$ such that $|s_s|^2$ and $|s_{LO}|^2$ are the rates of photons passing through the signal and local oscillator arms, respectively, $k$ is the wavevector of the laser light, and $x_{LO}, x_s$ are the distances travelled inside each arm. We have assumed for simplicity that the field amplitudes $s_{LO}$ and $s_s$ are real (i.e., that all complex information is
explicitly written in the phase of the field). We also assume that any time-dependent phase shifts occur as a result of the system to be measured, so we’ve written them into the signal field as \( \phi_s(t) \), while any time-independent phase shifts have been grouped into \( \phi_{\text{LO}} \). It is only the relative phase differences between the two paths that matter, so this approach is general.

The complex output amplitudes \( s_1, s_2 \) in each port of the final beamsplitter are given by

\[
\begin{pmatrix}
s_1 \\
s_2
\end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & i \\
i & 1
\end{pmatrix} \begin{pmatrix}
s_{\text{LO}}(t) \\
s_s(t)
\end{pmatrix}.
\]

Ignoring a constant of proportionality, the detected intensities \( I \) at the outputs are then given by the magnitude of the field squared,

\[
I_{1,2}(t) = \frac{1}{2} \left[ |s_s|^2 + |s_{\text{LO}}|^2 \pm i(s_{\text{LO}}^*(t)s_s(t) - s_{\text{LO}}(t)s_s^*(t)) \right].
\]

Substituting in the form of \( s_{\text{LO}} \) and \( s_s \) from above, we have

\[
I_{1,2}(t) = \frac{1}{2} \left[ |s_s|^2 + |s_{\text{LO}}|^2 \pm 2s_{\text{LO}}s_s \sin(k\Delta x + \phi_s(t) - \phi_{\text{LO}}) \right],
\]

where \( \Delta x = x_s - x_{\text{LO}} \) is the difference in path length between the arms. The detected intensity then has a large DC component proportional to the sum of the individual intensities in each of the interferometer arms, while any time-dependent phase shifts in the signal arm will be contained in the interference term.

We can take this one step further in balancing the detection by placing detectors at both output ports of the final beamsplitter and taking the difference of their photocurrents \( I_B = I_2 - I_1 \). This has the distinct advantage of eliminating the large DC term in Equation (3.6), as well as eliminating any noise which is common to both arms. For the remainder of this analysis, we will consider only the balanced configuration of the homodyne system, with the balanced current given by

\[
I_B(t) = \frac{1}{2} \left[ (s_{\text{LO}}^*(t)s_s(t) - s_{\text{LO}}(t)s_s^*(t)) \right].
\]
\[ I_B(t) = 2s_{\text{LO}}s_s \sin(\phi_{\text{LO}} - k\Delta x - \phi_s(t)). \] (3.8)

Assuming that the path difference \( \Delta x \) remains fixed, the only time dependence in the above signal arises from phase fluctuations that occur in the system being studied. In our case, these fluctuations arise as a result of the mechanical motion of the resonator modifying the optical cavity’s resonance frequency, and thus the phase of the intracavity light field. In practice, changes in the environment such as temperature fluctuations and air currents will modify the path difference \( \Delta x \), but this can be compensated for by stabilizing the total relative phase \( \phi_{\text{LO}} - k\Delta x \) with a feedback loop, as described below.

Using a balanced homodyne detection system offers several advantages over either a direct detection scheme or an unbalanced homodyne detection scheme. The first is the ability to detect a small AC signal which might usually be difficult to detect on a large DC background. This may allow the use of much lower optical powers to probe the mechanics than are used in a direct detection scheme. The second is, for a relative phase difference between the two arms of \( \phi_{\text{LO}} - k\Delta x = 0 \), the maximum signal (the steepest slope in the phase versus detuning curve) occurs when the laser is on-resonance. At this detuning, there should be no optomechanical backaction effects on the resonator, meaning that the measurements made are a better reflection of the intrinsic mechanical motion. The balanced homodyne scheme also eliminates any noise common to both arms, such as intrinsic laser noise. Finally, assuming that we are able to stabilize \( \phi_{\text{LO}} - k\Delta x \) using a feedback loop, and that we are able to tune this phase independently, we can control which quadrature (amplitude or phase) of the light is measured by changing the relative DC phase between the two arms at the output of the beamsplitter. This in turn allows control over the quadrature of the mechanics which is measured (i.e., we can switch from measuring position to momentum or some other quadrature of the mechanical motion) [34].

3.5.2.3 Implementation of Balanced Homodyne Detection

A schematic of our implementation of a balanced homodyne detection system is shown in Figure 3.21(c). In our design, we use a variable coupler to split the input field into the local oscillator and signal arms, with most of the light (\(~98\%) passing through the local oscillator. The local oscillator arm includes a fiber stretcher (Optiphase PZ1-SMF4-APC-E) and a length of extra fiber. The signal arm contains two MEMS switches that allow us to direct the light through various paths, and the tapered fiber which is coupled to a bottle resonator during measurements. The two arms are then combined at a 50/50 four-port fiber beamsplitter (OEQuest LC-2x2-1550-50/50-FCA) with the two output ports being incident on a balanced photodiode (BPD, New Focus 1617-AC-FC).
As mentioned above, changes in local environmental conditions of the MZI prevent perfect matching of the two arms, but it is nonetheless important to match the path lengths of the two paths as closely as possible. To achieve this, we insert a large length of fiber (~30 m) into the local oscillator arm. We match the paths to within a few mm by successively cleaving off small lengths of the fiber until an acceptable length has been reached, at which point the extra length of fiber is fusion spliced into the optical circuit. We use two techniques to track changes in the path length as the fiber is made shorter.

The first, used at the beginning of this path-matching process, consists of creating short (~15 ns) optical pulses using an acousto-optic modulator (AOM, Gooch & Housego R15200-2.1.59-GaP-FO-GH-FC/APC), sending them through both arms of the MZI and detecting one output of the 50/50 beamsplitter on a 125 MHz photodetector (New Focus 1811-FC). A schematic of this process is illustrated in Figure 3.23. We then observe the output of the detector on an oscilloscope. By successively blocking each arm of the interferometer, we can measure the time delay between the pulses. Using the speed of light and the approximate index of refraction of the fiber ($n_0 = 1.5$), we estimate the difference in length between the two arms, using

$$
\Delta x = \frac{c}{n_0} \Delta t.
$$

Once the pulses begin to overlap significantly (which occurs for $\Delta x < 30$ cm), we switch to
the second method for estimating the path length difference. We scan the wavelength of the laser over a range of 1 to 10 nm and observe the resulting interference fringes. Due to the environmental noise, it is important that these scans are done quickly (at slew rates $\geq 10 \text{ nm/s}$). The frequency with which the fringes appear is directly related to the path length difference $\Delta x$ through the observed transmission $T_{\text{obs}}$

$$T_{\text{obs}} = B \cos \left( \frac{2\pi n_0 \Delta x}{\lambda} + \phi \right) + C, \quad (3.10)$$

where $B$, $C$ and $\phi$ are constants that can be left as free fit parameters and $\lambda$ is the wavelength of the laser. Instead of fitting Equation (3.10), it is easier to calculate the path difference $\Delta x$ by counting the number of fringes which occur in a given wavelength range. Assuming a small enough wavelength range that the refractive index $n_0$ can be approximated as constant, the number of fringes $m$ observed between $\lambda_1$ and $\lambda_2$ is given by

$$m = n_0 \Delta x \left( \frac{1}{\lambda_1} - \frac{1}{\lambda_2} \right). \quad (3.11)$$

In practice, we start by assuming a refractive index of $n_0 \sim 1.5$ and then proceed to cleave small pieces ($\sim 2 - 10 \text{ cm}$) off the fiber before performing another wavelength scan. We keep track of both the actual cut length and the change in $\Delta x$ estimated from the number of fringes to arrive at an effective index of refraction. This $n_0$ is then used to make the final cut of $\sim 2 \text{ cm}$, which can be done to a precision of $\sim 0.5 \text{ mm}$. At the end of the procedure, we have generally matched the path lengths to within at most a few mm, corresponding to at most a few fringes over a 10 nm scan range. Figure 3.24 shows the fringes observed for path differences of $\sim 4 \text{ cm}$ and $\sim 400 \mu\text{m}$.

Once the path lengths have been matched, it is then possible to stabilize the phase of the Mach-Zehnder interferometer using the fiber stretcher and a proportional-integrator (PI) servo (New Focus LB1005). The fiber stretcher consists of a length of fiber wrapped around a tube of piezoelectric material, such that the fiber is stretched or contracted with the piezo tube when a voltage is applied. The fiber stretcher used in these experiments had a voltage range of $\pm 150 \text{ V}$, while the PI servo had a maximum output voltage of $\pm 10 \text{ V}$, necessitating the use of a high voltage amplifier to span the range of the fiber stretcher. We use the PI servo in a feedback loop to the fiber stretcher, so that the relative phase $\phi_{\text{LO}} - k \Delta x$ (extracted from the low-pass filtered signal) remains constant despite any temperature changes or air currents.
Figure 3.24: Interference fringes in the Mach-Zehnder interferometer as the wavelength of the laser is scanned. As the fiber is made shorter and the optical path difference between the local oscillator and the signal arms is reduced, fewer fringes (counted with the green circles) are seen over a larger wavelength range. (a) An optical path difference of 3.83 cm, corresponding to an actual length difference of 2.6 cm, results in 79 interference fringes over a scan range of 5 nm. (b) An optical path difference of 400 µm (length difference of 270 µm), results in three interference fringes over a scan range of 12 nm.
CHAPTER 4

Results and Discussion

In this chapter, we present the results of room temperature (Section 4.1) and low temperature (Section 4.2) optical measurements of the bottle resonators, including characterization, thermo-optical nonlinearities and an examination of the coupling conditions of the taper-resonator junction. We then describe the behaviour of the mechanical resonator at room temperature (Section 4.3.1) before moving on to measurements made in the dilution fridge (Sections 4.3.2 to 4.3.5). In order to understand these measurements, we first outline the method used to calibrate the temperature of the mechanical modes (Section 4.3.3) and then address the two main goals of this thesis: identifying suitable detection schemes at low temperatures (Section 4.3.4) and examining the behaviour of the silica bottles’ breathing modes at cryogenic temperatures (Section 4.3.5).

4.1 Room Temperature Optics

4.1.1 Characterization of Resonances

As described in Chapter 3, light is coupled into bottle resonators via a tapered fiber. We characterize the optical modes of the bottles by measuring the transmission through the tapered fiber and fitting the signal with a normalized form of Equation (2.22). The bottles measured in this thesis have diameters of approximately 20 to 50 \( \mu \text{m} \) and exhibit intrinsic \( Q \) factors up to \( 10^7 \), as measured from fits to the optical resonances.

The Agilis nanopositioning stages in the room-temperature setup allow us to vary the bottle-taper separation and thus the coupling rate \( \kappa_{\text{ex}} \). As shown in Figure 4.1, coarse scans reveal more bottle resonances as the bottle-taper distance is decreased (coupling rate increased).
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Figure 4.1: (a) Coarse scans of a bottle resonator at room temperature. As the bottle is stepped towards the tapered fiber (from the bottom panel to the top), $\kappa_{ex}$ increases and more resonances are seen. In the top panel, the bottle touches the taper, significantly distorting the resonance profiles. (b) Fine scans of a bottle resonance as the bottle is moved towards the taper; $\kappa_{ex}$ increases, obscuring the splitting of the doublet resonance (blue is greater bottle-taper separation, green is smaller).

These coarse scans are normalized to the transmission of laser light through the taper when the bottle is uncoupled to the taper. Off-resonant transmission is slightly lower than unity in Figure 4.1(a) due to scattering of the light from the taper, which is negligible for well phase-matched tapers. As shown in the top panel of Figure 4.1(a), eventually the bottle and taper touch, at which point the off-resonant transmission drastically decreases as scattering out of the taper and away from the bottle becomes significant. The optical mode profiles are also dramatically altered and their $Q$ factors reduced. In our experiments, we prefer the bottle and taper not to make contact since this damps the mechanical oscillations of the bottle, along with degrading the optics.

If we examine individual optical modes of the bottles, we observe a broadening of the resonance corresponding to the increase in $\kappa_{ex}$, shown in Figure 4.1(b). Here we normalize the transmission not to the uncoupled value but to the off-resonant transmission, such that we have neglected scattering of light from the taper, which is broadband and does not contribute to the optical linewidth $\kappa$. At larger bottle-taper separations, some resonances exhibit a doublet character. This arises from a hybridization of two nominally degenerate, counter-propagating modes in the bottle (corresponding to light circulating clockwise or counter-clockwise). For single-sided optical cavities such as the bottles studied here (their
single-sided nature was confirmed by reflection measurements not shown here), the direction of light propagation in the taper would usually select only one of these modes. However, when significant scattering of photons into the other mode takes place, the degeneracy is split, with the magnitude of this splitting determined by the scattering rate between the modes. This effect can be exploited to generate reflection from the normally transmitting resonator [141]. As the bottle is approached to the taper, $\kappa_{ex}$ becomes much larger than the mode splitting, such that the doublet structure can no longer be resolved (Figure 4.1(b)).

In making the above measurements, we optimize the polarization in the tapered fiber for coupling to the optical resonance by adjusting the FPCs. This maximizes $\kappa_{ex}$ for a particular resonance through polarization mode-matching between the taper and bottle.

In some instances, usually after a tapered fiber has been housed in the room temperature chamber for a long period of time (several months), it becomes much less efficient (dropping from $>90\%$ efficiency to $<5\%$). In these instances, we observe not only dips in the transmission, corresponding to coupling of the light to optical resonances, but also peaks and asymmetric profiles. Upon closer inspection, all of these features are optical resonances, with shapes that change according to the polarization of the injected light. Figure 4.2(a) shows the observed resonances as the polarization of light in the taper is varied using the FPCs. Figure 4.2(b) shows the observed coarse transmission for the different polarizations.

If we look also at transmission through the taper when it is uncoupled to a bottle (Figure 4.2(c)), we see that it exhibits polarization-dependent features as well. The transmission through the taper shows polarization-dependent oscillations as a function of wavelength, which appear only after this loss in efficiency. Since the measurement fiber is single-mode and polarization-insensitive on either side of the taper, we believe that the oscillations arise from some sort of polarization-dependent loss mechanism in the tapered region.

These observations can be explained in the context of Fano resonances [142] which were first observed in atomic systems as an interference between the discrete resonance states of the atoms and a continuum of modes. In Figure 4.2, we believe we are seeing the interference between a continuum of polarization-dependent taper modes and the spectrally sharp optical resonances of the bottle. In his 1961 work on atomic He, Fano noticed that the shape of the observed resonances seemed to vary with the relative transition rates to the discrete and continuum states, which he quantified through a parameter $q$ [143]. This is illustrated in Figure 4.2(d), where different values of $q$ give rise to very different shapes of the resonance. In our experiment, the role of $q$ is played by the polarization of the injected light.
Figure 4.2: (a) Fine scans of a single optical resonance, (b) coarse scans incorporating a number of resonances and (c) coarse scans of the laser transmission through the taper when uncoupled from the bottle resonators at a number of different input polarizations. The transmission in (b) is normalized to that in (c). Each colour represents a different input polarization. The lineshapes of the resonances vary considerably, which we attribute to an interference between polarization-dependent modes in the taper and the discrete bottle modes, similar to Fano resonances. (d) Fano interference in atomic He, with qualitatively different lineshapes for different values of the parameter $q$, analogous to our observations when varying the polarization. (d) reprinted with permission from [U. Fano. Effects of Configuration and Interaction on Intensities and Phase Shifts. Physical Review, 124(6):1866, 1961]. Copyright 1961 by the American Physical Society.
4.1.2 Thermo-Optical Nonlinearities

As the optical power injected into the resonator is increased, we observe a shift in the resonance frequency due to absorption of laser light into the material. This absorption causes an increase in the temperature of the silica, leading to variations in both the refractive index (through the thermorefractive effect) and the physical dimensions (via the thermal expansion coefficient) of the resonator [57, 75, 81, 144]. These effects manifest themselves in a qualitatively different spectral lineshape (shown in Figure 4.3) of the resonance as a laser is tuned across the cavity. Although the absorption of telecom band light is usually quite low in silica (typical loss rates are on the order of 0.2 dB/km for the SMF-28e fiber used in our experiments at room temperature), the high-quality nature of these resonators means that photons circulate for long periods of time inside the cavity (on the order of 1-100 ns in the bottles studied here) and large optical fields are built up, enhancing the optical absorption. We note that, in principle, the large circulating optical fields would also enhance the effects of the nonlinear optical Kerr effect but thermal effects dominate for the conditions in these experiments. The Kerr effect can be observed if the thermal effects are reduced, for example, by immersing the resonator in a liquid helium bath [82].

To understand the effects of the thermo-optical nonlinearity, recall the resonance condition of Equation (2.12):

$$\lambda_0 = \frac{2\pi R c_1 n_0}{l}. \quad (4.1)$$
Here $\lambda_o$ is the resonant wavelength in the absence of any thermal perturbations to the resonator, and $n_0$ is the refractive index at the equilibrium temperature. Expanding $n_0$ as a Taylor series in the temperature difference $\Delta T$ to account for the thermorefractive effect and incorporating the thermal expansion coefficient $\epsilon$ (which increases $R$), we can rewrite Equation (4.1) as

\[
\lambda(\Delta T) = \frac{2\pi c_1 R (1 + \epsilon \Delta T)(n_0 + \frac{dn_0}{dT} \Delta T + \cdots)}{l} = \lambda_o (1 + \epsilon \Delta T) \left( 1 + \frac{1}{n_0} \frac{dn_0}{dT} \Delta T + \cdots \right).
\]  

(4.2)

At room temperature, it is sufficient to keep only terms to first order in $\Delta T$ [75], resulting in

\[
\lambda(\Delta T) \simeq \lambda_o (1 + b_1(T) \Delta T)
\]

(4.3)

where $b_1(T) = \epsilon(T) + \frac{1}{n_0} \frac{dn_0}{dT}$ can be approximated as constant for small $\Delta T$. We can equivalently describe these phenomena in frequency space, resulting in

\[
\omega(\Delta T) \simeq \omega_o (1 - b_1(T) \Delta T).
\]

(4.4)

From the above equation, we can define a renormalized detuning $\Delta \rightarrow \Delta + \omega_o b_1(T) \Delta T = \Delta + \Delta_{nl} n_{cav}$ which includes thermo-optical nonlinearities to first order and makes the assumption that $n_{cav} \propto \Delta T$ [85, 145]. $\Delta_{nl}$ can be interpreted as the shift in the resonance frequency $\omega_o$ per photon circulating in the cavity. We can then rewrite Equation (4.1) as

\[
n_{cav} = \frac{\kappa_{ex}}{n_0^2} \left[ \frac{\kappa_{ex}}{\Delta + \Delta_{nl} n_{cav}} \right] |s_{in}|^2.
\]

(4.5)

Equation (4.5) is cubic in $n_{cav}$ so at high powers (where $n_{cav}$ is large and many photons are absorbed), it describes a bistable resonance. At certain detunings, up to three real solutions exist, giving rise to hysteresis in the optical spectrum, between when a laser is scanned forward (from negative to positive $\Delta$) and in reverse (from positive to negative $\Delta$) over the resonance, as illustrated in Figure 4.3(b). Equation (4.5) can be solved analytically or numerically to fit these nonlinear optical resonances using $\Delta_{nl}$ as a fit parameter, as done in Ref. 85 and Ref. 145.

At room temperature, we begin to observe this nonlinear behaviour at relatively low injected optical powers ($<$1 $\mu$W). As shown in Figure 4.4, we fit these nonlinear resonances by
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Figure 4.4: Nonlinear behaviour of a bottle optical resonance at room temperature. Solid lines are fits with Equation (4.5), yielding a nonlinear parameter $\Delta_{nl}/2\pi \simeq 2.4 \times 10^{-6}$ Hz. Injected optical powers are 0.73, 1.9 and 4.0 $\mu$W (from light blue to dark purple, corresponding to peak photon numbers of $6.6 \times 10^4$, $1.2 \times 10^5$ and $2.6 \times 10^5$, respectively).

solving Equation (4.5) exactly using the cubic equation and choosing the appropriate real solution, depending on the scanning direction of the laser. In this case, the laser is scanned forwards in detuning (from longer to shorter wavelengths). The fitted nonlinear parameter $\Delta_{nl}/2\pi \simeq 2.4 \times 10^{-6}$ Hz is positive, and the bistability occurs on the red (longer wavelength) side of the resonance.

4.1.3 Measurements at 780 nm

Since silica is transparent to both near-infrared and visible light, one interesting property of the bottles is that they can be used as optical resonators at many different wavelengths. This can be exploited, for instance, to convert photons from one wavelength to another using optomechanically induced transparency [40, 41, 42]. In particular, the 780 nm band is interesting for biological sensing applications due to the reduced absorption of photons in water when compared to the telecom band [67, 69].

We investigated optical modes of the bottle resonators around 780 nm, first using a standard fiber tapered for single mode use at 1550 nm. We were able to excite some resonances using 780 nm light injected into this taper but found that to do so, the taper contacted the surface of the bottle, degrading the optical resonances. To remedy this issue, we tapered a 1550 nm single mode fiber to a $\sim 500$ nm diameter by continuing to pull the fiber past the single-mode onset shown in Figure 3.2. At this diameter, the tapered region should be single mode for 780 nm light clad by air (see Table 2.1), and the larger evanescent field enables coupling to optical modes without touching the bottle. As shown in Figure 4.5, we observed
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Figure 4.5: (a) Optical resonances of the bottle resonator around 780 nm. (b) The inefficient taper used for probing the bottle scatters light, and the bottle resonances are visibly illuminated. (c-e) Mechanical resonances of the bottle resonator at 126 and 129 MHz, for increasing injected optical powers (0.2, 1.3 and 2.7 mW). In contrast to the 126 MHz mode, we see a significant increase in the amplitude of $S_{VV}$ at 129 MHz, as well as (we suspect) the $Q_m$. The laser noise (seen as additional peaks in the spectrum) prevalent in (e) prevented confirmation of this.
Figure 4.6: When the polarization is optimized for coupling to the 1516 nm resonance (light red), the 1581 nm resonance disappears. The opposite occurs when the polarization is optimized for the 1581 nm resonance (dark blue). The 1516 nm (a) and 1581 nm (b) resonances for the two different polarizations. (c) The coarse spectrum of optical modes exhibits different families of modes for each polarization.

a number of optical modes in the bottle, but found that the fiber was extremely lossy (as can be seen from the red light scattering into the camera). Improvements in pulling tapered fibers for 780 nm light have since been made using optical fiber which is single mode for 780 nm [67]. Regardless, we were able to resolve mechanical modes of the bottle in the high-pass filtered transmission signal. As the optical power is increased (Figure 4.5(c-e)), we suspect that significant negative optomechanical damping takes place (as per Equation (2.64)), leading to a drastic increase in the mechanical Q factor. This is typical of self-sustained oscillations occurring in parametrically coupled systems when the total damping rate reaches zero [11, 107, 146, 147]. We suspect that these are more readily observed at 780 nm than at 1550 nm because the photons carry twice as much energy. Due to significant high-frequency noise in the 780 nm laser system, the mechanical spectra could not be fit and thus we could not confirm this observation.

4.2 Low Temperature Optics

For most of the low temperature mechanical measurements presented in this chapter, the same bottle resonator was used. Within the context of this resonator, we concentrated on two separate high-quality optical modes, at 1516 nm and 1581 nm, which were spectrally separated from one another, and orthogonally polarized, as shown in Figure 4.6. When the polarization was optimized for the 1516 nm resonance (shown in red), the 1581 nm resonance disappeared, and vice-versa (shown in blue). Coarse scans also reveal separate families of resonances for each polarization.

Inside the dilution fridge, we see no obvious changes in the structure of the resonances, with unloaded $Q_{\text{opt}}$ of $\sim 10^5$ (i.e., $\omega_0/\kappa_0$) and loaded $Q_{\text{opt}}$ (including $\kappa_{\text{ex}}$) of $10^5$-$10^7$, depending on the coupling conditions. There is a shift in the resonance frequency of individual modes as
CHAPTER 4. RESULTS AND DISCUSSION

The temperature of the fridge is lowered, but the cooldown process occurs much too quickly to track these changes. The attocubes used in the dilution fridge apparatus do, however, allow us to control the coupling conditions more sensitively than at room temperature, thanks to the reduced minimum step size and the continuous voltage offset. Figure 4.7 shows coarse scans of the bottle resonator as the distance between the taper and bottle is varied using the continuous piezo of the attocube. The discontinuity around 550 nm in Figure 4.7(b) is indicative of the taper touching the bottle resonator.

4.2.1 Taper-Bottle Coupling Conditions

We next demonstrate the versatility of our system in achieving critical coupling, as shown in Figure 4.8. The attocube piezo is extended over its full range of 800 nm (at 4.2 K), moving the bottle from the under-coupled (far away from the taper) to the over-coupled regime. As shown in Figure 4.8(b), critical coupling occurs at a displacement of $\sim 375$ nm when the two solutions to Equation (2.25), $\kappa_\pm$, are equal (or equivalently $\kappa_{ex} = \kappa_0$). At larger separations, $\kappa_- = \kappa_{ex}$ and $\kappa_+ = \kappa_0$, while for separations $<375$ nm, $\kappa_+ = \kappa_{ex}$ and $\kappa_- = \kappa_0$. Considering this crossover, it is apparent that $\kappa_0$ remains constant, while $\kappa_{ex}$ increases exponentially as the separation is decreased. This exponential trend arises from increasing overlap between the taper mode and the bottle’s evanescent field, both of which decay exponentially in space [73]. We can quantify the quality of mode-, polarization- and phase-matching in the system through the on-resonance extinction of the transmission [84]. As shown in Figure 4.8(c),

![Figure 4.7](image-url)
Figure 4.8: (a) Taper transmission across the optical resonance as the bottle-taper separation is decreased at 4.2 K. Solid lines are fits of the data to the Lorentzian profile of Equation (2.22). (b) Decay rates are measured from fits to (a). $\kappa_{\pm}$ are the two solutions to Equation (2.25) and $\kappa$ is the total measured decay rate. The solid line denotes $\kappa_{\text{ex}}$ while the dashed line shows $\kappa_0$. On-resonance transmission minimum (c), $Q_{\text{opt}}$ (d) and change in resonance frequency $\omega_0$ (e). Panels (a) and (c) reprinted with permission from [A. J. R. MacDonald, G. G. Popovich, B. D. Hauer, P. H. Kim, A. Fredrick, X. Rojas, P. Doolin, and J. P. Davis. Optical microscope and tapered fiber coupling apparatus for a dilution refrigerator. Review of Scientific Instruments, 86(1):013107, 2015]. Copyright 2015, AIP Publishing LLC.

we reach an on-resonance transmission minimum of -22 dB at critical coupling [47], which is comparable with similar room temperature systems [84] and exceeds low temperature coupling systems [92]. Figure 4.8(d) and (e) show the decrease in the resonance quality factor and increase in the optical resonance frequency, respectively. The change in $Q_{\text{opt}}$ is simply a consequence of the increase in $\kappa_{\text{ex}}$, while $\omega_0$ reflects a change in the effective index of refraction of the bottle mode as the silica of the taper is increasingly sensed by the evanescent field of the bottle (which modifies the constant $c_1$ in Equation (2.12)).

For these measurements, the polarization of the injected light was optimized for overlap with the measured optical mode. If the polarization of the taper mode is not perfectly matched with that of the bottle mode, we observe an avoided crossing in $\kappa_-$ and $\kappa_+$, shown in Figure 4.9. Although the resonator still progresses from the under- to the over-coupled regime as the separation is decreased, there is no point of critical coupling where the two decay rates
Figure 4.9: (a) Avoided crossing in $\kappa_\pm$ due to imperfect polarization-matching of the taper and bottle modes. Solid line indicates $\kappa_{\text{ex}}$ while the dashed lines are estimates of $\kappa_0$ in the under- (upper dashed line) and over-coupled (lower) regimes. (b) Zoomed-in view of the avoided crossing, showing that $\kappa_0$ is decreased in the over-coupled regime. (c) The on-resonance transmission dip reaches only $\sim0.2$ at the point closest to critical coupling.

...are matched. In fact, $\kappa_0$ decreases slightly between the under- and over-coupled regimes, indicating that the bottle becomes less lossy internally. In Figure 4.9(b), we see that even at the point where $\kappa_{\text{ex}}$ and $\kappa_0$ are most closely matched, the normalized transmission reaches a minimum of only $\sim0.2$.

The measurements shown in Figures 4.8 and 4.9 were conducted during an earlier experimental run with a different fiber and bottle. When we repeated these coupling measurements with the new fiber-bottle system, we observe different trends, as depicted in Figure 4.10. We were not able to achieve critical coupling and in fact, did not even see the characteristic avoided crossing pictured in Figure 4.9. Instead we note that both $\kappa_{\text{ex}}$ and $\kappa_0$ increase as the taper-bottle separation is reduced. We hypothesize that this happens because the bottle couples to the taper at a point on the fiber which is thicker than the taper waist, as
differential thermal contractions in the fridge shifted the taper away from the bottle during cooldown (a fourth attocube has since been added to the system to remedy this issue). Light circulating in the bottle mode can scatter off the surface of the fiber without coupling back into the outgoing optical field, making this an intrinsic decay mechanism. Figure 4.10 shows that $\kappa_0$ ($\kappa_+ \text{ in the legend, since the resonator begins in the under-coupled state}$) is constant at large taper-bottle separations but increases along with $\kappa_{\text{ex}}$ as the bottle is brought closer to the taper. At low temperatures (Figure 4.10(a) and (b)), it seems that the resonator remains in the undercoupled regime. Once the fridge is warmed up (Figure 4.10(c) and (d)), it is unclear whether the resonator transitions to the over-coupled regime (around 450 nm) before the scattering causes $\kappa_0$ and $\kappa_{\text{ex}}$ to increase, as there may be an avoided crossing similar to that in Figure 4.9.

We also observe an interesting trend in the resonance frequency of the optical mode in Figure 4.10(b) and (d). At low temperature, the frequency decreases monotonically, in contrast with Figure 4.8(e), while at room temperature, the frequency first increases and then decreases. We do not understand this effect yet, but it seems intimately related to the coupling conditions of the resonator, since the turnaround point occurs at the same separation as the possible transition to over-coupling in (c).

### 4.2.2 Thermo-Optical Nonlinearities

At low temperatures, it is no longer sufficient to consider only terms of $O(\Delta T)$ in Equation (4.2). Below $\sim 15 \text{ K}$, the sign of the first order thermorefractive effect ($\frac{dn_0}{dT}$) changes [81, 110]. Thus the curvature, and hence the second derivative, of the refractive index becomes non-negligible. We account for this by including the $\frac{d^2n_0}{dT^2}$ term in the Taylor series expansion of $n_0$, and keep all terms of $O(\Delta T^2)$. At very low temperatures, the thermal expansion coefficient of silica can also no longer be approximated as linear in temperature [148], so we include a term of the form $\epsilon^{(2)} \Delta T^2$. The resonance condition then becomes

$$\lambda(\Delta T) = \lambda_o(1 + \epsilon \Delta T + \epsilon^{(2)} \Delta T^2) \left(1 + \frac{1}{n_0} \frac{dn_0}{dT} \Delta T + \frac{1}{2n_0} \frac{d^2n_0}{dT^2} \Delta T^2\right),$$

(4.6)

which when translated into frequency and expanded is

$$\omega(\Delta T) \simeq \omega_o \left(1 - \left[\epsilon + \frac{1}{n_0} \frac{dn_0}{dT}\right] \Delta T + \left[\frac{\epsilon}{n_0} \frac{dn_0}{dT} + \epsilon + \epsilon^{(2)} + \frac{1}{n_0^2} \left(\frac{dn_0}{dT}\right)^2 - \frac{1}{2n_0} \frac{d^2n_0}{dT^2}\right] \Delta T^2\right)$$

$$\equiv \omega_o(1 - b_1(T)\Delta T + b_2(T)\Delta T^2).$$

(4.7)
Figure 4.10: (a) Both $\kappa_{\text{ex}}$ and $\kappa_0$ increase as the bottle-taper separation is decreased at 9 mK. The bottle appears to remain under-coupled throughout the measurement. Dashed line shows the initial value for $\kappa_0$. (b) In contrast to Figure 4.8(c), the optical resonance frequency decreases with decreasing bottle-taper separation. (c) Even after the fridge is warmed up to room temperature, we do not observe the clear avoided crossing between $\kappa_+$ and $\kappa_-$ as in Figure 4.9, but there is evidence of a possible transition from the under- to over-coupled regime around 450 nm. Solid line indicates an estimate of $\kappa_{\text{ex}}$ while the dashed line shows the initial value of $\kappa_0$. (d) We see first an increase in the optical resonance frequency as in Figure 4.8(e), followed by a decrease beginning around 450 nm. This turning point appears correlated to the possible transition from under- to over-coupling in (c).
As was done at room temperature, we can again include the terms proportional to $b_1(T) = \epsilon(T) + \frac{1}{\nu_0} \frac{dn_0}{dT}$ and $b_2(T) = \epsilon(T) \frac{dn_0}{dT} + \epsilon(T) + \frac{1}{\nu_0} \left( \frac{dn_0}{dT} \right)^2 - \frac{1}{2 \nu_0} \frac{d^2n_0}{dT^2}$ in a renormalized detuning, $\Delta \to \Delta + \Delta_{nl} n_{cav} + \Delta_{nl}^{(2)} n_{cav}^2$, giving

$$n_{cav} = \frac{\kappa_{ex}}{\frac{\alpha^2}{4} + \left( \Delta + \Delta_{nl} n_{cav} + \Delta_{nl}^{(2)} n_{cav}^2 \right)^2 |s_{in}|^2}.$$

(4.8)

We see that the resonance is now a quintic polynomial in $n_{cav}$ which cannot be solved analytically. Instead, the resonances can be fit numerically by varying the parameters $\Delta_{nl}$ and $\Delta_{nl}^{(2)}$.

The form of Equation (4.8) gives rise to a tristable resonance, as observed in Ref. 110. Simulations of this resonance shape and the hysteresis in forward and reverse scans of the resonance are illustrated in Figure 4.11. We note that the relative sign and magnitude of $\Delta_{nl} n_{cav}$ and $\Delta_{nl}^{(2)} n_{cav}^2$ are both important in determining the particular shape of the resonance. We assume that $\Delta_{nl}$ and $\Delta_{nl}^{(2)}$ have opposite signs, since this is the most interesting regime and that which we observe in our experiments. As seen in Figure 4.11(a), for sufficiently low optical powers the resonance appears linear, as $n_{cav}$ is so small that both $\Delta_{nl} n_{cav}$ and $\Delta_{nl}^{(2)} n_{cav}^2$ can be neglected. As the power is increased, $\Delta_{nl} n_{cav}$ becomes non-negligible, and we see the the lineshape trends towards a bistability on one side of the resonance. However, as $n_{cav}$ is further increased, the magnitude of $\Delta_{nl}^{(2)} n_{cav}^2$ increases rapidly, and competition between $\Delta_{nl} n_{cav}$ and $\Delta_{nl}^{(2)} n_{cav}^2$ causes the resonance to bend in the opposite direction. For even higher optical power $\Delta_{nl}^{(2)} n_{cav}^2$ quickly overpowers $\Delta_{nl} n_{cav}$ since it scales with the square of the injected power.

Experimentally, we observe three regimes of nonlinear behaviour in the fridge. These regimes are governed by the presence of exchange gas in the IVC, which controls how well the heat generated by absorbed light is transferred to the environment via convection, which is the bottle’s primary method of heat transfer, and thus the proportionality between $n_{cav}$ and $\Delta T$. At very high exchange gas pressures, we observe nonlinear behaviour similar to that seen at room temperature, shown in Figure 4.12. We fit these resonances with Equation (4.5) to determine the parameter $\Delta_{nl}/2\pi = -3 \times 10^{-7}$ Hz. Note that here $\Delta_{nl}$ is negative, in contrast to the situation at room temperature, where it was positive. This is consistent with the change in sign of the thermorefractive effect observed in Ref. 81 and Ref. 110, and we see that the the bistability occurs on the blue side of the resonance, instead of the red side.

A second regime occurs when the IVC is completely evacuated. Similar behaviour results when the fridge is at 4.2 K, and when it is operating at the base temperature of 9 mK, shown in Figures 4.13 and 4.14, respectively. Under these conditions, the resonance again exhibits
Figure 4.11: (a) Optical resonances with $\kappa/2\pi = 20$ MHz and $\kappa_{\text{ex}}/2\pi = 5$ MHz simulated by the real solutions of Equation (4.8) for increasing optical powers for $\Delta_{\text{nl}}/2\pi = -8 \times 10^{-6}$ Hz and $\Delta_{\text{nl}}^{(2)}/2\pi = 1.6 \times 10^{-18}$ Hz. (b) Extreme case for $\Delta_{\text{nl}}/2\pi = -1$ Hz and $\Delta_{\text{nl}}^{(2)}/2\pi = 2.5 \times 10^{-9}$ Hz at an input power of 5 mW, showing five real solutions to Equation (4.8) at some detunings as well as hysteresis between the forward (pink) and reverse (green) optical scans.

Figure 4.12: Forward (blue) and reverse (green) scans of the laser across an optical resonance at 4.2 K, when the bottles are immersed in helium exchange gas. Injected optical powers of 0.48 (a, e), 1.8 (b, f), 5.4 (c, g), and 18.4 (d, h) $\mu$W, corresponding to peak photon numbers of $4.3 \times 10^4$ (a), $3.8 \times 10^4$ (e), $1.4 \times 10^5$ (b,f), $4.3 \times 10^5$ (c,g) and $1.5 \times 10^6$ (d,h). Fits to the data using Equation (4.5) reveal a nonlinear detuning parameter $\Delta_{\text{nl}}/2\pi = -3 \times 10^{-7}$ Hz.
nonlinear optical behaviour that can be adequately described by the cubic in Equation (4.5). The bistability continues to occur on the blue side of the resonance and, although the resonances are more difficult to fit (note that the fits failed in Figures 4.13(h) and 4.14(f)), we extract $\Delta_{nl}/2\pi \sim -2 \times 10^{-6}$ Hz. We note that this is 10 times larger than the $\Delta_{nl}$ for high exchange gas pressures, since the bottles are much more efficiently cooled in exchange gas. The constant of proportionality between $n_{cav}$ and $\Delta T$ is thus approximately 10 times stronger when the bottles are under vacuum, meaning each photon absorbed increases the temperature by 10 times as much as when the bottles are immersed in helium exchange gas.

For moderate exchange gas pressures, the optical resonances exhibit the multistable behaviour described by Equation (4.8). Under these conditions, there is a competition between the $\Delta_{nl}$ and $\Delta_{nl}^{(2)}$ terms, with the resulting lineshapes shown in Figure 4.15. At the lowest injected powers ($P < 2 \mu W$), we fit the resonances with a linear lineshape to extract $\kappa$ and $\kappa_{ex}$. As the power is increased, $\Delta_{nl}$ becomes important so we fit the resonances with Equation (4.5) and extract $\Delta_{nl}/2\pi = -5 \times 10^{-7}$ Hz. As shown in Figure 4.15(a), Equations (4.5) and (4.8) show good agreement for $P < 20 \mu W$, where the resonance approaches a bistability on the blue-detuned side. For larger injected powers, $\Delta_{nl}^{(2)}$ grows rapidly and must be included in the fit. At these powers, the resonance lineshape bends back towards the red side, eventually exhibiting a discontinuity. We use a genetic algorithm to simultaneously fit forward and reverse scans of the resonance while fixing $\kappa$, $\kappa_{ex}$ and $\Delta_{nl}$ (black lines in Figure 4.15).
Figure 4.14: As in Figure 4.12 with the fridge at base temperature (9 mK). Injected powers of 0.12 (a, d), 0.75 (b, e), and 1.05 (c, f) μW, corresponding to peak photon numbers 5.3 × 10^3 (a), 2.9 × 10^4 (b), 4.1 × 10^4 (c), 4.1 × 10^3 (d), 2.6 × 10^4 (c) and 3.1 × 10^4 (f). Fits to the data using Equation (4.5) reveal Δ_{nl}/2π ∼ −3 × 10^{-8} Hz.

Figure 4.15: Optical multistability manifests at 4.2 K in moderate exchange gas. Transmission data (blue circles) fit with Equations (4.5) (green) and (4.8) (black) for injected powers of (a) 20, (b) 95 and (c) 130 μW, corresponding to peak photon numbers of 9.4 × 10^4 (a), 4.5 × 10^5 (b) and 5.8 × 10^6 (c). At moderate powers P < 20 μW, Δ_{nl}^{(2)} is negligible and the data can be satisfactorily fit with Equation (4.5). As power is increased, Δ_{nl}^{(2)} becomes important until it eventually dominates.
4.3 Mechanics

4.3.1 Room Temperature Mechanical Properties

Due to the large amplitude of thermally-driven motion at room temperature, we observe many modes of the bottle resonator, ranging in frequency from ~50 MHz to well over 200 MHz. As expected, larger bottles exhibit lower frequency oscillations, while the fundamental mode of smaller bottle resonators is observed to be significantly increased. Figure 4.16 shows the high frequency noise spectrum of a bottle resonator transduced from the high-pass filtered (>30 kHz) optical transmission in the tapered fiber. The bottle used in these measurements is the same one used in the low temperature measurements presented in the rest of the thesis. The spectrum in Figure 4.16 shows a number of mechanical resonances with the most efficiently transduced at 55 MHz, 86 MHz, 109 MHz, 172 MHz and 202 MHz. We fit many of these resonances with Equation (2.43) and extract mechanical quality factors on the order of $10^4$. We note that the 86 MHz mode is a doublet, while the modes around 172 MHz seem to be closely split multiplets. Since our bottles resemble spheroids, these multiplets are likely degeneracies that are split by the asymmetries in the bottle resonator’s shape.

To further investigate the interaction of the optical cavity with the mechanical resonator, we can record the high frequency noise spectrum of the optical transmission as the laser is detuned across the optical resonance. We do this by tuning the laser across the resonance in discrete steps, stopping at each point to collect high-frequency data with the ADC. From
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Figure 4.17: From left: normalized transmission of the laser as it is detuned across the optical resonance, $S_{VV}(f)$ around a mechanical resonance at 203 MHz, centre frequency and $Q$ of the mechanical mode extracted from fits to $S_{VV}(f)$.

From this data, we can construct plots, like the ones in Figure 4.17, that show the AC spectrum of a smaller bottle resonator near its mechanical resonance frequency as a function of laser detuning. Fitting these spectra, we can now examine any trends in the resonance frequency or quality factor. Looking at Figure 4.17, there is an increase in $f_m$ as the laser is tuned to the centre of the optical cavity. The shape of this trend follows that of the optical transmission profile, with an additional feature around $\Delta/2\pi \approx 3$ GHz. These effects are explained by heating of the bulk material due to photon absorption; the maximum value of $f_m$ corresponds to the centre of the cavity resonance where $n_{cav}$, and therefore heating, is largest. The optical resonance exhibits a doublet structure at low input powers which is obscured by the nonlinear transmission; this is what causes the two peaks in $f_m$.

4.3.2 Low Temperature Mechanical Properties

At low temperatures, we focus primarily on the 55 MHz mode, which is the lowest energy mechanical mode and exhibits the largest signal at room temperature, making it the easiest mode to observe inside the dilution fridge. Convection is the main method of heat dissipation in the bottles, so the best way to ensure thermalization of the silica resonator is to immerse the experiment in an exchange gas. Figure 4.18 shows the spectrum of the 55 MHz mechanical mode at 300, 77 and 4.2 K, where it is thermalized using exchange gas (nitrogen at 300 and 77 K, and helium at 4.2 K). The spectra are thermomechanically calibrated [97] according to Equation (2.43) using $m_{eff} = 47.6$ ng determined from COMSOL simulations. We observe that both the centre frequency and the quality factor of the mechanical resonance seem to vary with temperature, with the frequency decreasing from 55.4 MHz at room temperature to 54.8 MHz at 77 K, before increasing to 55.3 MHz at 4.2 K. We see a similar trend in the quality factors, with values of 12500, 640 and 1125 at 300, 77, and 4.2 K, respectively. We hypothesize that $Q_m$ will continue to increase at lower temperatures as
4.3.3 Mechanical Mode Thermometry\(^1\)

In order to cool the bottles further, or to study their motion at temperatures intermediate to 77 and 4.2 K, knowledge of the mechanical mode temperature is crucial. The thermally insulating properties of silica mean that the bottles are unlikely to thermalize well to the base plate of the fridge, so we cannot rely on the fridge thermometers. We note at this point that the temperature of the mechanical mode and the transduction coefficient $\alpha$ are

\(^1\)This analysis is derived from those given in the supplementary information of Ref. [20] and the main text of Ref. [98].
indistinguishable in Equation (2.43) and thus are both contained in the fit amplitude $A$ of $S_{VV}$. Thus, if we have prior knowledge of $\alpha$, we can relatively easily determine the temperature of the mode. There are many factors that determine $\alpha$ including the number of photons in the cavity, the slope of the optical resonance (related to its $Q$ factor), the optomechanical coupling strength and the efficiencies of the detection electronics, but if we can measure all of these factors, we can determine the temperature [26, 98, 112].

If we do not have a good understanding of $\alpha$, we can instead generate a signal which is detected analogously to the mechanical motion to calibrate $\alpha$ and determine $T$. This can be done relatively simply by phase modulating the input light to the optical cavity [98]. An electro-optic modulator (EOM) is a nonlinear crystal which exhibits a voltage-dependent refractive index through the linear electro-optic effect. A sinusoidal drive voltage applied at angular frequency $\Omega_{\text{mod}}$ results in a phase modulation of the output light, $s_{\text{out}}(t) = s_{\text{in}} e^{i\beta \sin \Omega_{\text{mod}} t}$

$$s_{\text{out}}(t) = s_{\text{in}} \sum_{k=-\infty}^{\infty} (\pm 1)^k J_k(\beta) e^{ik\Omega_{\text{mod}} t}$$

$$\approx s_{\text{in}} (J_0(\beta) + J_1(\beta) e^{i\Omega_{\text{mod}} t} - J_1(\beta) e^{-i\Omega_{\text{mod}} t}) ,$$

where $\beta = \pi V/V_\pi$ is the phase modulation depth for an applied voltage $V$ and $J_0, J_1$ are Bessel functions of the first kind. $V_\pi$ is a device-dependent quantity which describes the voltage required to generate a $\pi$ phase shift between the input and output light fields. As shown in Equation 4.9 and Figure 4.19, weak driving of the EOM will generate sidebands on the input laser, spaced at $\pm \Omega_{\text{mod}}$. Here, we have assumed that $\beta \ll 1$ such that only the first order sidebands need be included.

We note that through the optomechanical interaction, sinusoidal motion of the mechanical oscillator also modulates laser light which passes through the cavity with the modulation strength $\xi = Gx_0/\Omega_m$. Note that the temperature enters into this relation through the amplitude of the mechanical motion $x_0 = \sqrt{k_B T/m_{\text{eff}}\Omega_m^2}$, as given by Equation (2.36). Assuming $\xi \ll 1$ (see Appendix A), the sidebands modify the light to have the form

$$s_{\text{out}}(t) = s_{\text{in}} e^{i\xi \sin \Omega_m t} \approx s_{\text{in}} (J_0(\xi) + J_1(\xi) e^{i\Omega_m t} - J_1(\xi) e^{-i\Omega_m t}).$$

This is identical to the modulation given by Equation (4.9).

We can more rigorously prove that the optomechanical interaction and the phase modulation give rise to analogous signals by returning to Equation (2.53). We again solve this equation,
Figure 4.19: Schematic of the phase calibration process. Sidebands at $\pm \Omega_{\text{mod}}$ are generated on the laser by an EOM. When the light passes through the optical cavity, the mechanical motion also adds sidebands, at $\pm \Omega_{m}$. When the laser light is detected on the photodiode, the sidebands result in peaks in the high-frequency PSD. The energy in the mechanical signal depends on the optomechanical coupling strength $G$ and the temperature $T$ of the mode, while the phase modulation signal depends on the modulation depth $\beta$. As shown in detail in Appendix A, both signals are transduced by the optical cavity identically, and so have the same dependence on the transmission spectrum $n_{\text{out}}(\omega)$. Therefore, as long as $\beta$ remains constant, $R_{T} = A_{\text{mech}}/A_{\text{mod}} \propto T$. 
but do not make the assumption of near-steady state optics (i.e., we do not take $a \rightarrow \bar{a} + \delta a$), since phase modulation of the light input to the cavity will make $s_{in}$ time-dependent. We begin by assuming that the solution to this differential equation takes the form of $a(t) = a_h(t) + a_p(t)$, where $a_h(t)$ is the solution to the associated homogeneous equation (where $s_{in} = 0$) and $a_p(t)$ is the particular solution \[20\]. We can further make the assumption that the particular and homogeneous solutions are related by $a_p(t) = a_h(t)f(t)$, where $f(t)$ is a yet-to-be-determined function, dependent on the input field $s_{in}(t)$.

Choosing the form $x(t) = x_0 e^{-\Gamma t/2} \cos \Omega_m t$ for the mechanical motion of a damped harmonic oscillator and recalling that the mechanical oscillator operates in the high $Q$ regime ($\Omega_m \gg \Gamma$), we find

$$a_h(t) = a_0 e^{-\left(\frac{\kappa}{2} - i\Delta\right)t} \left(1 + \frac{\xi}{2} e^{-\Gamma t/2} \left[e^{i\Omega_m t} - e^{-i\Omega_m t}\right]\right). \quad (4.11)$$

We now move on to the particular solution which requires first solving for $f(t)$ (see Appendix A) and multiplying the result by Equation (4.11). Assuming first a single-toned drive at the laser frequency ($s_{in}(t) = s_{in}$), we find that

$$a_p(t) = \sqrt{\kappa_{ex}} s_{in} \left[\frac{1}{\frac{\kappa}{2} - i\Delta} + \frac{\xi}{2} e^{-\Gamma t/2} \left[\frac{e^{i\Omega_m t} - e^{-i\Omega_m t}}{\frac{\kappa}{2} - i\Delta} - \frac{e^{i\Omega_m t}}{\frac{\kappa}{2} - i(\Delta - \Omega_m)} + \frac{e^{-i\Omega_m t}}{\frac{\kappa}{2} - i(\Delta + \Omega_m)}\right]\right]. \quad (4.12)$$

Since $a_h(t)$ decays at a rate proportional to $\kappa$ (on the order of $2\pi \times 10$ MHz in our experiments), which is much faster than the decay rate $\Gamma$ (typically, $2\pi \times 5 - 100$ kHz in our experiments, depending on the temperature) of $a_p(t)$, we take $a(t) = a_p(t)$ and neglect the homogeneous solution. We use Equation (2.21) to calculate the intensity, proportional to $|s_{out}(t)|^2$, of light impinging on a photodetector in the case of direct detection. The voltage signal output by the detector is

$$V_{out}(t) = V_{DC} + V_{mech}(t), \quad (4.13)$$

where

$$V_{DC} = H(\omega)|s_{in}|^2 \left(1 - \frac{\kappa_{ex} K_0}{\frac{\kappa}{4} + \Delta^2}\right) \quad (4.14)$$

is the time-independent signal representing the transmission profile of the cavity and
\[ V_{\text{mech}}(t) = H(\omega)|s_{\text{in}}|^2 \frac{\kappa_{\text{ex}}^2}{2} e^{-\frac{\omega^2}{4}} \left( \frac{C_1(\Omega_m) \cos \Omega_m t}{D(0)D(\Omega_m)D(-\Omega_m)} + \frac{C_2(\Omega_m) \sin \Omega_m t}{D(0)D(\Omega_m)D(-\Omega_m)} \right) \] (4.15)

is the voltage signal oscillating at the mechanical frequency \( \Omega_m \). \( H(\omega) \) incorporates all electronic and optical gains in the detection system and, in practice, is weakly frequency-dependent, but we will choose \( \Omega_{\text{mod}} \) such that \( H(\omega) = H \) is flat across the region of interest.

For simplicity of notation, we have defined \( C_1(\Omega), C_2(\Omega) \) and \( D(\Omega) \) as

\[ C_1(\Omega) = \Delta \Omega \left( -\kappa [\kappa^2 + 4\Delta^2] + \kappa_{\text{ex}} [\kappa^2 + 4\Delta^2 - 4\Omega^2] \right) \] (4.16)

\[ C_2(\Omega) = \Delta \Omega^2 \left( \kappa [4\kappa_{\text{ex}} - 3\kappa] + 4[\Delta^2 - \Omega^2] \right) \] (4.17)

\[ D(\Omega) = \frac{\kappa^2}{4} + (\Delta - \Omega)^2, \] (4.18)

which we note are time-independent functions of both the applied frequency \( \Omega \) and the laser detuning \( \Delta \).

We note at this point that the time-independent \( V_{\text{DC}} \) and high-frequency \( V_{\text{mech}}(t) \) are filtered by our photodetector, so we only concern ourselves with the latter, which can be rewritten as

\[ V_{\text{mech}}(t) = H|s_{\text{in}}|^2 G_{\text{ex}} \left( \frac{C_1(\Omega_m) x(t) - C_2(\Omega_m) \dot{x}(t) / \Omega_m}{D(0)D(\Omega_m)D(-\Omega_m)} \right). \] (4.19)

Fourier transforming and squaring Equation (4.19) to find the voltage PSD, according to Equation (2.32), yields

\[ S_{VV}(\omega) = \alpha S_{xx}(\omega) \] (4.20)

where

\[ \alpha = \frac{H^2|s_{\text{in}}|^4 G_{\text{ex}}^2}{4\Omega_m^2} \frac{C_1^2(\Omega_m) + C_2^2(\Omega_m)}{D^2(0)D^2(\Omega_m)D^2(-\Omega_m)} \] (4.21)

is the detuning-dependent transduction coefficient introduced in Equation (2.43) and \( S_{xx}(\omega) \) is the displacement PSD of the mechanical mode derived in Section 2.3.1.

In the case of a phase-modulated drive, we take \( s_{\text{in}}(t) = s_{\text{in}}(1 + i\beta e^{-\gamma t/2} \sin \Omega_{\text{mod}} t) \) in Equation (2.53), where we have included a damping rate \( \gamma \) in the phase modulation for
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generality (although in reality $\gamma \ll \Gamma$). The homogeneous solution is drive-independent so we need only recalculate $a(t) \approx a_p(t)$ with the new drive,

$$a(t) = \sqrt{k_{\text{ex}} s_{\text{in}}} \left( \frac{1}{\frac{1}{2} - \frac{\alpha}{2} - \frac{\gamma}{2}} \left[ e^{i \Omega_{\text{mod}} t} - e^{-i \Omega_{\text{mod}} t} \right] - \frac{\kappa_{\text{ex}}}{\frac{1}{2} - i \Delta} \right)$$

(4.22)

Keeping in mind the time dependence of $s_{\text{in}}(t)$ in the rotating frame, we can now write

$$s_{\text{out}}(t) = s_{\text{in}} \left(1 + \frac{\beta}{2} e^{-\gamma t/2} \left[ e^{i \Omega_{\text{mod}} t} - e^{-i \Omega_{\text{mod}} t} \right] - \frac{\kappa_{\text{ex}}}{\frac{1}{2} - i \Delta} \right)$$

(4.23)

Squaring Equation (4.23), we can again separate $V_{\text{out}}(t)$ into a DC component and components $V_{\text{mech}}(t)$ and $V_{\text{mod}}(t)$, oscillating at $\Omega_m$ and $\Omega_{\text{mod}}$, respectively. The component at $\Omega_m$ is identical to the one in Equation (4.15), while the component at $\Omega_{\text{mod}}$ is

$$V_{\text{mod}}(t) = -H |s_{\text{in}}|^2 \frac{\beta \kappa_{\text{ex}}}{2} e^{-\gamma t/2} \left[ \frac{C_1(\Omega_{\text{mod}}) \cos \Omega_{\text{mod}} t}{D(0) D(\Omega_{\text{mod}}) D(-\Omega_{\text{mod}})} + \frac{C_2(\Omega_{\text{mod}}) \sin \Omega_{\text{mod}} t}{D(0) D(\Omega_{\text{mod}}) D(-\Omega_{\text{mod}})} \right].$$

(4.24)

Note that this has the same form as $V_{\text{mech}}(t)$, under the transformations $\xi \rightarrow -\beta$, $\Omega_{m} \rightarrow \Omega_{\text{mod}}$ and $\Gamma \rightarrow \gamma$. Since the Fourier transform is linear, the phase modulation is transduced through the cavity identically to the optomechanical signal, and a definite relationship between the peaks at $\Omega_{m}$ and $\Omega_{\text{mod}}$ has been established. Following the procedure above, we find the total voltage power spectral density to be given by (see Appendix A)

$$S_{VV}(\omega) = \alpha S_{xx}(\omega) + \alpha_{\text{mod}} S_{\phi \phi}(\omega)$$

(4.25)

where the $S_{\phi \phi}(\omega)$ is defined as the PSD of the phase modulation signal $\phi(t) = \beta e^{-\gamma t/2} \sin \Omega_{\text{mod}} t$ and $\alpha_{\text{mod}}$ is given by

$$\alpha_{\text{mod}} = \frac{H^2 |s_{\text{in}}|^4 \kappa_{\text{ex}}^2}{4} \frac{C_1^2(\Omega_{\text{mod}}) + C_2^2(\Omega_{\text{mod}})}{D^2(0) D^2(\Omega_{\text{mod}}) D^2(-\Omega_{\text{mod}})}.$$

(4.26)
We ignore any cross terms when squaring the Fourier transform by choosing $\Omega_{\text{mod}}$ such that $|\Omega_{\text{mod}} - \Omega_m| \gg \Gamma, \gamma$. We additionally choose $\Omega_{\text{mod}}$ close to $\Omega_m$ so that any frequency dependence in $H$ can be neglected.

As discussed in Section 2.3.1, the equipartition theorem states that the temperature of the mechanical mode is proportional to the area under the $S_{xx}(\omega)$ signal. Since $S_{\phi\phi}(\omega)$ and $S_{xx}(\omega)$ are transduced analogously in Equation (4.25), knowledge (via the applied voltage $V$ and $V_\pi$) of the energy in the phase modulation signal can be used to absolutely determine the mode temperature [98].

### 4.3.3.1 Practical Implementation

In practice, we implement the phase calibration procedure outlined above by driving the EOM shown in Figures 3.21 and 4.19 with a 1 mV peak-to-peak voltage at a frequency of 54.5 MHz, chosen to be near the lowest-frequency mechanical mode. We unfortunately do not have a good measure of $V_\pi$ and so do not know $\beta$ or the absolute energy in the phase modulation signal. We do, however, know that only the mechanical mode should be affected by a change in temperature, such that the ratio $R_T$ of the area under the mechanical peak, $A_{\text{mech}}$, to the area under the phase calibration peak, $A_{\text{mod}}$, is proportional to the temperature of the mechanical mode

$$R_T = \frac{A_{\text{mech}}}{A_{\text{mod}}} \propto T. \quad (4.27)$$

In our experiments, the linewidth $\gamma$ is much too small to be resolved by our detection system (due to the sub-Hz linewidth of our modulation source), so we approximate the area of the phase modulation signal by summing the bins in $S_{VV}(f)$ around the peak (of approximate bandwidth 400 Hz) and subtracting off the noise floor contribution. In contrast to Equation (2.43), we find that our experimental noisefloor tends to vary linearly with frequency (as $S_{VV}^\text{NF} = y_0 + y_1 f$) on the scales of interest to us. To find the noisefloor contribution, we simply fit a line to the region containing the peak, with the peak excluded. The area of the mechanical peak is proportional to the amplitude, $A$, in the fit

$$S_{VV}(f) = y_0 + y_1 f + \frac{A_{f_m}}{Q_m[(f^2 - f_m^2)^2 + (ff_m/Q_m)^2]}.$$  \quad (4.28)

Since we are only concerned with the ratio $R_T$ of the two areas and not their absolute value, we take $A_{\text{mech}} = A$ for simplicity.

To fix the temperature scale, we need at least one point where the temperature is well-known. We make several measurements of the mechanical mode as a function of laser detuning.
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Figure 4.20: Laser detuning versus (from left): normalized optical transmission, $S_{VV}(f)$, $f_m$ (red) and calibrated temperature (cyan) and $Q_m$ for bottle resonators in helium exchange gas at 4.2 K. Injected optical powers of 12 $\mu$W (corresponding to a peak photon number of $5.7 \times 10^5$) (a) and 24 $\mu$W (peak photon number $9.5 \times 10^5$)(b). At lower optical powers, the resonator thermalizes well and $f_m$ is roughly constant across detuning, while at higher powers, there is a slight increase in temperature and corresponding decrease in $f_m$. 
across each of the 1516 nm and 1581 nm resonances at 4.2 K, with a high pressure of helium exchange gas inside the IVC. This ensures good thermalization of the bottle resonators to the surrounding helium bath. At low optical powers, $f_m$ is flat across detuning, indicating little or no heating to the resonator, as shown in Figure 4.20(a). As the injected laser power is increased, we see a shift in $f_m$, as in Figure 4.20(b). To calibrate the value of $R_T$ which corresponds to good thermalization with the helium bath at 4.2 K, we plot the ratio $R_T$ versus $f_m$ for all fits, as shown in blue in Figure 4.21(a) and (b). The points in green are those data points (i.e., fits to mechanical spectra) for which both $f_m$ and $R_T$ were relatively constant. For the data shown in Figure 4.20(b), for instance, data points at laser detunings $\Delta \lesssim 1.2 \times 2\pi \text{ GHz}$ are shown in green while those at all other detunings are shown in blue. This procedure was conducted independently for each of the two optical resonances, since different optomechanical coupling strengths between the two could lead to different values of $R_T$. The average of the green data points, those estimated to be best thermalized to 4.2 K, is marked with a yellow star in Figure 4.21. For the 1516 nm resonance, we find a ratio of $R_{4,2} = (1.2 \pm 0.2) \times 10^{15}$ at 4.2 K, while the 1581 nm ratio is $R_{4,2} = (1.3 \pm 0.3) \times 10^{15}$ at a mechanical resonance frequency of $\Omega_m = 55.329 \pm 0.005 \text{ MHz}$. Uncertainties in these values are taken to be the standard deviations of the selected data about the mean. We also note that the black points show a linear trend in $f_m$ versus $R_T$, indicating that $f_m$ decreases approximately linearly with increasing temperature over this temperature scale (of a few K). As long as we keep the drive voltage of the EOM constant, we can calibrate the temperature of all our other measurements through

$$T = 4.2 \times \frac{R_T}{R_{4,2}}. \quad (4.29)$$

### 4.3.4 Detection Methods

As outlined in Section 3.5.2, one of the goals of these experiments was to test and, if possible, refine several different detection schemes, with the goal of improving our detection efficiency at cryogenic temperatures. One way of measuring progress towards this goal is to measure the lowest temperature at which the mechanical signal can be discerned. Lower temperatures result in smaller amplitudes of motion, which in turn result in smaller shifts in the cavity resonance through the optomechanical coupling $G$. Therefore, the mechanical signal is increasingly difficult to detect as the mode temperature is lowered. Since, along with enhancing the detection, the injected laser light heats the mechanical mode, we will use the injected optical power required to probe the mechanics as one figure-of-merit of the various detection schemes.

Ultimately, there are many factors which determine the sensitivity and detection efficiency...
of a given optomechanical measurement scheme. The first is a convolution of the optomechanical coupling strength $G$, the number of photons in the cavity $n_{cav}$ and the $Q$ factor of the optical resonance used for detection. The optomechanical coupling strength, along with the amplitude of motion $x_0$, determines the spectral shift in the cavity resonance. The quality factor of the optical cavity and $n_{cav}$ together determine the slope of the optical resonance, which translates the resonance frequency shift into a change in transmission or phase of the light entering the taper. Finally, the efficiency and response of the optics and electronics, including fiber connections, photodetector, preamplifier and ADC in our case, determine how well this amplitude or phase signal is transduced against a background of electronic and optical noise. Any sources of noise, such as laser noise, electronic noise or vibrations in the environment will detract from the signal. We have worked to minimize such noise by, among other initiatives, increasing the shielding of our Santec laser, using a low-noise preamplifier, shielding our coaxial cables and isolating the system from vibrations in the room as much as possible.

As outlined in Section 3.5.2, we considered three enhancements over the simple direct detection scheme used in the room temperature setup: inserting an EDFA into the optical path, using an avalanche photodiode in place of the usual $1$ GHz photodetector and implementing a Mach-Zehnder interferometer, enabling homodyne detection.

4.3.4.1 EDFA

Inserting an EDFA into the optical path between the output of the fridge system and the $1$ GHz photodetector, we found that we were indeed able to detect the mechanical modes of
Figure 4.22: PSD of the mechanical signal with (a) and without (b) the use of an EDFA. The EDFA certainly improves the signal-to-noise ratio of the detected spectrum but also adds high-frequency noise, seen here at 54.6 and 55.2 MHz.

the bottle resonator at lower optical powers, as shown in Figure 4.22. However, the EDFA also added significant high-frequency noise to the spectrum, which can interfere with fitting the mechanical resonance.

Furthermore, when we looked at the phase calibration ratio $R_T$ with the EDFA, we found that it did not correlate with the change in $f_m$, an indicator of heating in the system. In Figure 4.23, we see that when using the EDFA, $R_T$ exhibits peaks which are uncorrelated with the frequency, suggesting that the phase calibration signal and the optomechanical modulation are not transduced through the cavity and detection system in the same way. Since we have already shown (in Section 4.3.3) that these modulation signals should indeed be transduced identically, we believe that the threshold nature of the EDFA results in a greater amplification of the optomechanical signal relative to the phase modulation signal at certain detuning values. We conclude that more work is needed to understand the function of the EDFA before it is compatible with our thermometry.

4.3.4.2 APD

We also tested an avalanche photodiode in place of the 1 GHz detector. Unfortunately we found that the detector was quickly saturated at the optical intensities required to probe the mechanical motion, despite the stated specifications. We thus found no improvement in using it.

4.3.4.3 Balanced Homodyne

Finally we tested the balanced homodyne detection scheme, which we hope to incorporate into future experiments capable of measuring the phase response of the optical cavity. We
found in some cases that the homodyne detection scheme did provide a larger signal-to-noise ratio for the mechanical resonance, and allowed us to probe the resonance at lower optical powers. Locking the relative phase of the signal and local oscillator arms using the PI servo was an important consideration for a steady signal, as demonstrated in Figure 4.24. The unsteadiness in the signal when the MZI phase is unlocked results from random fluctuations in the phase causing changes in the interference of the signal and local oscillator arms. We experimented with using fast MEMS switches to switch between the homodyne and direct detection schemes, allowing the measurement of the optical resonance profile while detuning the laser, but found the disturbance caused by this switching was enough to unlock the interferometer phase. The PI servo used in this experiment also didn’t allow variation in the setpoint, and thus the relative DC phase between the signal and local oscillator, so we were not able to investigate measurements in different quadratures of the light although this is something we hope to improve upon in the future.

Another issue seen with the homodyne scheme results from the nonlinear nature of the optical resonance. This nonlinearity made tuning the laser to the centre of the optical resonance extremely difficult. In the future, a Pound-Drever-Hall laser frequency stabilization scheme [149] might help to track the optical resonance as it shifts, allowing dynamical back-action free measurements at $\Delta = 0$. The bistability present in the bottle resonators might still pose a problem in this regard, so the solution may be to study a system which is less susceptible to laser heating.

Finally, the main issue with the homodyne scheme was once again that the phase calibration
Figure 4.24: Observed mechanical signal at 55 MHz when the relative DC phase of the MZI is (a) unlocked and (b) locked using the PI servo.

ratio did not respond as expected. As shown in Figure 4.25(a), the peak in $R_T$ does not correspond to the mechanical frequency shift. Instead the peak is red-detuned from the centre of the optical resonance and does not exhibit the same shape as the cavity profile, which is well-correlated to the shape of the $f_m$ versus $\Delta$ curve. Taking a closer look at the integrated areas $A_{\text{mech}}$ and $A_{\text{mod}}$ (Figure 4.25(b)), we see that $A_{\text{mech}}$ is peaked slightly red-detuned from the resonance centre, which corresponds to the area of best optomechanical transduction. $A_{\text{mod}}$, on the other hand, exhibits a minimum here, which we believe is due to unwanted interference between the phase modulated light in the local oscillator arm with that in the signal arm. We further test this in Figure 4.25(c) and (d), where we compare the high-pass filtered signal at the modulation frequency (54 MHz here) when the taper is coupled and uncoupled to an optical resonator. In either case, we see that the signal at 54 MHz is independent of the laser detuning, leading us to conclude that the phase calibration signal does not respond to the cavity in the way that we expect. We attempted to remedy this situation by placing the EOM inside the signal arm of the MZI, but found the same behaviour. More work still needs to be done to understand these effects as the phase calibration thermometry is expected to be compatible with homodyne detection [98].

4.3.5 Low Temperature Observations

Using the simplest direct detection measurement scheme (no EDFA or APD), we study the effects of heating to the resonator under various experimental conditions. When the IVC is filled with a high pressure of helium exchange gas, there is little heating to the mechanical resonator as photons are added to the optical cavity (Figure 4.20). For moderate input powers ($\sim 12 \mu W$), we see a very minimal change in the resonance frequency and the phase calibration indicates that the temperature of the mode remains fairly constant at 4.2 K. For larger optical inputs, the temperature increases moderately, to $\sim 6 K$, and the frequency of
Figure 4.25: (a) Mechanical frequency (red circles) and phase calibration ratio (blue triangles). (b) Integrated PSD area of the mechanical signal (purple circles) and the phase calibration signal (green triangles). PSD of the phase calibration signal is independent of detuning when coupled (c) and uncoupled (d) to an optical resonance.
Figure 4.26: As in Figure 4.20 for bottles under vacuum with the fridge at 4.2 K and an injected optical power of 24 $\mu$W (peak photon number $2.4 \times 10^4$). We notice changes in $f_m$ and $Q_m$ as more photons are coupled into the cavity and the temperature increases.

Figure 4.27: As in Figures 4.20 and 4.26 with the fridge operating at base temperature and an injected optical power of 24 $\mu$W (peak photon number $2.4 \times 10^4$). The observed behaviour is very similar to that in Figure 4.26 where the bottle is under vacuum with the fridge at 4.2 K.

the mode decreases with this temperature increase over 0.02 MHz, a relative shift of $\sim0.04\%$.

When the IVC is completely evacuated at 4.2 K (Figure 4.26), we notice first that the optical resonances are extremely nonlinear at the powers used to probe the mechanical motion, making them difficult to fit. Mechanical motion of the bottle resonator is still observable across the optical resonance, with the frequency decreasing considerably. Figure 4.26 shows a relative change in frequency of $\sim0.3\%$ (0.15 MHz), corresponding to a temperature increase from approximately 13 K to 45 K. The quality factor of the resonance also drops by approximately 40% from 1100 to 700.

When the fridge is operating at its base temperature, the behaviour of the optical and mechanical resonances is very similar to that at 4.2 K, as shown in Figure 4.27. This is because in both cases the bottle has very little opportunity to dissipate additional heat and thus heats up quickly once laser power is injected. At 9 mK, the bottle mode is initially colder (the coldest temperature is approximately 9 K, in contrast to Figure 4.26) but is quickly
heated to the same temperature of 45 K with the laser tuned to the optical resonance at a similar injected optical power. We also see a similar decrease in both the quality factor, from 1200 to 700, and the resonance frequency, which again shows a relative shift of ~0.3%.

The fit frequencies and quality factors for all measurements made at fridge temperatures ≤4.2 K are shown as points in Figure 4.28 with measurements in nitrogen exchange gas at 77 K and 300 K denoted by triangles. We see that temperatures as high as 70 K were reached when the fridge was operated under vacuum. For temperatures below ~70 K, the frequency of the mechanical mode decreases with increasing temperature, which is in rough agreement with the results of Ref. 110. We notice that the data collected at high exchange gas pressures is clustered around 4.2 K and 55.3 MHz, as expected, and that the relative shift in $f_m$ for small changes in temperature tends to zero as the temperature is lowered.

Figure 4.28(b) plots the inverse of the quality factor, which is proportional to the mechanical decay rate, versus the calibrated mode temperature. We see that for high exchange gas pressures (blue points), $Q_m^{-1}$ increases more rapidly with temperature, an effect that may be related to viscous damping of the exchange gas or to interactions between the mechanical motion and a thin film of liquid He on the surface of the bottle. We also note that the quality factor will continue to increase as the temperature is lowered, which is consistent with theoretical predictions and experimental observations of two-level systems in glass [101, 102, 103]. These systems are well-modelled by a collection of double-welled potentials with asymmetric bound states, giving rise to three distinct temperature regimes. At high temperatures, transitions between the wells occur as a result of thermal excitations. As the temperature is lowered, transitions occur via tunnelling, which allows coupling between the two level systems and acoustic phonons present in the resonator. In this regime, $Q_m^{-1}$, sometimes termed the internal friction, is constant with temperature. As the temperature is decreased further, phonon-assisted tunnelling ceases, leading to a $T^3$ dependence of $Q_m^{-1}$. From Figure 4.28, we postulate that at MHz frequencies, the silica bottles remain in the thermally-activated region. If we were able to reach lower temperatures, we expect that $Q_m$ would continue to increase to values much greater than those observed at room temperature as first thermal activation and then tunneling processes were frozen out.

The lowest temperatures were achieved when the IVC was filled with helium exchange gas (black points in Figure 4.28), meaning that our lowest observable temperature was approximately 4.2 K. Since there was some distribution to the data points used to constrain $R_{42}$, we attribute any temperature < 4.2 K in Figure 4.28 to this spread. We thus conclude that the lowest phonon occupation achieved was $\bar{n} \sim 1500$.

It is perhaps interesting to highlight similarities between the behaviour of the optical and mechanical resonances in various temperature regimes. At room temperature, the bistability caused by the thermo-optical nonlinearity occurs when the laser is red-detuned, correspond-
Figure 4.28: (a) Centre frequency of the 55 MHz mechanical resonance and (b) inverse mechanical quality factor as a function of temperature of the resonator for various environmental conditions. Triangles are data from 77 and 300 K in nitrogen exchange gas. We notice that \( f_m \) and \( Q_m \) behave similarly when the IVC is under vacuum, regardless of whether the fridge is operating at 4.2 K or 9 mK. With high pressures of exchange gas in the IVC, \( f_m \) remains roughly constant and \( Q_m \) decreases more rapidly with increasing temperature, indicating a larger damping of the mechanics.

...
∼180 kHz and $Q$ factors (for each peak) of $\sim 10^4$. However, as the temperature is lowered, the mechanical damping rate increases ($Q$ factor decreases) to the extent that the linewidth of the resonance exceeds the splitting rate, thus obscuring it.
CHAPTER 5

Conclusion

5.1 Summary

Optomechanical devices are systems in which the motion of a mechanical resonator couples to an optical cavity through a position-dependent shift in the optical resonance frequency. Such devices provide a scalable and sensitive detection mechanism for physical phenomena on very small scales. When coupled to a tertiary system, the optomechanical device can be used for manipulation or readout of that system. They are also promising systems to study the interaction between light and mechanics, as well as the quantum-to-classical crossover through the observation of the quantum mechanical behaviour of the mesoscopic mechanical resonator.

One significant goal in the optomechanics community is the observation of quantized jumps in the phonon occupancy of the mechanical resonator, indicating a transition from the ground state to an excited state, a clear indication of quantum mechanical behaviour of the device. One requirement, along with the presence of nonlinear optomechanical coupling, is preparation of the mechanical resonator in its ground state. Since these mechanical resonators have relatively low frequencies (kHz-GHz), there is significant thermal occupation of the resonator at room temperature, requiring cooling to the ground state. Despite recent advances in active laser cooling techniques, a fundamental limit on the final phonon occupation is imposed by the temperature of the resonator’s thermal bath, as discussed in Section 2.5.1. Passive cooling is therefore a prerequisite for the types of quantum measurements we wish to make.

To this end, we have designed and tested an optomechanical tapered fiber coupling apparatus situated on the base plate of a commercial dilution refrigerator. Our design features three
orthogonal nanopositioning stages, which allow full-control over the taper-resonator coupling conditions, as well as a low-temperature microscope. This imaging system uses light from a green LED and a simple set of optics to image the optomechanical resonator in situ, along with a coherent bundle of 37000 optical fibers to transport the image from the interior of the fridge to room temperature. An image resolution of 1 µm was achieved, which is sufficient for aligning the resonator to the tapered fiber. We furthermore found that our coupling system causes negligible heating to the dilution fridge environment, with the achieved base temperature of 9 mK representing only a slight increase over the unloaded base temperature of 7 mK. Under normal experimental conditions, the main source of heating to the fridge is laser light scattered from the tapered fiber.

Since we cannot expect that the mechanical resonator will necessarily thermalize well to the base temperature of the fridge, we cannot rely on the installed mixing chamber thermometers. We have therefore described a method for calibrating the temperature of the mechanical mode using a known optical signal, as detailed in Section 4.3.3. This signal is derived from a phase modulation of the input laser light using an EOM, and is transduced by the cavity identically to the motion of the mechanical resonator. In the phase modulated signal, parallels can be drawn between $\xi = Gx_0/\Omega_m$, which incorporates optomechanical coupling strength $G$ and temperature of the mode, and the phase modulation strength $\beta = \pi V/V_\pi$. In practice, a phase calibration peak in the voltage PSD is introduced near the mechanical resonance. Since the areas of these two peaks are proportional to $\beta$ and $\xi$, respectively, their ratio gives access to the temperature of the mode.

Finally, we tested our system and mechanical mode thermometry using silica bottle optomechanical resonators and a straight tapered fiber. Using this setup, we were able to measure optical resonances of the bottles at a fridge temperature of 9 mK, and demonstrate critical coupling of the resonator at 4 K. At higher injected optical powers, photon absorption in the silica drives thermal expansion of the resonator and temperature-dependent changes in its refractive index. The resonances thus exhibit nonlinear behaviour, which can be described by adding additional photon number-dependent terms in the detuning parameter. Under most experimental conditions, the nonlinearity can be modelled using a cubic equation in $n_{cav}$, which is exactly solvable. With a moderate pressure of helium exchange gas at 4 K, however, the nonlinearity exhibits higher-order multistability better modelled with a quintic equation in $n_{cav}$. We numerically solve this equation to fit these multistable resonances.

We measured the mechanical motion of the bottle resonators under various experimental conditions and used the phase calibration to determine the temperature of the observed mode spectrum. We found that significant heating to the resonator occurred as the laser was tuned to the centre of the optical resonance and more photons entered the cavity. In particular, when the experimental area was evacuated, the mechanical mode temperature
increased to up to 70 K. This increase in temperature was also correlated to a decrease in the frequency and quality factor of the mechanical mode, which can be explained through the presence of two level systems in the silica. Only when the IVC was filled with helium exchange gas (at 4 K), did the bottles thermalize well to the temperature of the fridge since convection is the primary method of heat transfer in this particular geometry. In fact, the bottles did not reach temperatures below 4 K, even with the fridge at its base temperature. We thus estimate a minimum occupation of $\bar{n} \sim 1500$ phonons.

5.2 Future Directions

In the near future, silicon and silicon nitride chip-based optomechanical devices, such as torsion paddles and cantilevers coupled to optical microdisks, will be studied in the fridge. In order to couple to these two-dimensional structures, a tapered fiber with a low spot, called a dimple, must be used in place of the straight tapered fiber [86]. The dimple is more challenging to locate in the imaging system, so the red HeNe laser will be used to assist in this process. Furthermore, the addition of a fourth attocube nanopositioning stage between the fiber holder and the Invar block will enable low temperature adjustments of the dimpled fiber along the fiber axis. This will allow translation of the fiber along its axis, ensuring that the dimple remains in the image field of view during cooldown.

To increase thermalization of on-chip devices to the mixing chamber of the dilution fridge, and therefore lower the final phonon occupancy, the chip will be clamped to the top OFHC copper plate with strips of copper and the areas of the chip around the devices will be coated with gold. This will maximize the conduction of heat from the resonator to the edge of the chip, where it will be conducted away from the chip to the base plate of the fridge via the copper braids discussed earlier. Additionally, the use of physically separated optical and mechanical resonators will reduce the optically-induced heating of the mechanical resonator seen in our work.

We hope to further increase our detection efficiency at low temperatures by eliminating the use of splices inside the fridge, which have been shown to contribute considerable optical losses at low temperature. There is also more work to be done in optimizing the balanced homodyne detection scheme to increase its suitability for use with the mechanical mode thermometry. Some work has already been done towards implementing a Pound-Drever-Hall stabilization scheme [149], which would allow tracking of the optical resonance by the laser, and thus facilitate on-resonance optomechanical measurements. Using a better PI servo that allows a variation in the setpoint, we can exploit the potential of this detection method by exerting full control over the relative phase of the MZI and thus the measurement quadrature.
Future work towards performing optomechanical quantum jump spectroscopy will involve optimizing the quadratic optomechanical coupling already observed in Ref. 85 while simultaneously eliminating the linear coupling. This will ensure that the measurement operator commutes fully with the Hamiltonian of the system, as required for a proper QND measurement. Future experiments may also involve the use of pulses of light in place of the continuous wave input fields used in this work. Suggested protocols for performing QND measurements with pulsed light may make these experiments more feasible [116].

Finally, future iterations of dilution fridge optomechanics experiments will make use of a nuclear demagnetization stage, reaching temperatures as low as 300 µK. However, imaging at that stage will not be possible so the development of on-chip waveguide coupling to the optomechanical resonators will be necessary.
Bibliography


APPENDIX A

Mechanical Mode Thermometry\(^1\)

This Appendix describes in greater detail the mechanical mode thermometry introduced in Section 4.3.3 for the case of a direct detection scheme. Since both the optomechanical signal and the phase modulation signal will be transduced in the transmission of a tapered fiber coupled to the optical cavity, we begin by solving the equation of motion for light in an optical cavity, which is coupled to a mechanical resonator with strength \(G\) (Equation (2.55)). We then show that the transduced signal is the power spectral density from Equation (2.41). Finally, we introduce the phase modulation into the drive term \(s_{\text{in}}(t)\) and show that it gives rise to additional terms in the transmission signal which are of the same form as the optomechanical terms.

A.1 Non-Stationary State Solution to the Optomechanical Cavity

Recall that the equation of motion for light in an optical cavity coupled to the motion of a mechanical resonator \(x(t)\) is given by

\[
\dot{a} = -\left(\frac{\kappa}{2} - i\Delta - iGx\right)a + \sqrt{\kappa_{\text{ex}}s_{\text{in}}}.
\]

(A.1)

where \(s_{\text{in}}\) is the input optical amplitude (in units of \(\sqrt{\text{photons/s}}\)) and \(a\) is the intracavity field, and \(\kappa, \kappa_{\text{ex}}, \) and \(G\) are as defined in the main text. These amplitudes are normalized in terms of photon quanta such that \(|a|^2 = n_{\text{cav}}\), where \(n_{\text{cav}}\) is the number of photons in

\(^1\)This analysis follows from the supplementary information in Ref. [20] and the main text of Ref. [98].
the cavity and $|s_{\text{in}}|^2 = P/\hbar \omega_L$ is the rate of photons incident on the cavity. The amplitude $s_{\text{out}}$ output by the cavity is

$$s_{\text{out}}(t) = s_{\text{in}}(t) - \sqrt{\kappa_{\text{ex}}} a(t),$$  

(A.2)

which is the field that will be measured in our experiments.

In Section 2.4, we solved Equation (A.2) by linearizing the coupled equations of motion for $x$ and $a$ for small perturbations $\delta x$ and $\delta a$ around the stationary state solutions $\bar{x}$ and $\bar{a}$. Here we will not linearize Equation (A.1) since the multi-toned drive provided by the phase modulated light may prevent the cavity from reaching the steady state.

Instead, we divide the solution into the sum of two parts: $a_h(t)$, which is the solution to the associated homogeneous differential equation and $a_p(t)$, the particular solution to Equation (A.1) [20]. We furthermore define $a_p(t) = a_h(t)f(t)$ where $f(t)$ is a to-be-determined function of time which will depend on the form of $s_{\text{in}}(t)$. The total solution is thus given by

$$a(t) = a_h(t)(1 + f(t)).$$  

(A.3)

Beginning with the homogeneous solution (where $s_{\text{in}} = 0$), $a_h(t)$, we see that it must satisfy

$$\dot{a}_h = -\left(\frac{\kappa}{2} - i\Delta - iG\dot{x}(t)\right) a_h.$$  

(A.4)

Integration gives

$$a_h(t) = a_0 \exp\left(-\left[\frac{\kappa}{2} - i\Delta\right] t + iG \int x(t) dt\right),$$  

(A.5)

where $a_0$ is an amplitude set by the initial conditions of the problem.

The particular solution can be found by noting that

$$\dot{a} = \dot{a}_h + \dot{a}_p$$
$$= \dot{a}_h + \dot{a}_h f + f \dot{a}_h.$$  

(A.6)

Since $a(t)$ satisfies Equation (A.1), it follows that

$$\dot{a}_h + \dot{a}_h f + a_h \dot{f} = -\left(\frac{\kappa}{2} - i\Delta - iG\dot{x}(t)\right) (a_h + a_h f) + \sqrt{\kappa_{\text{ex}}} s_{\text{in}},$$  

(A.7)
and since $a_h(t)$ satisfies Equation (A.4),

$$a_h(t) \dot{f}(t) - \sqrt{\kappa_{ex} \sin} = 0. \quad (A.8)$$

The function $f(t)$ is then found by integrating

$$\dot{f} = \frac{\sqrt{\kappa_{ex} \sin}}{a_0} \exp \left( \frac{\kappa}{2} - i\Delta \right) t - iG \int x(t) dt. \quad (A.9)$$

At this point, we can choose a form for the position, which we will take to be $x(t) = x_0 e^{-\frac{\Gamma t}{2}} \cos(\Omega_m t)$ for a damped harmonic oscillator. Here, as in the main text, $x_0$ is the amplitude of motion, $\Gamma$ is the mechanical damping rate and $\Omega_m$ is the mechanical resonator’s resonance frequency. Integrating $x(t)$ in this form gives

$$\int x(t) dt = \frac{x_0 e^{-\frac{\Gamma t}{2}}}{\Omega_m} \left( \Omega_m \sin(\Omega_m t) - \frac{\Gamma}{2} \cos(\Omega_m t) \right). \quad (A.10)$$

In the high-$Q$ limit ($Q = \frac{\Omega_m}{\Gamma} \gg \frac{1}{2}$), which is valid for the mechanical resonators used in our experiments, we can neglect the cosine term, and take $\Gamma \ll \Omega_m$. The result is then

$$\int x(t) dt = \frac{x_0}{\Omega_m} e^{-\frac{\Gamma t}{2}} \sin(\Omega_m t). \quad (A.11)$$

Substituting this into Equation (A.5) gives

$$a_h(t) \approx a_0 e^{-\frac{(\frac{\kappa}{2} - i\Delta)}{2} t} \left( 1 + \frac{\xi}{2} e^{-\frac{\Gamma t}{2}} \left[ e^{i\Omega_m t} - e^{-i\Omega_m t} \right] \right). \quad (A.12)$$

where we have defined

$$\xi \equiv \frac{G x_0}{\Omega_m} \quad (A.13)$$

and used the approximation $e^{i\Lambda \sin \phi} = \sum_{k=-\infty}^{\infty} (\pm 1)^k J_k(\Lambda) e^{ik\phi} \simeq 1 + i\Lambda \sin \phi$. In doing so, we assume that our $\Lambda = \xi e^{-\frac{\Gamma t}{2}} \ll 1$. It is not immediately obvious that this is the case, but note first that $e^{-\frac{\Gamma t}{2}}$ will always be less than 1 for finite positive time $t$. If we then rewrite $\xi$, making use of the root-mean-square of the amplitude of motion $x_0 = \sqrt{\frac{k_B T}{m_{en} \Omega_m^2}}$ given by the equipartition theorem (Equation (2.36)), we have
\[
\xi = \frac{g_0 \sqrt{2k_B T}}{\Omega_m} \approx \frac{g_0 \sqrt{2n}}{\Omega_m} \quad (A.14)
\]

for \( k_B T \gg \hbar \Omega_m \). Here we have made use of the zero-point motion of the resonator, \( x_{zpf} = \sqrt{\hbar/2m_{eff}\Omega_m} \), and the vacuum optomechanical coupling rate, \( g_0 = G x_{zpf} \). In this form, we see that \( \xi \) depends only on the intrinsic parameters \( g_0 \) and \( \Omega_m \) of the system, along with the average phonon occupation \( \bar{n} \) of the mode (this approximation for \( \bar{n} \) only breaks down at very low occupancies, \( \bar{n} \ll 1 \), where the full Bose-Einstein statistics must be taken into account via Equation (2.69)).

For micro- and nano-optomechanical resonators operating at optical frequencies, no device has thus far demonstrated \( g_0 > \Omega_m \). For devices in the resolved sideband regime (\( \Omega_m > \kappa, \Gamma \)), this is an even more stringent requirement than the single-photon strong-coupling condition (\( g_0 > \kappa, \Gamma \)) since \( \Omega_m > \Gamma, \kappa \), which no optical-frequency device has yet achieved. In fact, all state-of-the-art systems remain outside these regimes by several orders of magnitude. Thus a phonon occupation of \( n \gtrsim 10^6 \) would be required in order for \( \xi \sim 1 \). For relatively high-frequency devices (\( \gtrsim 10 \) MHz), these occupations are only achieved at temperatures well above room temperature, thus justifying our approximation.

Returning to Equation (A.9), the particular solution to Equation (A.1) is dependent on the input amplitude \( s_{in}(t) \). To illustrate optomechanical detection of the mechanical resonator, let us first consider a single-toned coherent optical drive provided by a laser at frequency \( \omega_L \). In the rotating reference frame we have been using, this corresponds simply to \( s_{in}(t) = s_{in} \).

Using this drive and Equation (A.11), Equation (A.9) becomes

\[
f(t) = \frac{\sqrt{\kappa_{ex}}}{a_0} s_{in} e^{(\frac{\Delta}{2} - i\Delta)t} \left( 1 - \frac{\xi}{2} e^{-\frac{\Gamma t}{2}} \left[ e^{i\Omega_m t} - e^{-i\Omega_m t} \right] \right),
\]

(A.15)

where we have used the same approximation as in Equation (A.12), and

\[
f(t) = \frac{\sqrt{\kappa_{ex}}}{a_0} s_{in} e^{(\frac{\Delta}{2} - i\Delta)t} \left( \frac{1}{\frac{\Delta}{2} - i\Delta} - \frac{\xi}{2} e^{-\frac{\Gamma t}{2}} \left[ e^{i\Omega_m t} - e^{-i\Omega_m t} \right] \right).
\]

(A.16)

We then find \( a_p(t) = a_h(t)f(t) \) to be
\[ a_p(t) = \sqrt{\kappa_{\text{ex}} s_{\text{in}}} \left( 1 + \frac{\xi}{2} e^{-\Gamma t/2} \left( e^{i\Omega_m t} - e^{-i\Omega_m t} \right) \right) \left( \frac{1}{\kappa/2 - i\Delta} \right) \]

\[ -\frac{\xi}{2} \left( \frac{\kappa - i(\Delta - \Omega_m)}{\kappa/2 - i(\Delta + \Omega_m)} - \frac{\Delta - e^{-\Gamma t/2 + i\Omega_m t} - e^{-\Gamma t/2 - i\Omega_m t}}{\kappa/2 - i(\Delta - \Omega_m)} \right) \]  \quad (A.17)

Since \( a_p(t) \) (Equation (A.12)) decays with the rate \( \kappa \), which is much larger than the mechanical decay rate \( \Gamma \) governing the decay of \( a_p(t) \), we approximate the full solution \( a(t) \) by the particular solution given in Equation (A.17). Keeping only terms to first order in the small parameter \( \xi \) and taking \( \kappa \gg \Gamma \) (that is, cavity photons are lost much faster than the mechanical resonator exchanges phonons with its thermal bath - valid for our experiments, which exhibit \( \kappa/2\pi \sim 10 \text{ MHz} \) and \( \Gamma/2\pi \approx 5 - 100 \text{ kHz} \)), we find the intracavity field to be

\[ a(t) = \sqrt{\kappa_{\text{ex}} s_{\text{in}}} \left( \frac{1}{\kappa/2 - i\Delta} + \frac{\xi}{2} e^{-\Gamma t/2} \left[ \frac{e^{i\Omega_m t}}{\kappa/2 - i\Delta} - \frac{e^{-i\Omega_m t}}{\kappa/2 - i\Delta} \right] - \frac{\xi}{2} \left( \frac{\kappa - i(\Delta - \Omega_m)}{\kappa/2 - i(\Delta + \Omega_m)} - \frac{\Delta - e^{-\Gamma t/2 + i\Omega_m t} - e^{-\Gamma t/2 - i\Omega_m t}}{\kappa/2 - i(\Delta - \Omega_m)} \right) \right) \]  \quad (A.18)

while the output amplitude, given by Equation (A.2), is

\[ s_{\text{out}}(t) = s_{\text{in}} \left( 1 - \frac{\kappa_{\text{ex}} \xi}{\kappa/2 - i\Delta} e^{-\Gamma t/2} \left[ \frac{e^{i\Omega_m t}}{\kappa/2 - i\Delta} - \frac{e^{-i\Omega_m t}}{\kappa/2 - i\Delta} \right] - \frac{\xi}{2} \left( \frac{\kappa - i(\Delta - \Omega_m)}{\kappa/2 - i(\Delta + \Omega_m)} - \frac{\Delta - e^{-\Gamma t/2 + i\Omega_m t} - e^{-\Gamma t/2 - i\Omega_m t}}{\kappa/2 - i(\Delta - \Omega_m)} \right) \right) \]  \quad (A.19)

### A.2 Direct Detection

Let us now consider the direct detection of this transmission signal. In our experiments, we use a photodiode which is sensitive to the intensity of light passing through the taper and thus produces a voltage signal \( V \propto |s_{\text{out}}(t)|^2 \),

\[ V_{\text{out}}(t) = V_{\text{DC}} + V_{\text{mech}}(t). \]  \quad (A.20)

Since our photodetector will filter the low- and high-frequency signals, we have defined the time-independent signal as
and the signal oscillating at $\Omega_m$ as

$$V_{\text{mech}}(t) = H(\omega)|s_{\text{in}}|^2 \frac{2G\kappa_{\text{ex}}}{2} e^{-\frac{\nu_s}{2}} \left( \frac{C_1(\Omega_m) \cos \Omega_m t}{D(0)D(\Omega_m)D(-\Omega_m)} + \frac{C_2(\Omega_m) \sin \Omega_m t}{D(0)D(\Omega_m)D(-\Omega_m)} \right) \quad (A.22)$$

where $H(\omega)$ is describes all factors which contribute to the transformation of the light intensity exiting the cavity into a voltage signal. This includes optical and detector efficiencies, and the gains of the photodetector and associated electronics. It is in principle frequency-dependent, but we will assume that it is flat in the region of interest, and take $H(\omega) = H$.

We have furthermore defined the coefficients

$$C_1(\Omega) = \Delta \Omega \left( -\kappa [\kappa^2 + 4\Delta^2] + \kappa_{\text{ex}} [\kappa^2 + 4\Delta^2 - 4\Omega^2] \right), \quad (A.23)$$

$$C_2(\Omega) = \Delta \Omega^2 \left( \kappa [4\kappa_{\text{ex}} - 3\kappa] + 4[\Delta^2 - \Omega^2] \right) \quad (A.24)$$

and

$$D(\Omega) = \frac{\kappa^2}{4} + (\Delta - \Omega)^2. \quad (A.25)$$

We now find the power spectral density $S_{VV}(\omega)$ of $V_{\text{mech}}(t)$ by taking its Fourier transform and squaring it, according to Equation (2.32). We begin by substituting in the form for $\xi$ and rewriting Equation (A.22) as

$$V_{\text{mech}}(t) = H|s_{\text{in}}|^2 \frac{G\kappa_{\text{ex}}}{2\Omega_m D(0)D(\Omega_m)D(-\Omega_m)} \left( C_1(\Omega_m)x_0 e^{-\Gamma/2} \cos \Omega_m t \right.$$

$$+ \frac{C_2(\Omega_m)}{\Omega_m} x_0 e^{-\Gamma/2} \sin \Omega_m t) \frac{C_1(\Omega_m)x(t) - C_2(\Omega_m)\dot{x}(t)}{D(0)D(\Omega_m)D(-\Omega_m)} \quad (A.26)$$

where we have taken
\[ \dot{x}(t) = -\Gamma \frac{x_0}{2} e^{-\Gamma t/2} \cos \Omega_m t - \Omega_m x_0 e^{-\Gamma t/2} \sin \Omega_m t \]
\[ \approx -\Omega_m x_0 e^{-\Gamma t/2} \sin \Omega_m t, \]

and neglected the \( \cos \Omega_m t \) term since \( \Omega_m \gg \Gamma \).

Taking the Fourier transform of Equation (A.26), we obtain

\[ V_{\text{mech}}(\omega) = H |\sin| \frac{2 G \kappa_{\text{ex}}}{2 \Omega_m} \left( C_1(\Omega_m) X(\omega) - i \omega C_2(\Omega_m) X(\omega) / \Omega_m \right) / D(0) D(\Omega_m) D(-\Omega_m), \]

which becomes

\[ V_{\text{mech}}(\omega) = H |\sin|^2 \frac{2 G \kappa_{\text{ex}}}{2 \Omega_m} \left( C_1(\Omega_m) - i C_2(\Omega_m) \right) X(\omega) / D(0) D(\Omega_m) D(-\Omega_m) \]

for \( \omega \approx \Omega_m \). Finally, we calculate \( S_{VV}(\omega) \) as in Equation (2.32),

\[ S_{VV}(\omega) = \lim_{\tau_m \to \infty} \frac{1}{\tau_m} |V_{\text{mech}}(\omega)|^2 \]
\[ = \frac{H^2 |\sin|^4 G^2 \kappa_{\text{ex}}^2}{4 \Omega_m^2} \frac{C_1^2(\Omega_m) + C_2^2(\Omega_m)}{D^2(0) D^2(\Omega_m) D^2(-\Omega_m)} \left( \lim_{\tau_m \to \infty} \frac{1}{\tau_m} |X(\omega)|^2 \right) \]
\[ = \alpha S_{xx}(\omega). \]

Here, \( \alpha \) is simply the transduction factor introduced in Equation (4.25),

\[ \alpha = \frac{H^2 |\sin|^4 G^2 \kappa_{\text{ex}}^2}{4 \Omega_m^2} \frac{C_1^2(\Omega_m) + C_2^2(\Omega_m)}{D^2(0) D^2(\Omega_m) D^2(-\Omega_m)}. \]

Note that if the laser is on-resonance (\( \Delta = 0 \)), \( C_1(\Omega_m) \) and \( C_2(\Omega_m) \) are both zero and \( S_{VV}(\omega) \) disappears, in agreement with direct detection measurements.

### A.3 Phase Modulation of the Drive Laser

Now that we understand how mechanical motion can be transduced in the optical intensity, we can consider an optical drive which is weakly phase-modulated using an electro-optic modulator. This occurs through the linear electro-optical effect, where a non-linear optical crystal exhibits a voltage-dependent refractive index, altering the phase of light propagating
in the crystal. In the case of a sinusoidally-varying voltage, the input laser drive to the cavity takes the form

\[ s_{\text{in}}(t) = s_{\text{in}} e^{i\beta e^{-\frac{\gamma}{2}} \sin \Omega_{\text{mod}} t}, \quad (A.32) \]

where \( \Omega_{\text{mod}} \) is the frequency of the applied voltage signal and \( \gamma \) is the decay rate of the phase modulation process. The modulation depth or strength is given by \( \beta = \pi V/V_\pi \), which is determined by the applied voltage \( V \) and the voltage required to induce a \( \pi \) phase shift in the crystal, \( V_\pi \).

Making the same approximations as in Equation (A.12) for weak modulation \( (\beta \ll 1) \), we obtain

\[ e^{i\beta e^{-\frac{\gamma}{2}} \sin \Omega_{\text{mod}} t} \approx 1 + \frac{\beta}{2} e^{-\frac{\gamma}{2}} (e^{i\Omega_{\text{mod}} t} - e^{-i\Omega_{\text{mod}} t}). \quad (A.33) \]

We see that modulating laser light in the EOM results in sidebands at frequencies \( \omega_L \pm \Omega_{\text{mod}} \).

If we consider Equation (A.33) in terms of a Bessel function expansion

\[ e^{i\beta \sin \phi} = \sum_{k=-\infty}^{+\infty} (\pm 1)^k J_k(\beta) e^{ik\phi}, \quad (A.34) \]

the relative amplitude of light in the carrier and sidebands is given by the ratio \( J_1(\beta e^{-\frac{\gamma}{2}})/J_0(\beta e^{-\frac{\gamma}{2}}) \).

For greater modulation strength, more terms in the Bessel function expansion must be kept, leading to higher order sidebands at \( \pm k \Omega_{\text{mod}} \).

**A.3.1 Intracavity Field**

We again solve Equation (A.1), with \( s_{\text{in}}(t) \) given by Equations (A.32) and (A.33). As before, we can divide the problem into a solution to the homogeneous equation and a solution to the particular equation. Since \( a_h(t) \) is independent of the optical drive, it is still given by Equation (A.5), so we turn our attention to \( a_p(t) \). The function \( f(t) \) is now determined by

\[ f = \frac{\sqrt{\kappa_{\text{ex}}}}{a_0} s_{\text{in}} \left( 1 + \frac{\beta}{2} e^{-\frac{\gamma}{2}} (e^{i\Omega_{\text{mod}} t} - e^{-i\Omega_{\text{mod}} t}) \right) \times e^{(\frac{\gamma}{2} - i\Delta)t} \left( 1 - \frac{\xi}{2} e^{-\frac{\gamma}{2}} (e^{i\Omega_{\text{mod}} t} - e^{-i\Omega_{\text{mod}} t}) \right). \quad (A.35) \]

As before, we integrate to find \( f(t) \) and then multiply by \( a_h(t) \) (Equation (A.12)) to obtain \( a(t) \approx a_p(t) \).
\[ a(t) \approx a_p(t) = \sqrt{\kappa_{\text{ex}}} s_{\text{in}} \left( \frac{1}{2} - \frac{1}{2} e^{-\gamma t/2} \left[ e^{i\Omega_{\text{mod}} t} - e^{-i\Omega_{\text{mod}} t} \right] - \kappa_{\text{ex}} \frac{e^{i\Omega_{\text{mod}} t}}{\frac{\kappa_{\text{ex}}}{2} - i\Delta} \right) \]

\[ - \xi e^{-\gamma t/2} \left[ \frac{e^{i\Omega_{\text{mod}} t}}{\frac{\kappa_{\text{ex}}}{2} - i(\Delta - \Omega_m)} - \frac{e^{-i\Omega_{\text{mod}} t}}{\frac{\kappa_{\text{ex}}}{2} - i(\Delta + \Omega_m)} \right] \]

\[ \left( \frac{e^{i\Omega_{\text{mod}} t}}{\frac{\kappa_{\text{ex}}}{2} - i\Delta} + \frac{e^{-i\Omega_{\text{mod}} t}}{\frac{\kappa_{\text{ex}}}{2} - i\Delta} \right) \right), \]

where we have again assumed \( \kappa \gg \gamma \) and kept only terms to first order in either of the small parameters \( \beta \) and \( \xi \). The output field of the cavity is then

\[ s_{\text{out}}(t) = s_{\text{in}} \left[ 1 + \frac{\beta}{2} e^{-\gamma t/2} \left[ e^{i\Omega_{\text{mod}} t} - e^{-i\Omega_{\text{mod}} t} \right] - \frac{\kappa_{\text{ex}}}{\frac{\kappa_{\text{ex}}}{2} - i\Delta} \right] \]

\[ - \frac{\kappa_{\text{ex}} \beta}{2} e^{-\gamma t/2} \left[ \frac{e^{i\Omega_{\text{mod}} t}}{\frac{\kappa_{\text{ex}}}{2} - i(\Delta - \Omega_m)} - \frac{e^{-i\Omega_{\text{mod}} t}}{\frac{\kappa_{\text{ex}}}{2} - i(\Delta + \Omega_m)} \right] \]

\[ + \frac{\kappa_{\text{ex}} \xi}{2} e^{-\gamma t/2} \left[ \frac{e^{i\Omega_{\text{mod}} t}}{\frac{\kappa_{\text{ex}}}{2} - i(\Delta - \Omega_m)} - \frac{e^{-i\Omega_{\text{mod}} t}}{\frac{\kappa_{\text{ex}}}{2} - i(\Delta + \Omega_m)} \right] \] (A.37)

\[ \text{A.3.2 Detection} \]

We are again interested in the power spectral density of the intensity of the light field \( S_{VV}(\omega) = |V(\omega)|^2 \). Squaring Equation (A.37) and keeping only terms to first order in the small parameters \( \xi \) and \( \beta \), we find

\[ V_{\text{out}}(t) = V_{\text{DC}} + V_{\text{mech}}(t) + V_{\text{mod}}(t), \] (A.38)

where \( V_{\text{DC}} \) and \( V_{\text{mech}}(t) \) are defined as in Equations (A.21) and (A.22), respectively. The signal oscillating at the modulation frequency \( \Omega_{\text{mod}} \) is

\[ V_{\text{mod}}(t) = -H s_{\text{in}} \frac{\beta \kappa_{\text{ex}}}{2} e^{-\gamma t/2} \left[ \frac{C_1(\Omega_{\text{mod}}) \cos \Omega_{\text{mod}} t}{D(0)D(\Omega_{\text{mod}})D(-\Omega_{\text{mod}})} + \frac{C_2(\Omega_{\text{mod}}) \sin \Omega_{\text{mod}} t}{D(0)D(\Omega_{\text{mod}})D(-\Omega_{\text{mod}})} \right]. \] (A.39)

This is identical to the expression for \( V_{\text{mech}}(t) \) given in Equation (A.22) under the transformations \( \xi \rightarrow -\beta, \Omega_m \rightarrow \Omega_{\text{mod}} \) and \( \Gamma \rightarrow \gamma \). We can also rewrite it in terms of the original drive signal applied to the EOM \( \phi(t) = \beta e^{-\gamma t/2} \sin \Omega_{\text{mod}} t \).
\[ V_{\text{mod}}(t) = -\frac{H|s_{\text{in}}|^2\kappa_{\text{ex}}}{2D(0)D(\Omega_{\text{mod}})D(-\Omega_{\text{mod}})} \left( \frac{C_1(\Omega_{\text{mod}})}{\Omega_{\text{mod}}} \phi(t) + C_2(\Omega_{\text{mod}})\phi(t) \right). \] (A.40)

Fourier transforming Equation (A.40) results in

\[ V_{\text{mod}}(\omega) = -H|s_{\text{in}}|^2 \frac{\kappa_{\text{ex}}}{2} \frac{(i\omega C_1(\Omega_{\text{mod}})\Phi(\omega) + C_2(\Omega_{\text{mod}})\Phi(\omega))}{D(0)D(\Omega_{\text{mod}})D(-\Omega_{\text{mod}})} \]
\[ = -H|s_{\text{in}}|^2 \frac{\kappa_{\text{ex}}}{2} \frac{(iC_1(\Omega_{\text{mod}}) + C_2(\Omega_{\text{mod}}))\Phi(\omega)}{D(0)D(\Omega_{\text{mod}})D(-\Omega_{\text{mod}})} \] (A.41)

where \( \Phi(\omega) \) is the Fourier transform of \( \phi(t) \) and we have taken \( \omega \approx \Omega_{\text{mod}} \).

Since the Fourier transform is linear, \( V(\omega) = V_{\text{mech}}(\omega) + V_{\text{mod}}(\omega) \) (recall that \( V_{\text{DC}} \) is filtered out by the photodetector). Squaring \( V(\omega) \) will yield terms proportional to \( |X(\omega)|^2 \), terms proportional to \( |\Phi(\omega)|^2 \) and cross terms proportional to \( \Phi(\omega)X(\omega) \). We choose \( \Omega_{\text{mod}} \) such that \( |\Omega_{\text{mod}} - \Omega_m| \gg \Gamma,\gamma \) (i.e., such that the \( \Phi(\omega) \) and \( X(\omega) \) have negligible overlap) and neglect any cross terms. The result is then

\[ S_{VV}(\omega) = \lim_{\tau_m \to \infty} \frac{1}{\tau_m} |V(\omega)|^2 \]
\[ = \lim_{\tau_m \to \infty} \frac{1}{\tau_m} |V_{\text{mech}}(\omega)|^2 + \lim_{\tau_m \to \infty} \frac{1}{\tau_m} |V_{\text{mod}}(\omega)|^2 \]
\[ = \alpha S_{xx}(\omega) + \alpha_{\text{mod}} S_{\phi\phi}(\omega), \] (A.42)

where \( S_{\phi\phi}(\omega) \) is the PSD of the input phase modulation, and \( \alpha_{\text{mod}} \) is defined by

\[ \alpha_{\text{mod}} = \frac{H^2|s_{\text{in}}|^4\kappa_{\text{ex}}}{4} \frac{C_1^2(\Omega_{\text{mod}}) + C_2^2(\Omega_{\text{mod}})}{D^2(0)D^2(\Omega_{\text{mod}})D^2(-\Omega_{\text{mod}})}. \] (A.43)

We see then that the phase modulation \( \phi(t) \) and mechanical motion \( x(t) \) are transduced into the PSD of the detector voltage through the transduction coefficients \( \alpha_{\text{mod}} \) and \( \alpha \), respectively. Since \( \alpha \) and \( \alpha_{\text{mod}} \) have the same form, aside from a constant factor of \( G^2/\Omega_m^2 \), the absolute displacement PSD \( S_{xx}(\omega) \) can be calibrated with knowledge of the phase modulation strength \( S_{\phi\phi}(\omega) \). We note that the only constraints imposed by our assumptions are that \( \Omega_{\text{mod}} \) and \( \Omega_m \) lie close enough in frequency that we can assume \( H(\omega) = H \) is constant, and that \( |\Omega_{\text{mod}} - \Omega_m| \gg \Gamma,\gamma \) so that cross terms in \( S_{VV}(\omega) \) can be neglected. No restrictions have been placed on the magnitude of the optical decay rate \( \kappa \) relative to \( \Omega_m \) or \( \Omega_{\text{mod}} \), making this analysis general to optomechanical systems lying in either the resolved sideband or Doppler regimes.