Curvature driven grain boundary migration in aluminum: molecular dynamics simulations
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Abstract

Molecular dynamics simulations have been used to study steady-state, capillarity-driven grain boundary migration in three dimensions for a series of (1 1 1)-tilt boundaries in aluminum. The reduced boundary mobility and boundary enthalpy were determined as a function of misorientation and temperature. For the misorientations examined, the reduced mobility is a maximum and the activation energy for migration is a minimum at the $R_7$ misorientation. The reduced mobility is an Arrhenius function of temperature. Excellent agreement between the present three-dimensional simulation results, those obtained earlier in two dimensions and experiment is obtained for a wide variety of features, with the notable exception of the magnitude of the grain boundary mobility. The mobilities from the simulations are much higher than from experiment; the activation energies for migration are much lower. The present results are intrinsic, while the experimental measurements may be limited by extrinsic factors such as impurity drag.
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1. Introduction

The thermodynamics and kinetics of grain boundaries is central to microstructural evolution in a variety of materials systems. Grain boundary migration controls the evolution kinetics during materials processing, thus determining microstructural parameters such as grain size and texture. Since grain size affects strength and other materials properties, it is one of the key microstructural parameters considered in the optimization of such processes as annealing, hot rolling, extrusion, and forging. The evolution of grain size is controlled largely by grain boundary migration processes. Therefore, understanding grain boundary migration is central to the development of microstructure evolution modeling.

Grain boundary studies performed on polycrystalline samples can be used to obtain the temporal evolution of the average grain size and, hence, the average grain boundary mobility. However, since this averaging is biased towards grain boundaries that occur more frequently than random, it is difficult to interpret the meaning of such average properties. Reasonable alternatives include measuring the properties of individual grain boundaries in bicrystals or deconvoluting the properties of individual boundaries from the evolution of polycrystals with spatially local crystallographic measurements. Bicrystal experiments have been based upon a variety of different grain boundary geometries (planar, wedge-shaped, half and quarter loop) and have been used to
extract the temperature, driving force and crystallographic dependence of boundary migration rates [1–19]. The experimental findings can be summarized as follows:

(a) The migration rate is proportional to the driving force, provided that drag effects are minimized (e.g., from grain boundary grooving) [13].

(b) The temperature dependence of the migration rate can be described as Arrhenius [9,15,17].

(c) The migration rate and the activation energy of migration are non-monotonic functions of grain boundary misorientation \( \theta \), with extrema at or near many high symmetry, low \( \Sigma \) CSL [20] grain boundaries [7,8,12,18,21,22].

(d) There is no correlation between grain boundary diffusion and grain boundary mobility (although, the minima in grain boundary mobility was shown to correlate with the maxima in grain boundary diffusion in some cases) [4,8,15,23,24].

(e) Grain boundary migration is very sensitive to the presence of impurities in most cases [8,12,19,22,25].

Of all the bicrystal geometries employed in experimental studies, the half- and quarter-loop geometries are unique in permitting measurements to be made in true steady-state using capillarity driving forces [16]. Recently, the same bicrystal geometry has been adopted to study grain boundary migration in two-dimensional, atomistic computer simulations [26,27]. This simulation approach has some advantages over experiments, including the complete elimination of impurities and precise control over such parameters as the orientations of the two crystals, temperature, stress, etc. Schönfelder et al. [28] and Zhang et al. [29] have also performed three-dimensional molecular dynamics (MD) simulation of boundary migration using elastic strain to drive boundary migration. All of the simulations showed that the rate of boundary migration was proportional to the driving force and the boundary mobility was an Arrhenius function of temperature. Detailed examination of the activation energies for migration as a function of misorientations showed excellent correspondence between simulation and experiment. However, the activation energies obtained from atomistic simulations were invariably significantly smaller than those found in experiments (even in high purity materials) [27–30].

While the extant two-dimensional simulations, performed over a wide range of bicrystallography, were in good agreement with many facts of the experimental data, the appropriateness of direct comparisons between such simulations and three-dimensional experiments remains uncertain. On the other hand, the existing three-dimensional simulations considered only a very limited set of boundaries and were often based on overly simplistic descriptions of atomic interactions [28]. The present study addresses these issues through three-dimensional simulations with more realistic interatomic potentials. In particular, we perform three-dimensional, half-loop molecular dynamics simulations of the steady-state migration of a series of high angle, \( \{111\} \) tilt grain boundaries in aluminum using EAM (embedded atom method) interatomic potentials [31]. In the next section, the theoretical basis for the analysis of grain boundary migration is introduced and simulation details are provided. The next section presents the main simulation results (reduced grain boundary mobilities as a function of driving force, temperature and bicrystallography). These results are compared with earlier two-dimensional Lenard-Jones simulation results obtained using the same simulation method [26,27] and the existing experimental data [18,23,32]. Finally, we discuss the significance of the results and summarize our main conclusions.

2. Simulation method

Based upon absolute-reaction rate theory ideas, Turnbull [33,34] showed that the grain boundary velocity \( v \) may be written as mobility \( M \) times driving force \( F \):

\[
v = MF, \quad M = M_0 \exp \left( \frac{-Q_{gb}}{k_B T} \right),
\]

where \( Q_{gb} \) is the activation energy (enthalpy) for grain boundary migration, \( k_B T \) is the thermal energy and \( M_0 \) is a constant. For curvature-driven boundary migration, the driving force is associated with the decrease in net grain boundary energy [35]. Hence, Eq. (1) becomes

\[
v = M(\gamma_{gb} + \gamma''_{gb}) \kappa,
\]

where \( \kappa \) is the grain boundary curvature \( \gamma_{gb} \) and \( \gamma''_{gb} \) are the grain boundary free energy and its second derivative with respect to boundary inclination, respectively, and \( \gamma_{gb} + \gamma''_{gb} \) is known as the grain boundary stiffness. We use Eq. (2) to analyze the simulation results, as described below.

Fig. 1 shows the three-dimensional, U-shaped half-loop bicrystal simulation cell used to extract steady-state intrinsic grain boundary properties. The two grains are initially perfect face centered cubic crystal, misoriented with respect to each other by a rotation about a common \( \{111\} \)-axis (the Z-axis in Fig. 1). Periodic boundary conditions are applied along the X- and Z-directions. The atoms in the four atomic layers closest to the \( Y = 0 \) plane are fixed to prevent grain rotation and maintain the half-loop width, \( \ell \). The opposite face of the simulation cell is left free to relax the elastic stresses that develop due to the removal of the excess volume associated with the decrease in grain boundary area.

Assuming self-similar migration and the validity of Eq. (2), the velocity of the top of the half-loop can be shown to be
The present MD simulations were performed in the canonical NVT ensemble. Each simulation included approximately 200,000 atoms. The simulation cell contained 18 \{111\} atomic planes and was at least 20, 34 and 4.2 nm along the X-, Y- and Z-directions, respectively. The interactions between the atoms were described using the Voter–Chen EAM potential for Al [31]. This is one of a large number of EAM-type of potentials for Al and has been widely applied. This potential yields the correct elastic constants, vacancy formation energy, cohesive energy, lattice parameter, interatomic spacing (properties to which it was fitted) and reasonable interface properties for Al, for example, the calculated average surface energy for \{111\} is 824 mJ/m\(^2\) compared to experimental value is 980 ± 150 mJ/m\(^2\) [31,36]. However, it yields a melting point which is significantly lower than in experiment (i.e., T\(_m\) was estimated to be 610 K [37]) and a vacancy migration barrier (0.30 eV) which is about half of the experimental value (0.65 eV). The simulations were performed on a parallel computer using a message-passing interface (MPI) in which the simulation space was divided between different processors using neighbor lists [38] and linked cells [39], as described in [40]. The equations of motion were integrated using a velocity-Verlet algorithm [38,41,42]. The temperature was fixed during the simulation using the well-known Nose–Hoover thermostat [43,44], as described in [45].

In order to measure the rate of change of volume of the half-loop grain (Grain 2), we must first identify to which grain each atom belongs. This is accomplished by examining the local orientation of the neighborhood of each atom with respect to an external frame of reference. We employ the following symmetry parameter for atom \(i\):

\[
f_i = \frac{1}{n} \sum_{i=1}^{n} \left[ 3 - 4\sin^2 \theta_i \right] \sin^2 \theta_i,\]

where the sum is over the \(n\) atoms within a distance of 1.2\(r_{nn}\) of atom \(i\), where \(r_{nn}\) is the spacing between nearest neighbors in the crystal at the temperature of interest. If we project the vector connecting atom \(i\) with atom \(j\) on to the X–Y plane, \(\theta_j\) is the angle between this vector and the unit vector in the X-direction. A unique value of \(f\) exists for each crystal orientation (modulo the rotational symmetry). Therefore, if the symmetry factor for atom \(i, f_i\), is closer to that of Grain 1 than to that of Grain 2, it is assigned to Grain 1. The values of the volume of Grain 2, \(V(t)\), and the energy of the system, \(U(t)\), used in the determination of the migration rates and the grain boundary enthalpy are each averaged over at least three independent time periods during the course of a single simulation run.

The initial bicrystal was constructed by rotating Grain 2 with respect to the [111] axis of Grain 1, and
removing all of the atoms from Grain 2 outside the half-loop shape and removing all of the atoms from Grain 1 within the half-loop. If any two atoms were closer together than 90% of the equilibrium inter-atomic separation, one of the pair of atoms was removed. In order to allow the half-loop to migrate over sufficiently long distances such that steady-state kinetic is achieved, the computational cell is at least $3w$ in the $Y$-direction and $2w$ in the $X$-direction where $w$ is the half loop width. These dimensions were chosen to insure that the free and frozen surfaces did not interfere with the boundary migration process. Fig. 2 shows a plot of reduced mobility of a $\theta = 36^\circ$ (111) tilt grain boundary as function of the half-loop width $6.5 \text{ nm} < w < 13.2 \text{ nm}$, at $T = 366 \text{ K}$. For $w \geq 10 \text{ nm}$, the reduced mobility is independent of half-loop width, as expected. Therefore, all simulations reported below were performed with half-loop widths in excess of $10 \text{ nm}$. Our simulations also show that the boundary mobility is independent of the cell thickness for $z \geq 3.5 \text{ nm}$ (15 (111) planes). Hence, all simulations reported below were performed using $z = 4.2 \text{ nm}$ (18 (111) planes).

3. Simulation results

Fig. 3 shows the temporal evolution of the number of atoms in the half-loop $N(t)$ for a $\theta = 38.2^\circ$ (111) tilt grain boundary, for simulation performed with $w = 12 \text{ nm}$ at 427 K. Following an initial transient associated with the relaxation of the as-constructed boundary structure and one at the end of the simulation where the top of half-loop is too close to the bottom of the simulation cell, the number of atoms in the half-loop (or grain volume) decreases linearly with time. This is indicative of steady state, curvature driven grain boundary motion. This trend in migration behavior is reproduced in all simulations. As mentioned in the previous section, the slope associated with the linear decrease yields the reduced mobility of the grain boundary, $M^* = M(\gamma_{gb} + \gamma')$. The reported values of the reduced mobility, below, are averages over three slope measurements made at different times in the half-loop retraction in which the rate of change of the number of atoms is constant.

The effect of misorientation on the reduced mobility for (111) boundaries is shown in Fig. 4 for high-angle misorientations in the range $26^\circ < \theta < 42^\circ$ for $T = 305$, 366 and 427 K. The maximum reduced mobility occurs at the misorientations corresponding to the high symmetry $\Sigma 7$ boundary, $\theta = 38.2^\circ$, where $\Sigma$ is the coincident site lattice density (see e.g. [20]). Within the accuracy of the present data, no such maximum occurs at the misorientations corresponding to the next highest symmetry, i.e., $\Sigma 13 \theta = 27.8^\circ$. On the other hand, the reduced mobility exhibits a minimum at misorientations close to $\theta = 30^\circ$. As the temperature increases, the ratio of the maximum ($\Sigma 7 \theta = 38.2^\circ$) to the minimum ($\theta = 30^\circ$) reduced mobility decreases from $\sim 8$ at $T = 305 \text{ K}$ to $\sim 3$ at $T = 427 \text{ K}$.

The misorientation dependence of the reduced mobility of the (111) tilt grain boundaries in Al has also been
experimentally extracted using a similar capillarity-driven boundary migration geometry in similar misorientation and temperature ranges [32]. Although it is difficult to extract regular trends from the experimental data over the entire misorientations range, a few clear conclusions can be drawn: (i) raising the temperature increases the magnitude of the reduced mobility, (ii) increasing the temperatures decreases the ratio of the maximum to minimum reduced mobilities (in the $25^\circ < \theta < 42^\circ$ range), and (iii) the $\Sigma 7$ 38.2$^\circ$ misorientations corresponds to a local maximum in the reduced boundary mobility. These are all in agreement with the simulation observations of Fig. 4. On the other hand, the minimum in the reduced mobility observed at $\sim 30^\circ$ in the simulation does not appear in the experimental data nor does an apparent minimum at $\sim 35^\circ$ observed in the experiment appear in the simulation data. It is difficult to determine the significance of this comparison, however, given that the experimental reduced mobilities are about three orders of magnitude smaller than those found from the simulations. This has been attributed to the influence of impurities on grain boundary migration in the experimental system [27].

The variation of the reduced boundary mobility with temperature is shown in Fig. 5 for four different misorientations in Arrhenius form (i.e., $\ln \mathcal{M}^\ast$ vs. $1/T$). Although the data are somewhat sparse, this figure shows that each data set lies on a straight line. This implies that reduced mobility can be described as an Arrhenius function of temperature, as suggested in Eq. (1). This suggests that boundary migration is thermally activated. Fitting the data to the form $\mathcal{M}_0^\ast \exp (-Q_{gb}/k_BT)$ allows us to extract the activation energy (slope) and pre-exponential factor (intercept) in the Arrhenius expression. Examination of the inset to this figure for the $\Sigma 7$ $38.2^\circ$ misorientation and those closest to it (i.e., $36^\circ$ and $40^\circ$), show that the all three lines extrapolate through approximately the same point. This corresponds to a temperature of 497 K or 0.81 $T_m$, where $T_m$ is the melting point for this interatomic potential [37]. Examination of the experimental data [46] shows that the reduced mobilities for several misorientations near $\Sigma 7$ are nearly equal at 770 K or 0.82 $T_m$, where $T_m$ is the experimental melting point of Al. Clearly, the simulations and experiment are in excellent agreement.

The misorientation dependence of the activation energies and pre-exponential factors ($\mathcal{M}_0^\ast$) for boundary migration are shown in Fig. 6(a) and (b) (based on linear fits to the data in Fig. 5 and similar plots for the other misorientations). The variations of the activation energies and the logarithms of the pre-exponential factor with misorientation are very similar. Both show local minima at the high symmetry $\Sigma 7 - \theta = 38.2^\circ$ and $\Sigma 13 - \theta = 27.8^\circ$ misorientations. The nature of this correlation may be seen more clearly in Fig. 7, where we plot $\ln \mathcal{M}_0^\ast$ vs. $Q$ for different misorientations. While all of the data fall very close to a single straight line, the correlation between $\ln \mathcal{M}_0^\ast$ and $Q$ is particularly good for misorientations in the vicinity of $\Sigma 7 - \theta = 38.2^\circ$ (see the inset to Fig. 7). This is consistent with the observation that the $\ln \mathcal{M}^\ast$ vs. $1/T$ data, for misorientations near $\Sigma 7$, extrapolate through a single point (Fig. 5).

![Fig. 5. Logarithm of the reduced mobility (in units of $10^{-7}$ m$^2$/s) vs. inverse temperature for four different misorientations near 38.2$^\circ$, the $\Sigma 7$ misorientation. The inset shows the extrapolation of the data for the $\Sigma 7$ and two closest misorientations to higher temperatures.](image)

![Fig. 6. The (a) activation energy and (b) logarithm of the pre-exponential factor (in units of $10^{-7}$ m$^2$/s) for boundary migration as a function of misorientation.](image)
is also consistent with experimental observations on Al in the vicinity of $\Sigma 7$ [18]. The strong correlation between the activation energies and logarithms of the pre-exponential factor are indicative of the fact that the variation of the reduced mobilities with misorientation is much weaker than would be expected based upon the activation energy itself.

Since the reduced mobility is the product of the grain boundary mobility and the interfacial stiffness (see Eqs. (2) and (3)), extraction of the grain boundary mobility itself from the simulation data requires knowledge of the grain boundary free energy and its variation with boundary inclination. Unfortunately, we have not extracted this quantity. However, the simulations can be used to extract the grain boundary enthalpy $\frac{\gamma^H_{gb}}{C_2}$ as a function of misorientation, as described above (see Eq. (6)). This data are shown in Fig. 8 for $T = 427$ K. While small minima are observed for the high symmetric grain boundary misorientations, the dominant feature in Fig. 8 is the presence of a strong maximum at $\theta = 30^\circ$. This misorientation also corresponds to a minimum in the reduced mobility (Fig. 4) and maxima in both $\ln M_0$ and $Q$.

4. Discussion and conclusion

In this paper, we examined steady-state, capillarity-driven grain boundary migration in three dimensions on an atomic scale using the molecular dynamics simulation method and an EAM-type potential fit to the properties of Al. In particular, we focused on the reduced grain boundary mobility as a function of bicrystallography (grain misorientation) and temperature. The reduced mobility as a function of misorientation (in the range $26^\circ$–$42^\circ$) showed a maximum at the misorientation corresponding to the high symmetry $\Sigma 7$ misorientation ($(111)$ tilt boundary separating grains that are misoriented by $38.2^\circ$). At fixed misorientation, the reduced mobility can be described in terms of an Arrhenius function of temperature. The activation energy is a local minimum at the $\Sigma 7$ misorientation. The logarithm of the pre-factor in the Arrhenius relation for the reduced mobility, $\ln M_0^*$, was shown to be approximately proportional to the activation energy for grain boundary migration over the entire misorientation range considered. This correlation was especially strong for the $\Sigma 7$ misorientation and misorientations close to it. Arrhenius plots of $\ln M^*$ vs. $1/T$ for these misorientations all cross at (near) a single temperature—the so-called compensation temperature [47]. Similar correlations and crossings have been observed experimentally [18]. Although the melting temperature predicted using the current EAM potential is much lower than found in experiment, the compensation temperature for those misorientations near $\Sigma 7$ was found to be $\sim 0.81 T_m$ in the simulations and $\sim 0.82 T_m$ in experiments on the same material [46]. Although we were unable to determine the free energy of the migrating boundaries, we determined the grain boundary enthalpy to be in the range of $0.18$–$0.32$ J/m$^2$. A strong maximum in the boundary enthalpy appeared at a misorientation of $\theta \approx 30^\circ$. Experimentally, the average high angle grain boundary energy was determined to be $0.32$ J/m$^2$ in Al [48].

The reduced mobility in the misorientation range examined here ($26^\circ$–$42^\circ$) is not a simple function of misorientation. It exhibited maxima at $38.2^\circ$ ($\Sigma 7$) at all temperatures and at $27.8^\circ$ ($\Sigma 13$) at the lowest temperature (0.5 $T_m$), minima at $\sim 30^\circ$ and $\sim 40^\circ$ at all temperatures, and was smooth in between these extrema. The maximum at the $\Sigma 7$ misorientation appeared to be a cusp, while the other extrema were not as sharp. (Note, the reduced mobilities quoted are averages over all possible inclinations.) Experimental measurements of the reduced mobility for the same boundaries show the same general trends, although it is somewhat less systematic [32]. All of the experimental data and the earlier molecular dynamics simulations performed in two dimensions using a Lennard-Jones potential [27] also show a strong maximum at the $\Sigma 7$ misorientation. Although the two-
dimensional simulations showed a clear maximum at the $\Sigma$13 misorientation grain boundary, the evidence for such a maximum in the experimental and three-dimensional simulation date is not as strong.

The origin of the maxima in the reduced mobility at high symmetry misorientations remains uncertain. It may be attributable to the existence of a more ordered grain boundary structure at these misorientations. This could translate into higher mobilities through a decrease in the number of atoms involved in the fundamental event that leads to migration or simply to a reduced barrier for the local reorientation. However, we cannot rule out the possibility that it is associated with the non-mobility contribution to the reduced mobility, i.e., the boundary stiffness. While the grain boundary enthalpy is a local minimum at the high symmetry misorientations, the behavior of the stiffness (which includes a term that is the second derivative of the boundary free energy with respect to boundary inclination) may be a maximum at these special misorientations.

The magnitude of the reduced mobility for the boundaries examined here was found to range from $10^{-11}$ to $10^{-9}$ m²/s at 0.72$T_m$ in experiment [32]. In our three-dimensional simulations, the reduced mobility varies from $10^{-8}$ to $10^{-7}$ m²/s at 0.7$T_m$. The discrepancy between the experimental and simulation data is 2–3 orders of magnitude. This difference may be attributable to the presence of a (very) small concentration of impurities in the experimental system which is not present in the simulations. Although the impurity concentrations may be very small, on average, the concentration at the grain boundary may be significant – giving rise to impurity drag. The reduced mobilities measured in the simulations should be viewed as intrinsic, while the reduced mobility in the experiments may be limited by extrinsic factors.

Another possible reason why the simulations yield much higher mobilities than observed experimentally may be associated with the interatomic potential employed. This concern may be heightened by the observation that the potential yields values for melting point and vacancy formation energy that are too low. However, the present simulations yield much higher mobilities than seen in experiment is robust; i.e., this observation is relatively insensitive to the choice of interatomic potential.

In order to compare the activation energies for boundary migration determined from the present three-dimensional simulations, earlier two-dimensional simulations and experiments, it is important to appropriately normalize the data. This is necessary because the two-dimensional results were performed using an unrealistic interatomic potential and a different crystal lattice (triangular lattice rather than face centered cubic). One approach to normalizing the data from different potentials and crystal structures is to define an energy scale as the cohesive energy divided by the number of nearest neighbor bonds, $z$, (and another factor of two to avoid double counting); i.e., $\epsilon = 2E_{\text{coh}}/z$. The average normalized activation energy for capillarity driven boundary migration (activation energy divided by $\epsilon$) from experiment [18] is $\sim 3$, from the two-dimensional simulations [27] is 0.4 and the present three-dimensional simulations is 0.2. This shows that the observation of very low activation energies for grain boundary migration seen in simulations is also robust with respect to the dimensionality of the simulations [27–30]. Therefore, the most probable explanation of the observation that grain boundary mobilities seen in simulations are very much larger than those seen in experiment is associated with impurity drag effects.
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