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Abstract

Microscopic black holes are expected to produce a high multiplicity of Stan-
dard Model (SM) particles having large transverse momenta in the final
state. In this thesis, a search for microscopic black holes in multijet final
states with the ATLAS 2012 data using 8 TeV centre of mass energy of
proton-proton collisions at the Large Hadron Collider is performed in a
data sample corresponding to an integrated luminosity of 20.3 fb=!. The
search is simplified to multijet final states because most of the expected SM
particles produced from black hole decay would lead to hadronic jets. The
data events with high-transverse momenta have been analysed for different
exclusive jet multiplicities, i.e. 2,3, ..., 7, and inclusive jet multiplicities, i.e.
> 3,4,...,7. In this multijet analysis, Quantum Chromodynamics (QCD)
multijet production is the main background. For all the multijet final states,
the data distributions for the sum of jet transverse momenta (Hr = Y pr)
in an event have been observed to be consistent with QCD expectations.
For inclusive multijet final states, model-independent and model-dependent
exclusion limits at a 95% confidence level are set on the production of new
physics and non-rotating black holes, respectively. The model-independent
upper limit on cross section times acceptance times efficiency is 0.29 fb to
0.14 fb for jet multiplicities > 3 to > 7 for Hr > 4.0 TeV. The model-
dependent lower limits on minimum black hole mass are set for different

non-rotating black hole models.
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Chapter 1

Introduction

The large difference between the electroweak (Mpgy ~ 0.1 TeV') and the
Planck scales (Mp ~ 10'® TeV) is known as the hierarchy problem. In other
words, gravity appears to be very weak as compared to the SM forces. Tech-
nically, the problem can also be expressed in terms of the large difference
between the physical Higgs boson mass and the Planck mass. The physical
Higgs boson mass lies near the electroweak scale, which is much smaller
than the Planck mass. If the SM is valid up to the Planck scale then the
bare mass of the Higgs boson has a natural value of order of the Planck
scale. In this case, an incredible fine tuning (~ 10'7) of the cancellation
of the radiative corrections and the bare Higgs boson mass is required to
obtain a low value for the physical Higgs boson mass to the order of the
electroweak scale. The hierarchy problem can also be solved if new gravi-
tational physics exists near the electroweak scale. In this scenario, a new
fundamental Planck scale of the order of the electroweak scale is defined.
The contribution from the radiative corrections to the bare Higgs boson
mass is much smaller than the previous case. Hence a large tuning of the
corrections and the bare Higgs boson mass is not required to solve the

hierarchy problem.

LTt is assumed h = ¢ = 1 throughout this thesis.
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The production of microscopic black holes in the high energy proton-
proton (pp) collisions at the LHC is one of the most exciting predictions of
low-scale quantum gravity models [1-5]. These models are motivated by the
hierarchy problem and explain the weakness of gravity as compared to the
other SM forces. According to some of the low-scale gravity models [1-3],
gravity is the only force that propagates in the extra dimensions (n) while
the other forces are confined to the four observed dimensions. Therefore,
the apparent gravity measured in the four dimensional physical world cor-
responding to the large Planck scale Mp is always much weaker than the
actual gravity measured in D = 4+n dimensions corresponding to the true
Planck scale (Mp). The low-scale (~ TeV) gravity would appear strong
enough to be compared to the other SM forces and, as a consequence, the
formation of the massive and extra-dimensional objects such as microscopic

black holes may occur at the LHC.

In this thesis, a microscopic black hole search based on the predic-
tions of low-scale gravity models in high energy pp collisions with 8 TeV
centre of mass energy (1/s) at the LHC collected by the ATLAS detector
in the year 2012 will be presented. The data correspond to a total inte-
grated luminosity of 20.3 fb~! with a luminosity uncertainty of 2.8%2. The
low-scale gravity models predict that short-lived (~ 10727 sec) microscopic
black holes would decay in the detectors and leave some distinguishable
signature such as events with high multiplicities (number of particles in
the final states) and high transverse momenta (pr). The black hole decay
produces particles primarily according to the SM degrees of freedom (num-
ber of charge, spin, flavour and color states), which mainly leads to jets
of hadrons in the final states. Therefore, our search for microscopic black

holes is focussed on multijet final states. Observations of such multijet final

2 The uncertainty in luminosity for the ATLAS 2012 data is derived by using the same
method adopted for the 2011 ATLAS data, which is shown in Ref. [6].
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states having high p; may provide valuable information about the nature of
black holes, the dimensionality of space-time and the fundamental Planck

scale.

The main variable chosen for this study is Hp, the scalar sum of
pr of jets in an event. The Hp distributions are expected to have the
same shape for different jet multiplicities for the main QCD background
in this study [7-10]. This shape invariance with multiplicity is the key
assumption of this analysis used to estimate the QCD background for the

expected microscopic black hole signals at the LHC.

In chapter 2, SM physics and motivations for the physics beyond
the SM are discussed. The theories with extra dimensions are important
candidates for the potential extension of the SM, and predict the produc-
tion of microscopic black holes at the LHC. Since a search for microscopic
black holes at the LHC is the main scope of this thesis, microscopic black
hole physics is briefly described along with some practical implications for

observing them at the LHC.

Chapter 3 is dedicated to the description of the LHC and the ATLAS
detector at the CERN. Various sub-detectors of the ATLAS detector are
discussed according to their functionality, importance and use in this study.
The trigger and the data collection system of the ATLAS detector are also

discussed at the end of chapter 3.

Chapter 4 presents the main analysis, illustrating the necessary
tools, assumptions, procedure and results of the study for the search of
microscopic black holes in multijet final states of the ATLAS 2012 dataset.
The data used in the analysis are studied for different jet multiplicities
with the assumption of Hy shape invariance with jet multiplicity for QCD
events, which is directly determined from the data with corrections due to

the effects of non-invariance derived from MC simulations. A summary of
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the study will be made by showing model-independent limits on the pro-
duction of new physics and model-dependent limits on the production of
microscopic black holes. The overall summary of the analysis is discussed
in chapter 5. In addition to the primary analysis, my other contributions

to the ATLAS experiment are described in appendix A.
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Chapter 2

Standard Model Physics and Beyond

2.1 Introduction

The SM is the most established theoretical framework of particle physics.
Many modern particle detectors, for example ATLAS and CMS at the LHC
have not found any evidence against the foundations of the SM. This theory
has enjoyed many major experimental successes, like the discovery of W=

and Z° bosons, the top quark, and now the discovery of Higgs boson.

The SM is not a “theory of everything” because it neither incorpo-
rates gravity nor does it explain many open questions, for example, why the
weak force is 1032 times stronger than the gravitational force, the matter-
antimatter asymmetry, the nature of dark matter and dark energy, the
strong CP problem and neutrino oscillations. These are the primary rea-

sons to build theoretical models beyond the SM of particle physics.

In this chapter, a brief introduction to the SM and its major limita-
tions will be described along with some theories beyond the SM. There are
many possible extensions of the SM and the theory of large extra dimen-
sions is one of the important candidates. The production of microscopic
black holes is an important consequence of the theory of large extra dimen-
sions, which is the model used in this thesis. The physics of microscopic
black holes will be discussed by describing their production, nature and de-

cay. In the last section of this chapter, the observables that might show the
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possible signatures of microscopic black holes at the LHC will be described.

2.2 The Standard Model of Particle Physics

The SM of particle physics is the theory that describes the role of the fun-
damental particles and interactions between them. All the known matter is
composed of particles from the SM. There are two types of particles in the
SM, the fundamental fermions (leptons, quarks and their antiparticles) and
the fundamental bosons (gauge bosons and the Higgs boson). The fermions
are half-integer spin particles, whereas bosons are integer spin particles.
There are six leptons classified in three generations. The electron (e) and
the electron neutrino (1) are in the first generation, the muon (x) and
the muon neutrino (v,) are in the second generation and the tau (7) and
the tau neutrino (v,) make the third generation. Similarly, there are six
quarks in three generations, up (u) and down (d) in the first generation,
strange (s) and charm (c¢) in the second generation and bottom (b) and
top (t) in the third generation. Each quark can have three colours, red (r),
green (g) and blue (b), but no free colour charge exists in nature at long
distances. Except for the special case of the top quark!, quarks only appear

in bound states called hadrons like the proton (uud) and pion (ud).

There are four fundamental interactions in nature: the electromag-
netic, the weak, the gravitational and the strong force. Every interaction
has mediators: the photon for the electromagnetic force, two W’s and a Z
boson for the weak force, eight gluons for the strong force and maybe the
graviton for gravity. The gluons themselves carry colour and anti-colour
and therefore do not exist as isolated particles, but they can exist within
hadrons or in colourless combinations (glueballs). Although the SM does

not expain gravity, it has incorporated the other known forces into a sin-

! The mean lifetime of top quark is predicted to be 5 x 1072% s [11], which is shorter
than the timescale for strong interactions, and therefore it does not form hadrons.
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gle model. This model has achieved many experimental successes over the
years and provided significant predictions, such as the existence of the top

quark, and the masses of the weak force carriers.

The SM forces are governed by three gauge theories, Quantum Elec-
trodynamics (QED), Quantum Chromodynamics (QCD), and Electroweak
interactions from the Glashow-Weinberg-Salam model. The Standard Model
is a gauge theory based on the product group SU¢(3)xSUL(2)xUy (1) as-
sociated with the colour (C'), weak and hypercharge (V') symmetries. The
subscript L indicates that the charged weak interaction involves couplings
only to the chiral left-handed component of the fermion. In the SM, all the
gauge theories are required to be invariant under global and local gauge

transformations.

QED is an abelian and renormalisable gauge theory with symme-
try group U(1). This theory describes the interactions between spin-1/2
charged particles, the electromagnetic interactions. The theory provides
a description of the interactions between two charged particles by the ex-

change of a field quantum, the photon.

QCD is a non-abelian and renormalisable gauge theory based on
SU(3) group that describes the interaction of quarks via gluons. The non-
abelian nature of the SU(3) group results in self interaction terms of gluons
generating three and four-gluon vertices in the theory, which leads to a
strong coupling, large at low energies and small at high energies. As a
consequence QCD has two important features, confinement and asymptotic
freedom. According to confinement, the quarks generally are confined in
hadrons and an infinite amount of energy is required to separate a quark
to infinity from its hadron. For example, if the quark and antiquark move
far enough apart in a meson, then field energy increases to produce two

new mesons instead of creating two free quarks. According to asymptotic
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freedom, the strength of strong coupling is small at very small distances

such that quarks and gluons interact weakly and behave as free.

Electroweak theory is a unified description of the electromagnetic
and weak interactions. The massive gauge bosons are the mediators of the
weak force. The fermions (leptons and quarks) and the gauge bosons are
required to be massless in gauge theories. The massive leptons and quarks,
and W* and Z gauge bosons, are accommodated in the gauge theories by
the Higgs mechanism. Accordingly the local symmetry of the gauge group
SUL(2)xUy (1) is spontaneously broken and a Higgs field is generated that
interacts with other fields to produce not only the massive gauge bosons,
but also the masses of leptons and quarks. The mechanism also postulates

the existence of a massive scalar particle known as the Higgs boson.

2.2.1 Electroweak Theory and Higgs Mechanism

The electroweak gauge theory is the unified description of electromag-
netic and weak interactions under the gauge group SU(2)xUy(1). The
electroweak Lagrangian density can by written as a combination of two
parts [12]

Lew = Lsymm + Liiggs- (2.1)

The first part of the Lagrangian density (-Zsymm) involves only the gauge
bosons and interactions of all fermions (including quarks and leptons). The
Higgs part of the Lagrangian density (-Zigqs) is for a neutral scalar field (¢)

and its interaction with the fermionic field (), can be written as

D%Higgs = (Du¢>T(Dp¢) - v(¢T¢) - ELFl/’RGb - ERFWJLQ (2'2)

where I, include all the coupling constants, are the 3 x 3 diagonal matrices?

that make the Yukawa couplings invariant under the Lorentz and gauge

2 The diagonal elements of a I' matrix provide three coupling constants to the three
generations of fermions.
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groups, and p is a four vector index, i.e., up =0,1,2,3. D, is the covariant
derivative, which will be described later in this section. In the minimal
SM, all the left-handed fermionic fields (¢1,) are doublets and right-handed
fermonic fields (¢g) are singlets. A doublet scalar filed ¢ is considered in
order to generate fermion masses. Equation (2.2) is further divided into

two parts, the pure scalar and Yukawa interaction Lagrangian densities
gHiggs = gqb + O%Yukawa‘ (23)
The Yukawa interaction part is

gYukawa = _ELF@Z)RQb - ERFT@Z}LQZ) (24)

The scalar part of equation (2.2) can be written as

Zs = (Do) (Duo) = V(6'9). (2.5)
The potential term V(¢'¢) is symmetric under the SU(2)xU(1) group,
which is written as
1 1
V(616) = —5p306 + T ha(00) 26)

Here 117 and A\; are real and positive constants. In order to incorporate the
massive fields in the SM, the gauge symmetry is broken spontaneously by
introducing a non-zero vacuum expectation value in theory. The vacuum
expectation value of scalar field ¢ is the value giving a minimum of the

potential V' and is written as

(90) = (0]¢(2)|0) = v #0, (2.7)

where (¢g) is the ground state expectation value of scalar field ¢. By using
the above non-zero value of the minimum potential in equation (2.4) for

the Yukawa interaction, it is possible to obtain a fermionic mass matrix

M = ELMwR + @RM%, (2'8)

9
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with

M = T{¢o), (2.9)

where (¢) can be written in a doublet form as

o= (})- 2.10)

The left-handed fermions v, are doublets and all the right-handed fermions
g are singlets in the SM, therefore, only Higgs doublets would be able to
give masses to the fermions. One complex Higgs doublet is sufficient for
the construction of fermionic masses [12]. The couplings of the physical

Higgs H to the gauge bosons can be obtained by replacing

0= (o iiva) 1)

in equation (2.2), the first term of the covariant derivative can be written

as
1

3
Optig ) t Wi+ 3

A=1

D¢ = JYB,| ¢. (2.12)

Here g and ¢’ are the coupling constants for the SU(2) and U(1) gauge
groups, t4 and Y are the generators of the group SU(2)xU(1), whereas
W[j‘ and B,, are the gauge fields for the SU(2) and U(1) gauge groups. The
index A = 1,2, 3 corresponds to the fields of three gauge bosons, W+, W~

and ZY, respectively.

Similarly, the mass terms for the W* and Z° bosons can be obtained
by using the non-zero expectation value in equation (2.5). In this scenario,
only the symmetry of the SU(2) group is spontaneously broken, whereas
the U(1) group maintains its symmetry. The weak mediators W* and
Z° therefore obtain masses and the electromagnetic mediator (the photon)
remains massless. In other words, the spontaneous symmetry breaking of
SU(2)xU(1) group splits the electroweak force into two separate forces, the

weak force and the electromagnetic force.

10
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The predicted W* and Z° bosons by the SM of particle physics have
been discovered at the CERN in 1983 [13]. This is considered one of the

major achievements of the SM of particle physics.

The search for the Higgs boson was the main goal of the LHC at
CERN, the most important missing link of the SM. The discovery of the
Higgs boson has been confirmed by the ATLAS and CMS collaborations at
the LHC [14,15]. This particular milestone is considered a great achieve-

ment in the history of particle physics.

2.2.2 Limitations of the Standard Model

The energy scales explored up to now demonstrate the success of the SM to
an impressive level. Despite this, there are some real challenges for the SM
which are the key motivations to search for new physics, or physics beyond

the SM. Some major limitations are:

e Since the SM relies on Quantum Field Theory (QFT) and does not
cover the scope of the classical theory of general relativity, therefore

the fundamental force of gravity is not described by the SM.

e There are more than 20 arbitrary parameters in the SM, e.g., the
gauge coupling constants, three angles and a phase in the Cabibbo-
Kobayashi-Maskawa matrix [16]. For these constants, the SM takes

measurements from experiments.

e The SM was constructed to have massless neutrinos, but neutrinos

are observed to have a non-zero mass [17].

e The SM does not provide a good reason for the only three generations

of leptons and why charges are always quantised.

e The SM does not explain the large asymmetry between matter and

antimatter.

11
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e The SM does not explain the large difference between the electroweak

scale and the Planck scale, i.e., the hierarchy problem.

e The SM does not explain the nature of dark matter and dark en-
ergy. It does not contain any dark matter particle consistent with

the properties of cosmological observations.

In order to address these type of issues, many theories have been developed

to describe the physics beyond the SM.

2.3 Physics Beyond the Standard Model

Physics beyond the SM, or often referred to as new physics, is needed
to satisfy many deficiencies of the SM. There are many theories which are
possible candidates of new physics. For example, people have developed su-
persymmetric theories (Minimal Supersymmetric Standard Model (MSSM)
and Next-to-Minimal Supersymmetric Standard Model (NMSSM)), string
theory, M-theory and theories of extra dimensions. All these theories have

different approaches towards a unified theory.

This study is based on the theories of extra dimensions. According
to this concept, gravity propagates in the extra dimensions (one warped or
several large extra dimensions depending on the model) and appears to be
strong like other SM forces at the length scale smaller than the fundamental
scale (electroweak). As a consequence of strong gravity at small scales,
microscopic black holes may be produced in high energy pp collisions at

the LHC. These types of theories will be described in the next subsection.

2.3.1 Theories of Extra Dimensions

The concept of extra dimensions followed quite naturally from Einstein’s

general theory of relativity. Einstein’s field equations have a potential of

12
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extending the theory for any arbitrary dimensionality without any mathe-

matical inconsistency. Einstein’s equation can be written as
1
R/w - §g;wR = 87TT;W7 (213)

where R, is know as Ricci curvature tensor, g, is the metric tensor, R is
the scalar curvature and 7}, is the stress-energy tensor. Equation (2.13)
contains second-rank tensors whose indices can have any value depending
on the spacetime dimensionality. Soon after Einstein’s theory of gravity,
Kaluza proposed his five dimensional gravitational model. In this model,
he introduced one extra spacelike dimension. Later, Klein explained the
topology of the extra dimension that it is like a spacelike dimension compact
within finite length (%). To be consistent with the observations, the size of
the extra dimension must be much smaller than any observable scale. The
Kaluza-Klein (KK) gravitational model was the first attempt of a unified

theory in which gravity was a fundamental force.

Over the years, the idea of extra dimensions was frequently used in
string theory where most commonly six extra spacelike dimensions were
taken into account. In string theory, the size of the extra dimensions was
assumed to be Z = [p? = 1073 cm by using mathematical and physical
reasonings. In the 1990s, the theories of extra dimensions entered in a
new era when some of the string theories [18-21] gave the idea that the
string scale does not necessarily need to be tied to the traditional Planck
scale, Mp = 10" GeV. On the basis of these ideas, two types of important
theories of extra dimensions were introduced, the theory of large extra
dimensions [1-3] and the theory of a warped extra dimension [4,5]. The
former type was introduced in 1998 by Arkani-Hamed, Dimopoulos and
Dvali, known as the ADD model. The later was introduced in 1999 by

Randall and Sundrum, known as the Randall-Sundrum (RS) model.

3 Planck length corresponding to Mp
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Both types of extra dimensional models use the concept of the brane
and the bulk. In string theory, the 4-dimensional space is called the brane
and the (4+n)-dimensional space is called the bulk, where n is the number
of extra spatial dimensions. The SM particles are restricted to the brane
which is embedded in the bulk, whereas non-SM particles such as gravitons

can also propagate in the extra dimensions.
ADD Model

According to this model, all the SM fields are localized in the 4-dimensional
brane while gravitons, possibly scalars and any other non-SM fields can
propagate into the full (4 4+ n)-spacetime. The strength of gravity is also
shared by the extra spatial dimensions which are hidden at the electroweak
scale. Gravity therefore appears to be weak in (3 + 1)-spacetime dimen-
sions. The extra spatial dimensions are always compact with finite size
Z whereas the usual (3 + 1)-spacetime dimensions are infinite. Therefore,
in this scenario, Mgy and Z ! are the two fundamental scales in nature.
With the concept of large extra dimensions [1-3], Z > [p and assuming
all extra dimensions have the same size, it is possible to relate the four
dimensional Planck scale to the fundamental or extra dimensional Planck
scale (Mp) by

Mp = Z"M3E™, (2.14)

The subscript D = n + 4 represents the total number of dimensions or the
sum of the number of extra dimensions n and the four physical dimensions.
By using Gp = 1/M3™, the above equation can be transformed into an

equation for the gravitational constants as

The Newtonian gravitational potential between two masses m; and msy

separated by r > % in four dimensions follows the ordinary Newton’s law

14



322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

measured in nature, which is written as

V(r) = G, 22, (2.16)

r

The potential between m; and mso separated by r < % will be much
stronger than in the previous case because we are now sensitive to all di-
mensions, and is postulated as

mims
Tn—i—l .

V(T) = GD (2.17)

From equations (2.16) and (2.17), it can be concluded that the grav-

2+n Jaw at short length scales, whereas it follows

itational force follows a 1/r
the usual 1/r? law at larger scales. Therefore, the real strength of gravity
can appear only at short distances, smaller than the size of the extra di-
mensions. In this theory, different sizes and numbers of extra dimensions
can provide different values of Mp from the same constant Mp by obeying
equation (2.14). By expressing Mp ~ 10'® TeV in terms of the length scale,

ie. Ip ~ 1073 m, and assuming Mp ~ 1 TeV with corresponding length

scale Ip ~ 10719 m, equation (2.14) can also be written as

Z =107 ""m. (2.18)

Here it is important to note that as n increases, the size of the extra
dimensions get smaller, for example, Z ~ 102 mforn=1, Z ~ 102 m
for n =2 and Z ~ 1072 m for n = 3. The n = 1 case represents deviation
from Newton’s gravity over solar system distances and is experimentally
excluded. The n = 2 case is also ruled out by torsion-balance experiments
[22].  Therefore, within current experimental limits, it can be assumed
that at least three extra dimensions are required to observe a deviation
from Newton’s inverse square law. The SM fields are accurately measured
at the electroweak scale, which indicates the SM fields do not feel extra

dimensions.
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If the large extra dimension scenario is true, then strong gravity at
short scales can result in the formation of microscopic black holes, which
will be discussed in detail in section 2.4.1. The short-lived microscopic black
holes will decay mostly into SM particles, producing significant signals for

the brane observer, as will be discussed in section 2.4.4.
Randall-Sundrum Model

This is an alternate approach to solve the hierarchy problem and relies on
a single extra spatial dimension. There are two types of RS models, RS
I [4] and II [5]. In type I, the single extra dimension is bounded by two
(3 + 1)-branes, as shown in Figure 2.1. All the SM fields live on the visible
brane that is at a finite distance y = L from a hidden brane located at
y = 0. All the fundamental scales at the hidden brane are of the order of
M, which reduce exponentially to the order of electroweak scale on the
visible brane, i.e.,

Mpgw = e * My, (2.19)

where k is the curvature scale or warp factor associated with the negative
cosmological constants of the five dimensional spacetime model, and My,
is the true Planck scale for one extra spatial dimension, i.e., D' = 3 + 1.

The effective Planck scale Mp is related to the M, as

M3,
M3 = TD(l — ek, (2.20)

In RS type I models, gravity is strongly attractive at the hidden brane

and gravitons can propagate through the extra dimension, which is bounded
by the visible brane. The size of the extra dimension or the separation
between the two branes, is small as compared to that described in the
ADD model. The difference between the gravitational and electroweak

scales depends exponentially on the size of the extra dimension; hence, the
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Figure 2.1: Two (3+1)-spacetime branes embedded in a five dimensional
spacetime. The red line shows an exponential relation between the two
branes.

large difference between the two scales is generated even for a very small

size of the extra dimension.

In RS type II models, the visible brane is moved at an infinite dis-
tance away from the hidden brane in the extra dimension. Therefore only
one brane is effectively used. RS type II models do not yield low scale
gravity and microscopic black hole production is only possible in RS type [

models.

Both the RS type I and ADD models can explain low scale gravity
for the extra dimensional scenarios and predict production of microscopic
black holes at the LHC. In this thesis, the ADD types of models have
been considered, which are well studied and simulated for the pp collisions
at the LHC. Therefore, the theoretical and experimental aspects of the
production, nature and decay of extra dimensional microscopic black holes

will be described in the light of models with large extra dimensions.
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2.4 Microscopic Black Hole Physics

In this section, a review of microscopic black holes will be given in the
context of the theory of large extra dimensions. In high energy particle col-
lisions, the criteria for their production will be discussed with the necessary
boundary conditions along with their properties once they are produced.
Higher dimensional microscopic black holes are short-lived and decay in the
detectors by emitting mainly SM particles in form of Hawking radiation [23]
on the brane or by emitting non-SM particles (e.g. gravitons) into the bulk
resulting in missing energy on the brane. The Hawking emission is always
dominant because of a higher number of degrees of freedom available for the
SM particles. Among SM particles quarks and gluon carry most of degrees
of freedom, which lead to the production of a large number of hadronic jets
in the detector. Therefore, in high energy particle collisions at the LHC,
microscopic black hole signatures such as high pr multijet final states with
high multiplicities are expected. Since the Hawking emission depends on
the number of extra spatial dimensions, it is therefore important to study
the lifetime, cross section and temperature of microscopic black holes as
a function of the number of extra dimensions. In the last section 2.5, the
feasibility of their detection with the current experiments at the LHC will

be discussed.

2.4.1 Production of Black Holes

In the models with large extra dimensions, strong gravity can be observed
at the scale of quantum gravity at which gravitational interactions reach the
same order of magnitude as the electroweak interactions. When the magni-
tude of the true Planck scale Mp is of the order of few TeV, strong gravity
in collider experiments can be observed. For E > Mp, the production

of heavy and extended (having extra dimensions) objects like microscopic
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black holes becomes possible.

The two types of models with extra dimensions predict the pro-
duction of black holes in collider experiments on the brane. Assuming two
highly energetic colliding particles form a spherically symmetric black hole,
then all the mass would be compressed inside the black hole horizon. The
gravitational radius that holds all the compressed mass within it is called
the Schwarzschild radius. A boundary around the Schwarzschild radius
beyond which the escape velocity from the surface would exceed the veloc-
ity of light due to the strong gravitational pull of the compressed mass, is
called an event horizon. For a non-rotating spherical black hole, the surface
at the Schwarzschild radius acts as the event horizon with radius ry(E),

which is a function of the centre of mass energy E of the colliding particles.

Beside the £ > Mp condition, there is also a necessary requirement
on the impact parameter (b) of two colliding particles for the production
of microscopic black holes. The two colliding particles with b < rg(F) will
form a black hole and disappear forever behind the event horizon according
to Thorne’s Hoop Conjecture [24]. On the other hand, if b > ry(E) for
energy E > Mp, only gravitational elastic and inelastic scattering processes

occur, without the formation of black holes.

As an outcome of strong gravity, the microscopic black hole is also
a higher dimensional object which extends outside the brane. If the event
horizon radius is assumed to be smaller than the size of the extra dimensions
Z, this type of black hole (spherically symmetric and higher dimensional)
may live in a spacetime with (4 + n) non-compact dimensions. By solving
Einstein’s equation for D = n + 4 dimensions for a non-spinning and non-

charged black hole, the event horizon radius can be written [25] as

Mg\ [ sD(E)
ry = —— (—BH) —< 2 )n+1 ) (221)
Mp \ Mp (n+2)y/7
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| Zmin [[80]95[104]109[11.1 [11.2]

Table 2.1: z, = E/Mp as a function of n extra dimensions.

where I' is the complete Gamma function. The horizon radius depends
on the black hole mass Mpy with an extra dimensional power law. The
linear dependence in 4D can easily be restored for n = 0. The fundamental
Planck scale Mp in the denominator will play an important role in deciding

the threshold to create black holes in the high energy collisions.

These black holes may be produced if the Compton wavelength A\¢ =
47/ E of a colliding particle of energy E'/2 is smaller than the Schwarzchild

radius 7y (E) [26]. From equation (2.21), we can write this condition as

1
dr _ 1 ( E >+ 8 (m8)  \ ™ (229
E  Mp \Mp (n+2)y7 " ‘ '

From this inequality, it is convenient to define the ratio x;, = F/Mp for
the production of black holes for different number of extra dimensions, as
shown in Table 2.1. Furthermore, it can be established from equation (2.22)
that £ > Mp is the requirement to produce black holes in the high energy

collisions at the LHC.

There is no complete and consistent theory of quantum gravity that
can describe the exact conditions for the production of higher dimensional
black holes, and the amount of energy absorbed by them, during high en-
ergy collisions in a strong gravitational background. The approach which is
commonly used to describe the formation of black holes is the Aichelburg-
Sex]l model [27]. The model is built in four dimensional gravitational theory
in the context of general relativity. In this approach, two shock fronts are
considered to collide at a central point to form a non-linear and curved

region. The uncertainties of quantum particles are neglected by assum-
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ing boosting of shock waves to thin fronts because the particles with en-
ergy I/ > Mp have position uncertainty smaller than their horizon radius.
The collision of two shock waves can form a closed trapped surface (a
two-dimensional closed surface on which outward-pointing light rays are
converging towards the surface) or an apparent horizon (a closed trapped
surface with no convergence of light rays towards the surface). The latter
case is the creation of black hole in which the apparent horizon coincides
with the event horizon or lies inside it [28]. The creation of a black hole
is therefore a boundary value problem. For D = 4 and a perfect head
on collision (b = 0), by using analytical approach, an apparent horizon is
formed with an area 327p? [29], where p is the energy of the colliding par-
ticle (£ = 2p). This defines a lower bound on the area of the event horizon

Ay and the mass of black hole Mgy, which can be written as

Ay = drry? > 32mp% = Mpy = %H > (2p). (2.23)

Sl

From this equation®, the black hole can absorb 71% of the initial energy
E. In other calculations it is shown that the black hole can absorb more
than 80% of the initial colliding energy [30,31]. For a higher dimensional
regime and perfect head on collision, the above equation (2.23) can be

extended [32] as
Mgy > [0.71 (for D = 4) to 0.58 (for D = 11)](2p). (2.24)

Hence, with the increase in dimensionality, the amount of initial energy

absorbed decreases and smaller black holes are produced.

2.4.2 Production Cross Section of Black Holes

A microscopic black hole is treated as a quasi-stable state that is produced

and decays semiclassically. At high energies, black hole production has a

4 Equation (2.23) uses natural units, i.e. , h = ¢ = G4 = 1, where G4 is the Newton’s
gravitational constant in four dimensions.
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good classical description instead of quantum mechanical treatment [26,33].

The simple form of the classical geometric cross section is given as

2
Oproduction == TTfy. (225)

The Schwarzschild radius (rg) corresponding to the black hole mass Mgy
depends on Mp and number of extra dimensions n as shown in equation
(2.21). For highly energetic collisions and b < rg, the cross section depends
on the critical value of impact parameter, resulting in a range of black hole
masses for a given centre of mass energy E. For a geometrical interpre-
tation of the cross section, the average black hole mass is assumed to be
on the order of the centre of mass energy, i.e., (Mpy) ~ E. By using this
assumption, and ignoring charge, spin and finite particle size for a micro-
scopic black hole, the production cross section can be expressed in terms
of the centre of mass energy of the collision (E) by using equation (2.25)

and (2.21) as

1 B 2/(n+1)

2 o

Oproduction X Ty ~ W (M_D> . (2.26)
D

This type of unique dependence on energy F in the production cross
section is not observed in any of the SM or beyond SM processes. The above
equation (2.26) is valid for two elementary and non-composite particles
such as partons. In pp collisions, by summing over all the possible pairs
of partons and ignoring radiative energy losses, the expression for cross
section in terms of parton distribution functions (PDFs) fi(z) takes the

final form [26, 33|

pp—>BH ij—BH
productlon § :/ dT/ _fl )O-production7 (227)

where ¢ and j are the two colliding partons, z is the parton-momentum

fraction, 7 = /@;x; is the parton-parton centre of mass energy fraction
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and 7, is the minimum parton-parton centre of mass energy fraction for the
black hole production. The cross section gets a considerable enhancement
by considering all pairs of partons. Overall, the value of cross section falls
off rapidly with the centre of mass energy of pp collisions because of the

nature of the PDFs.

The expression for the classical cross section shown in equation
(2.25) does not take into account the effects of angular momentum, gauge
charges, finite sizes of the incoming particles, non-trapped energy and min-
imum mass cutoff of the black hole. Many attempts have therefore been
made to improve the value of the classical cross section. For example, the
effects of angular momentum have been incorporated in a heuristic way
in some studies [34-36] with some limited successes. The effects of non-
trapped energy and minimum black hole mass cutoff have been studied in
Ref. [35-37]. In Ref. [37], different models [34-36] have been compared for
possible corrections in the cross section, and it has been shown that the
large differences in cross section between the models do not translate into
large differences in the limits on Mp. These limits are useful to compare
with experimental limits, but their accuracy depends on estimates of large
uncertainties in the black hole decay. Therefore, it is usually suggested that
Mp limits should be extracted from methods other than the direct search

for black holes [38].

2.4.3 The Nature of Black Holes

Microscopic black holes with mass far exceeding the fundamental Planck
scale, i.e. Mgy > Mp, are well understood in the context of general rel-
ativity. This type of black hole is called a thermal black hole. In general,
the thermal black holes are expected to go through different stages during

their lifetime [26] as following:

23



530

531

532

533

534

535

536

537

538

539

540

541

542

543

544

545

546

547

548

549

550

551

552

553

i. The balding phase: at this initial stage, the black hole is highly asym-
metric. It emits mainly gravitational radiations and sheds all the quan-
tum numbers and multipole moments apart from those determined
by its mass Mpy, charge ) and angular momentum .J. The energy
emission is dominated by gravitational radiation and remains mainly

invisible on the brane.

ii. The spin-down phase: the black hole starts losing its angular momen-

tum through the emission of Hawking radiation.

iii. The Schwarzschild phase: the black hole is no longer rotating and

continues to lose its mass in the form of Hawking radiation.

iv. The Planck phase: the black hole mass Mgy approaches the true
Planck scale Mp and then becomes a quantum object. At this stage,
its properties are described by a quantum theory of gravity. Either it

completely evaporates or becomes a stable quantum remnant.

The non-vanishing temperature of black holes allow them to emit
Hawking radiation. The temperature as a function of the number of extra

dimensions n and the Schwarzschild radius 7y can be written [39] as

(n+1)

Ty =
a Arry

s for MBH > MD. (228)

The above expression implies that higher dimensional black holes at fixed
radii are hotter. This property distinguishes microscopic black holes from
the large astrophysical black holes that carry an extremely low temperature
and the majority of primordial black holes that are characterized by higher

temperature [40].

As a consequence of the emission of Hawking radiation, the life-

time of microscopic black holes remains finite except for the case of stable
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remnant. The higher-dimensional black holes have the lifetime [39]

+3

1 [ Mgy
Tn+da ™~ =5 ( BH) s fOl" MBH > MD. (229)

Mp \ Mp
By using equation (2.29), the lifetime of a black hole with Mgy = 5 TeV
and Mp = 1 TeV is estimated to be on the order of 10726 s for n = 1
to n = 7 extra-dimensions. Black holes produced in high energy collisions
would decay through Hawking radiation. Therefore, the knowledge of the
Hawking radiation spectrum is of great importance in the study of micro-
scopic black holes. Classically, nothing is allowed to escape from the event
horizon, which is why the phenomena of the emission of Hawking radiation

is a quantum mechanical process similar to black body emission.

The scenario of emission of radiation from black holes can be re-
alised by considering a virtual pair of particles near its event horizon. The
virtual particle-antiparticle pairs may be produced in the vacuum by the
fluctuations of electromagnetic and gravitational fields. The two particles
in a pair appear to move apart and then back together, and eventually
annihilate each other. If this virtual pair appears near the horizon of a
black hole, then one of them may be pulled into the black hole leaving
the other particle free. The virtual particle antiparticle pair becomes real
when it is boosted by the gravitational energy of black hole. The particle
that moves away from the black hole takes away some fraction of the black
hole mass. For an observer far away from the black hole, the black hole
appears to emit a particle by loosing its mass and it continues to evaporate
until the whole black hole mass disappears by emitting mainly SM parti-
cles. There is a gravitational potential barrier that reflects some particles
back into the event horizon and allows others to escape from the vicinity
of the black hole. The transmission or absorption probability of a black

hole is known as the greybody factor. This factor depends on the nature
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of emitted particles (spin s, charge, energy w, angular momentum numbers
[,m) and spacetime properties (number of extra dimensions n, Planck scale
Mp). Therefore, the Hawking radiation spectrum is the valuable source of
information on the properties of the emitted particles and the gravitational

background [40].

Another important feature of the higher dimensional microscopic
black holes is the emission of particles both in the bulk and on the brane.
The particles that are allowed to propagate in extra space dimensions and
carry non-SM quantum numbers, like gravitons, are also emitted in the
bulk. The brane observer cannot see the bulk particles and thus they are
treated as missing energy and missing momentum on the brane. On the
other hand, the black hole emits a variety of four dimensional SM parti-
cles on the brane, like fermions, and gauge and Higgs bosons. It is also
important to mention that the bulk particles see a (4 + n) gravitational
background whereas the brane particles only see a four dimensional gravi-

tational background [40].

2.4.4 Decay of Black Holes

The Hawking radiation from black hole decay is emitted in two differ-
ent phases during the decay of black holes, the spin down phase and the
Schwarzschild phase. To study the emission of Hawking radiation, only the
brane localized modes are considered because they are directly visible to a

brane observer.
Brane localised Schwarzschild Phase

This phase can be explained through greybody factors &7 (w) for a spheri-
cally symmetric and neutral (with no global charge) black hole that lost all
of its angular momentum. The greybody factor will have different values

for different spins of particles (s =0, 1/2, 1). The combined “master” equa-
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tion of motion for all species of particles has been derived in Ref. [41,42].
For this equation, the factorised ansatz for the wave function in spherical

coordinates (r, 6, ¢) of the field can be written as
Yy = e WM™ AT R (r)STH(H), (2.30)

where A = r? [1 — (”TH)HH} is a function of the Schwarzschild radius rg
and the number of extra spatial dimensions n. R4(r) is the pure radial func-
tion for a particle of spin s and S7}(6) are the spherical harmonics (for spin
s and angular momentum numbers [ and m). By using Newman-Penrose
method [43], decoupled equations can be obtained for the radial function

m

Rs(r) and the spin-weighted spherical harmonics S7'(f). We concentrate

only on the radial part because it is directly related to the greybody factor.

There are two types of methods for obtaining solutions for the radial
equation, analytical and numerical. In the analytical approach [41,42],
there are three steps to reach the final solution. First, the equation of
motion is solved in the near-horizon regime (r « ry ). Second, the equation
of motion is solved in the far-field regime (r > rg). In the the final step,
the two asymptotic solutions are matched in an intermediate regime in
order to make sure the solutions are continuous over the whole range of
radius. Once the solution is obtained, the absorption probability can be

written as a function of emitted energy w as

2 2 __ cgzhorizon
|\ (w)|" =1—-|ZW)|" = ——, (2.31)
f/infimty
where Z(w) is the reflection coefficient and .# is the energy flux towards

the black hole.

In the microscopic black hole decay, the number of degrees of free-
dom (dof) play an important role in determining the probability of emission

for different particles. The dof is defined [44] as
dof = ng X ng x np x ng, (2.32)

27



631

632

633

634

635

636

637

638

639

640

641

642

Particle Type Charge Spin Flavour | Colour dof
State® State State State
Quarks 2 2 6 3 72
Charged leptons 2 2 3 12
Neutrinos® 2 1 3 6
Gluons 1 2 8 16
Photon 1 2 2
Z boson 1 3 3
W bosons 2 3 6
Higgs boson 1 1

Table 2.2: Number of degrees of freedom (dof) of the Standard Model
particles [44].

where ng, ng, np and np are the number of charge, spin, flavour and
colour states, respectively. Since the black holes mainly decay into SM

dof, therefore only SM dof are taken into account, which are shown in

Table 2.2 [44].

For a given degree of freedom (z), the absorption cross section for an

extra dimensional black hole can be written in terms of absorption proba-

bility [45] as

. 2nr (D20 (0 +1)/2)] (2L +n + 1)(I + n)!
: )(w) B Z nlwnt?2 [!

|7 @ ().
(2.33)
The absorption cross section is also sensitive to the particle spin (s = 0,
1/2 and 1) and the spacetime properties because of its strong dependence
on the greybody factor. The emission rate (number of particles emitted

per unit time), in terms of O'((lzl (w), is given [23,46] by

AN (w) 1 o) (w)
= abs dt? 2.34
dt (27 )nt3 / exp(w/Ty) +1 P (2:34)

where Ty is the Hawking temperature given in equation (2.28), p = (w, p)

5If a particle and its antiparticle are different then charge state is two, otherwise one.
6 Dirac neutrinos have six dof, whereas in case of majorana neutrinos there are three
dof because their particle and antiparticle are the same.
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D 4 5 6 7 8 9 10 11

Higgs boson 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00

Fermions 037 | 0.70 | O.77 | 0.78 | 0.76 | 0.74 | 0.73 | 0.71

Guage bosons 0.11 | 045 | 0.69 | 0.83 | 091 | 096 | 0.99 | 1.01

Table 2.3: Fractional emission rates per degree of freedom, normalised to
the scalar field, for the Standard Model particles [47].

is the energy-momentum 4-vector, the spin statistics factor has +1 for
fermions and —1 for bosons in the denominator. By using equation (2.34)
with the knowledge of greybody factor, the fractional emission rate or the
relative emissivity (e) for different types of particle can be calculated. For
non-rotating black holes, the emissivities for different SM particles are cal-
culated in Ref. [47], which are shown for different spacetime dimensions D
in Table 2.3. Finally, the probability of emission (P;) for a particle type (i)

is given [44] by
€; X dsz

~ Y, x dofy’

where ¢; and dof; are the emissivity and the number of degrees of freedom

P, (2.35)

of particle ¢ and the index j in the denominator runs over all the possi-
ble particle types. The probabilities of emission for all the SM fields, for
different spacetime dimensions D, are shown in Table 2.3 [44]. By talk-
ing gravitons and all the SM fields into account, it can be concluded that
the multidimensional black hole decay in the detector produces about 74%
hadronic energy, 9% missing energy, 8% electroweak bosons, 6% charged

leptons, 2% photons, and 1% Higgs bosons [44].
The Spin Down Phase on the Brane

For the spin down phase, the most generic situation for the creation of the
black hole by a non-head-on collision is considered when the black hole has

a non-vanishing angular momentum. Assuming the extra dimensional black
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D 4 5 6 7 8 9 10 11

Quarks 0.71 | 0.66 | 0.62 | 0.59 | 0.57 | 0.55 | 0.53 | 0.51

Charged leptons 0.12 | 0.11 | 0.10 | 0.10 | 0.10 | 0.09 | 0.09 | 0.09

Neutrinos 0.06 | 0.06 | 0.05 | 0.05 | 0.05 | 0.05 | 0.04 | 0.04
Gluons 0.05 | 0.09 | 0.12 | 0.14 | 0.15 | 0.16 | 0.16 | 0.16
Photon 0.01 | 0.01 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02
EW bosons 0.03 | 0.05 | 0.07 | 0.08 | 0.09 | 0.09 | 0.09 | 0.09
Higgs boson 0.03 | 0.01 | 0.01 | 0.01 | 0.01 | 0.01 | 0.01 | 0.01

Table 2.4: Probability of emission of the Standard Model particles [44].

hole produced in this situation has an angular momentum only along an
axis of the three dimensional space. In this case, the absorption probability
.7 (w)]? also depends on angular momentum parameter besides the particle
spin and the spacetime properties. For a given value of n, the emission rate

increases with the increase in angular momentum parameter [34].

There is another important feature of the rotation spectra of the
black holes during the spin down phase. The emitted particles during the
spin down phase have non-trivial angular momentum distribution because
this phase has a preferred axis for the brane localised emission, the rotation

axis of the black hole [40].
Emission in the Bulk

The detection of the higher dimensional black holes can greatly be facili-
tated if a major part of Hawking emission is channelled into brane fields.
Any emission into the bulk will be interpreted as missing energy by the
brane observer. The bulk emission is sensitive to the number of extra
space-like dimensions n, for example, the bulk emission rate for the gravi-
tons [48-50] is greatly enhanced as n increase. Most of these studies have

been performed for the Schwarzschild phase.
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When both the brane and the bulk channels are available, it is im-
portant to investigate whether the higher dimensional black holes prefer to
decay into the brane or the bulk. In Ref. [48-50], the bulk to the brane ratio
has been shown for the total emissivity. These studies conclude that the
bulk to the brane ratio is less than unity and the brane channel remains
the most dominant and preferred channel for the intermediate values of
n whereas the bulk contribution becomes significantly important for high

values of n, e.g., the bulk to the brane ratio becomes 0.93 for n = 7.

2.5  Microscopic Black Holes at the LHC

In this section, the feasibility of measuring different observables, e.g., cross
section, temperature and mass of the microscopic black holes at the LHC
will briefly be described in the context of models with large extra dimen-
sions. A quick illustration of the assumptions for these observables and
possible sources of uncertainties in them will be given, in order to realise
the accuracy in the measurement of signals for the higher dimensional black

holes at the LHC.

2.5.1 Cross Section and Extra Dimensions

The LHC is designed to collide particles with a maximum centre of mass
energy of 14 TeV. Even this maximum energy would never be sufficient
to produce a black hole in four spacetime dimensions. For example, an
estimate of the Schwarzschild radius for a black hole of mass Mgy = 5 TeV
from equation (2.21), for the D = 4 case with corresponding classical value
of Mp ~ 10" GeV, is 107 fm [40], which translates to a very tiny cross
section from equation (2.25). On the other hand, if we consider a few TeV
extra dimensional Planck scale Mp, for the same type of black hole, then
the Schwarzschild radius as a function of the number of extra dimensions

would give some measurable estimate for the cross section at the LHC.
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Therefore, it is believed that any black hole observed at the LHC would
be embedded in extra space dimensions. In other words, the models with

extra dimensions facilitate the observation of microscopic black holes at the

LHC.

2.5.2 Hawking Temperature

Classically, for fixed black hole radius the value of the Hawking tempera-
ture increases with the number of extra dimensions as described by equation
(2.28). For models with large extra dimensions, the black hole would have
very high temperature” which may be an important features to identify
black hole events at the LHC. The Hawking temperature should increase
progressively with the evaporation process, but a constant value of temper-
ature may also be assumed because of the fact that a black hole has a very

short lifetime.

2.5.3 Measurement of Mass

Measurement of the mass of multidimensional microscopic black holes at
the LHC is also a goal of primary importance. In the very high energy
collisions of the LHC, the only way to reconstruct the black hole mass is
through the energies of final state particles which are emitted as a result of
evaporation of the black hole. The weak point of this method is the missing
energy, which can greatly be improved by selecting the events having no or
very little missing transverse energy, or including missing transverse energy
in mass calculations. The next subsection is dedicated to briefly describe

the role of missing transverse energy in the mass and cross section of the

higher dimensional black holes at the LHC.

" A higher dimensional black hole would be hotter as compared to the four dimensional
black hole, as shown in equation (2.28).
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2.5.4 Missing Energy in Black Hole Searches

During the formation and decay of microscopic black holes at the LHC,
missing energy may cause underestimation in the mass and the cross section
of higher dimensional black holes. The emission of gravitational radiation
during the black hole formation is the largest source of missing energy,
which results in the largest uncertainty in the black hole mass and cross
section. The gravitational radiation is lost into the bulk and appears as
missing energy for the brane observer. The effective black hole mass is
lowered even before it begins to be detectable by its Hawking evaporations.
Since the black hole cross section is the function of mass, therefore the
initial radiation loss could significantly lower the production cross section.
During the evaporation process high energy neutrinos are also emitted,

which further contribute to the missing energy.

If a black hole evaporates and becomes a stable remnant, another
complication may arise in the context of missing energy. The mass of the
stable remnant could be of the order of the Planck scale, as discussed in [51].
If this stable remnant is charged and ionizing it may be detected, but a
large missing energy may arise in the case of a neutral and non-detectable

remnant.

There is another possibility causing large missing energy, where the
black hole leaves the brane, as discussed in [44]. In this scenario, graviton
emission into the bulk can give a sufficient recoil to the black hole to leave
the brane and move to the bulk. Normally, black holes are not expected
to move to the bulk. It is more likely they will have charge, colour or
lepton/baryon number in order to stick them to the brane. But, if there
is no symmetry available, the recoil produced by the emission of higher
dimensional gravitons will cause the black hole to leave the brane. There

might be two possible situations for graviton emission. Firstly, a newly
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formed black hole emits higher dimensional gravitons and disappears from
the brane without showing any visible signature in the form of Hawking
emission. This type of black hole decay remains undetectable and nothing
can be done to make it detectable. Secondly, higher dimensional gravitons
are emitted during Hawking evaporation resulting in the termination of
Hawking radiation as soon as the black hole leaves the brane. This situa-
tion may contribute large missing energy during the black hole decay and
produce large uncertainties in calculations of the black hole mass and cross

section.

With all the possibilities of missing energy during the formation
and decay of black holes, it may be difficult to detect microscopic black
holes at the LHC with a high confidence level. Furthermore, the parton
energy involved in the black hole formation is unknown. Therefore, the
fundamental Planck scale and the number of extra dimensions determined
from the black hole searches can have large uncertainties. All that can be
measured is a threshold for production. The Mp values measured from
black hole searches may vary largely from model to model. Therefore, it
is more reasonable to rely on Mp limits which are measured from other
quantum gravity analysis. The current limits on Mp will be presented in

the next subsection.

2.5.5 Current Limits on Mp

The ATLAS and CMS experiments at the LHC have searched for extra
dimensions and microscopic black holes. These searches put different lim-
its on the fundamental Planck scale, which are largely model-dependent.
Since all the models are still on hypothetical grounds, for Mp limits it is
better to rely on other searches for KK resonances in the current scenario.

The most recent limits on Mp, in direct graviton emission searches, have

been presented in Ref. [38] for LEP (ALEPH and DELPHI experiments),
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. Mp [TeV]
Mono-photon | Mono-jet Mono-photon Mono-jet
LEP | CDF DO ATLAS | CMS | ATLAS | CMS
2 | 1.60 1.40 0.884 1.93 4.17 4.08
3| 1.20 1.15 0.864 1.83 1.73 3.32 3.24
4 | 094 1.04 0.836 1.86 1.67 2.89 2.81
51 077 | 0.98 0.820 1.89 1.84 2.66 2.52
6 | 0.66 0.94 0.797 1.64 2.51 2.38
7 0.797
8 0.778

Table 2.5: Lower limits on Mp at the 95% confidence level [38].

Tevatron (CDF and DO experiments) and LHC (CMS and ATLAS exper-
iments) collider experiments. Current lower limits on Mp are shown in
Table 2.5 with 95% confidence level. In Table 2.5, both ATLAS and CMS
results correspond to graviton searches in mono-jet plus missing transverse
momentum and mono-photon plus missing transverse momentum in the

final states.

2.5.6 Decay of Black Holes at the LHC

It was explained in section 2.4.4 that the major black hole signature in the
detector is the hadronic energy. The hadronisation of quarks and gluons
emitted by the decay of black holes can produce many hadrons in the form
of narrow cones called jets with high transverse momenta. Most of the
multijet events in high energy pp collisions, however, are produced by QCD
and are the main background to the potential multijet final states produced

by black holes.

There are some properties of black hole multijet signals which could

differentiate them from QCD multijet background. In high energy pp col-
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lisions at the LHC, the most dominant QCD process is the production
of dijets, where two back-to-back jets are produced with high transverse
momenta. On the other hand, black holes are expected to produce high
jet multiplicities. Furthermore, the decays of black holes are expected to
produce a range of jet multiplicities instead of being biased towards any
particular multiplicity. The QCD events with high transverse momenta are
expected to become rare as the centre of mass energy of the collisions in-
creases, whereas the production cross section for black holes increases with
increasing centre of mass energy, as shown by equation 2.26. It is shown
in different studies [26,52,53] that QCD dijets could be suppressed in the
case of black hole formation. As a result, multijet events produced by the
decays of black holes at the LHC are differentiable from QQCD backgrounds.
Therefore, this study is only focussed on the multijet final states for black

hole searches in the ATLAS 2012 data.

The multijet final state data are used to calculate model-independent
exclusion limits on the production of new physics. To set model-dependent
exclusion limits, several black hole event generators, e.g., CHARYBDIS [54],
CATFISH [55], BLACKMAX [56] and QBH [57], have been developed to model
the formation of different types of black holes at the LHC. CHARYBDIS is
the most widely used black hole generator, using PYTHIA [58] or HERWIG
[59] simulations to handle all the QCD interactions, hadronisation and
secondary decays. In this study, the data samples produced from the
CHARYBDIS generator are used to set model-dependent exclusion limits

on the production of black holes.
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Chapter 3

The ATLAS Detector at the Large
Hadron Collider

3.1 Introduction

The analysis described in this thesis has been performed using pp collisions
collected by ATLAS in 2012. ATLAS is one of the general purpose detectors
at the LHC. In this chapter, a brief introduction to the ATLAS detector
is given by describing its major components. The types of information
used in the analyses are mostly based on calorimeter measurements. The

important sub detectors of ATLAS will be described in detail.

3.2 The Large Hadron Collider

The LHC is the world’s largest particle accelerator operating at the
highest collider energy ever achieved in an accelerator. It is a ring 27
kilometres in circumference, 100 metres beneath the French-Swiss border
near Geneva, Switzerland. It is designed to collide mainly proton-proton
(pp) beams, moving in opposite directions, with 14 TeV centre of mass
energy and a luminosity of 103 cm~2s~!. Inside the LHC, there are eight
accelerating cavities and each one of them provides a strong electric field
of about 5 MV/m used to accelerate the beams. It also contains 1232

superconducting main dipole magnets (to bend the beams), providing a
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total field of 8.33 T, and 392 super conducting quadrupole magnets (to
focus the beams), providing a total field of 6.86 T. The LHC is expected
to shed light on some of the most fundamental questions of physics, the
understanding of basic laws through which nature governs this universe. In
the exciting year of 2012, the LHC not only successfully operated at 8 TeV
centre of mass energy but also accomplished one of its major goals, the

discovery of the Higgs boson [14,15].

There are four major detectors on the LHC ring: ATLAS, CMS, AL-
ICE (dedicated to heavy ion physics) and LHCb (dedicated to b-physics).
ATLAS (A Toroidal LHC ApparatuS) and CMS (Compact Muon Solenoid)
are the two general purpose detectors that have been built to probe pp col-
lisions mainly. The analysis described in the next chapter is performed
with the ATLAS 2012 data from pp collisions. ATLAS has recorded an

integrated luminosity of 21.7 fb=! in 2012, as shown in Figure 3.1.
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Figure 3.1: The maximum instantaneous luminosity (left) and the cu-
mulative integrated luminosity (right) delivered by the LHC per day and
recorded by ATLAS per day for pp collisions at 8 TeV centre of mass energy
during the stable beams in 2012 [60].

3.3 The ATLAS Detector

The ATLAS detector [61] is shown in Figure 3.2. The centre of the

detector is called the nominal interaction point (IP) and is the origin of the
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coordinate system of the ATLAS detector. The beam axis is defined as the
z-axis and the x-y plane is considered as the plane transverse to the beam
axis. The positive z-axis is defined as pointing from the interaction point
to the centre of the LHC ring and the positive y-axis is defined as pointing

upwards.
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Figure 3.2: Layout of the full ATLAS detector [62].

The azimuthal angle ¢ is measured around the beam axis, and the
polar angle € from the positive beam axis. On the basis of the polar angle
one can define pseudorapidity as n = —In tan(6/2). The ATLAS detector

is symmetric in the z-axis and it covers the whole range of ¢.

The Inner Detector (ID), the Calorimeters and the Muon Spectrom-
eter are the major sub detectors of ATLAS, which will briefly be described
in the next sections. The ATLAS detector has a three-level trigger system
for the selection of events and event storage for offline analysis, which will
be described in the last section of this chapter. Starting from the IP, the

detector closest to the IP is the Inner Detector (ID).
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3.4 Inner Detector

The ATLAS ID combines high-resolution detectors at the inner radii with
continuous tracking elements at the outer radii, capable of recognising pri-
mary and secondary vertices in an event. All the ID systems are housed in
a central solenoid magnet to provide a field of 2 T to the inner tracking.
There are three main components of the ID: the Semiconductor Pixel detec-
tors followed by the Semiconductor Tracker (SCT) and then the Transition
Radiation Tracker (TRT) at the outer radius. In the barrel region, they are
arranged in concentric cylinders around the beam axis, while the end-cap
detectors are mounted on disks perpendicular to the beam axis, as shown
in Figure 3.3. Typically for each track, the pixel detector, the SCT and the
TRT contribute 3, 4 and 36 tracking measurements, respectively. Hence,
the 3 layers of the pixel detector and the 4 layers of the SCT precisely
measure the tracks and momentum within the radius of 56 cm, surrounded

by a continuous tracking system provided by the TRT.

The pixel and the SCT are called the precision detectors and cover
the region of |n| < 2.5. In the barrel region, the pixel and the SCT layers
are segmented in azimuthal (R-¢) and axial (z) directions, whereas in the
end-cap region, the disks are segmented in azimuthal (R-¢) and radial (R)
directions. The TRT covers the region of || < 2 and measures in R-¢ plane
only. The pixel sensors have better resolution as compared to the SCT and
the TRT to provide precise measurements close to the IP. Each layer of
pixels has an accuracy of 10 ym (R-¢) and 115 pum (z) in the barrel region,
and 10 pm (R-¢) and 115 um (R) in the end-cap region. The 80.4 million
pixels on different silicon wafers allow them to identify the positions of
different tracks accurately, since the hits on individual pixels are measured.
The SCT is less accurate than pixels. Each of its layer has an accuracy

of 17 pm (R-¢) and 580 pm (2) and 17 um (R-¢) and 580 pum (R) in the
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Figure 3.3: Cut-away view of ATLAS Inner Detector (ID) [61].

barrel and end-cap regions, respectively. The TRT is a straw tube detector
filled with a xenon-based gas mixture that can also identify electrons, it

has a drift-time accuracy of 130 um per straw.

3.5 Calorimeters

The ATLAS calorimeter system is the set of detectors which is radially out-
side the ID, providing a full ¢-symmetry and coverage of |n| < 4.9 around
the beam axis, shown in Figure 3.4. The system has two major types of
calorimeters: the electromagnetic and the hadronic calorimeters, both of
which are shower-based detectors. The electromagnetic system uses liquid-
argon (LAr) as an active detector medium chosen for its intrinsic linear
behaviour, stability of response over time and intrinsic radiation-hardness.
The hadronic system is based on scintillator tiles with an absorbing medium
of steel. The inner-most calorimeters are mounted in three cryostats, one
barrel and two end-caps. The barrel cryostat contains the electromagnetic
barrel calorimeter, whereas the two end-cap cryostats each contains an elec-
tromagnetic end-cap calorimeter (EMEC), a hadronic end-cap calorimeter
(HEC), located behind the EMEC, and then a forward calorimeter (FCal)

to cover the region closest to the beam.
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Figure 3.4: The ATLAS calorimeters [61].

3.5.1 Liquid Argon Calorimeter

The electromagnetic calorimeter mainly measures the energies of charged
and neutral particles that interact electromagnetically, for example elec-
trons and photons. It consists of several layers of accordion-shaped ab-
sorbers of lead and copper electrodes, and LAr between them. For example,
a high energy electron interacts with the absorber and forms a shower of
low energy electrons, positrons and photons, which passes through LAr and
produces more negatively charged electrons and positively charged ions by
ionisation. Finally, these ionisation electrons are collected on electrodes
and the charge is measured leading to measure energy of the primary
electron. The accordion geometry of the LAr calorimeter provides sev-
eral active layers in the system, three in the precision-measurement region
(1.5 < |n| < 2.5), two in the higher-n region (2.5 < |n| < 3.2) and two in
the overlap region (1.375 < |n| < 1.5) between the barrel and the EMEC.
For |n| < 2.5, one of the high precision-measurement components with its
three layers is shown in Figure 3.5, the first layer contains narrow strips
positioned with a 4 mm separation in the n-direction with a very fine gran-

ularity of An x A¢ = 0.0025 x 0.01. The second layer consists of small

42



944

945

946

947

948

949

950

951

952

953

954

955

956

Towers in Sampling 3
AgxAn = 0.0245x 0.05

Tri

P = 0'0982
&
“3@ .

Square towers in
Sampling 2

]
5m;:8"" 459 - n 0-025
=0.003; Strip towers in Sampling 1
n

Figure 3.5: Drawing of barrel module of the LAr calorimeter [61].

segments placed into towers with granularity of An x A¢ = 0.025 x 0.025.
The third layer has relatively low precision, as compared to the previous
two, with a granularity An x A¢ = 0.05x 0.025. Overall, the barrel part of
LAr calorimeter provides a coverage of |n| < 1.475, while the two end-cap

components provide 1.375 < || < 3.2 coverage.

3.5.2 Hadronic Calorimeter

The tile calorimeter is the next layer to the electromagnetic calorimeter in
both the barrel (|n| < 1) and the end cap regions (0.8 < |n| < 1.8). The
hadronic system also works like the electromagnetic system. In this case,
strongly interacting particles interact with the absorbing steel to produce
showers of secondary hadrons (for example protons, neutrons and pions)
and these showers interact with the scintillating tile material to produce

the measurable signals.
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The HEC calorimeters are mounted in two wheels per end cap and
placed just after the EMEC calorimeter. Each HEC wheel contains two
layers and hence there are four HEC layers per end-cap. They cover the
1.5 < |n] < 3.2 region with variable granularity: An x A¢ = 0.1 x 0.1 for
1.5 < |n| < 2.5 and 0.2 x 0.2 for the 2.5 < |n| < 3.2 region.

The FCal provides higher electromagnetic and hadronic coverage in
the forward region (3.1 < |n| < 4.9), mounted in each end-cap. It consists
of three modules, also containing LAr as a sensitive material. The first
one is made up of copper (to optimise electromagnetic interactions), while

other two are made up of tungsten (to optimise hadronic interactions).

3.6 Muon Spectrometers

The outermost part of ATLAS detector is the muon spectrometer, designed
to detect muons in the pseudorapidity range |n| < 2.7. The different compo-
nents of Muon Spectrometer are shown in Figure 3.6. Energetic muons are
typically the only detectable particles that can traverse all the calorimeters
without being stopped. The muon spectrometer surrounds the calorime-
ter and measures the muon’s path by determining their momenta with a
typical resolution of about 10%. It contains thousands of charged particle
sensors in the central and end-cap regions in order to perform a precision
measurement. The sensors are similar to the straw tubes of the ID, but
with larger tube diameters. The large superconducting toroidal coils inside
the muon spectrometer produce a magnetic field of 0.5 T in the central
region and 1 T in the end-caps regions. The minimum energy for muons to

reach the spectrometer is ~ 3 GeV, due to energy loss in the calorimeters.

The precise tracking of muons through the spectrometer is accom-
plished by CSCs (Cathode Strip Chambers) and MDT (Monitored Drift

Tube) chambers. The fast trigger system of the spectrometer consists of
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three RPC (Resistive Plate Chamber) stations in the barrel, and three

stations of TGCs (Thin Gap Chambers) in the end-cap regions.

The MDT chambers consist of aluminium tubes with a central W-Re
wire and a gas mixture of Ar-C'O,, which is filled at an absolute pressure of
3 bars that provides a maximum drift time of approximately 700 ns. The
MDT chambers are constructed from 2 x 4 and 2 x 3 monolayers of drift
tubes for the inner and middle/outer stations, respectively. In the drift
chambers, the avalanche of secondary ionisations is being detected, which
is proportional to the initial ionisation. The CSCs (2 < |n| < 2.7), using
a mixture of Ar, CO, and C'F; gas, are multiwire proportional chambers
with a segmented cathode strip readout providing position measurements
from the avalanche formed on the anode wire. The RPC (|n| < 1.05)
is a gaseous detector (CoHsF) gas), constructed without wires from two
detector layers and four readout strip panels. It typically provides space
and time resolutions of 1 c¢m and 1 ns, respectively. Finally, the TGCs
(1.05 < |n| < 2.4) are multi-wire proportional chambers. The anode wires
and readout strips of these chambers are arranged parallel and orthogonal,
respectively, to the MDT wires and provide both the spatial and trigger

information.

3.7 Forward Detectors

In addition to the main ATLAS detector systems described in previous
sections, there are five smaller sets of detectors to cover the forward region
in more detail: the Beam Condition Monitor (BCM), the Minimum Bias
Trigger Scintillator (MBTS), the LUminosity measurement using Cerenkov
Integrating Detector (LUCID), the Zero Degree Calorimeter (ZDC) and
the Absolute Luminosity ALFA detectors at distances 1.84 m, 3.6 m, 17 m,

140 m and 240 m from the IP of ATLAS, respectively. They are symmetric
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Figure 3.6: Layout of Muon Spectrometer [63].

Forward Detectors | Rapidity Range
BCM | ~ 4.2

MBTS 2.1< |n| < 3.8
LUCID 5.6 < |n| <5.9
ZDC In| > 8.3

ALFA 1.06 < |n| < 13.5

Table 3.1: Rapidities of forward detectors of ATLAS.

on either side of the IP. Along with the central detectors of ATLAS, the
forward detectors provide an additional rapidity coverage in the forward
regions as shown in Table 3.1. The forward detectors are closely connected
to the luminosity determination in ATLAS, which will briefly be described

in the next section.

3.8 Luminosity Measurement

The ATLAS luminosity is measured in inelastic interactions by using dif-
ferent forward detectors and their corresponding counting-algorithms [64].
For a given fraction of bunch crossings (BXs), the number of registered
events by a detector are counted according to specific selection criteria,

with event selection efficiency (¢), which depends on the specific detector
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and the algorithm chosen. The luminosity (£) corresponding to an inelastic
cross section (0j,e), for the total number of BXs at the IP (n;) and the

number of inelastic interactions per BX (i), can be written as

L= Mnbfr _ ﬂvisnbfr7 (31)

Tinel Ovis
where f, is the bunch revolution frequency of the proton bunches. In the
above equation, o, is the visible cross section related to the average visible
interactions per BX (iy5). The quantity s is the visible quantity seen
by a detector which is defined as ;s = i, hence 0,5 = €0jpe;- In the
limit p,;s < 1, i.e., for a low number of interactions per BX, pi,;, is linearly
related to the event counting in a detector (N"*) as

Nm’s
]\f£3}(

(3.2)

. g
Ovis =~

where Npy are the number of bunch crossings in the same time interval in
which N are measured. On the other hand, when y increases, the prob-
ability of two or more than two pp interactions in the same BX is no longer
negligible, and the relation between ;s and NV* is not linear anymore.
Therefore, for high p,;s, Poisson statistics must be taken into account. The
detector algorithms are modified to take the Poisson distribution effects

into account for the luminosity calculations.

There is another method for luminosity measurement which neither
requires any prior knowledge of cross section nor depends on detector effi-
ciencies. It is known as the van der Meer (vdM) scans method [65]. This
technique only depends on the machine parameters and luminosity. The

equation for the vdM scans method is written as

- "y frn1ng

L= (3.3)

where n; and ny are the number of protons in two colliding bunches, and ¥,

and ¥, are the numbers measured from the horizontal and vertical beam
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profiles scanned by vdM method. However, this method requires some

dedicated runs and special setup to scan the beam profiles.

3.9 Triggers and Data Acquisition

The ATLAS trigger and data acquisition system is a three level online
data refinery, and events which pass all the three levels are written out for
the offline analysis. The Level-1 (L1) trigger takes information from sub
detectors, reduces the event rate to about 75 kHz, and makes an initial
selection. For example, it recognises muon pr from the RPCs and TGCs,
and accepts electrons, hadrons and jets from the calorimeter system. The
latency of L1 is the time between pp collisions and the time at which the
decision of L1 is available for the next level, Level-2 (L2), which is 2.5 pus.
Therefore, in this small time L1 decides whether to send this information

to L2 or not.

The selection criteria of L2 trigger are based on the information
provided by L1, called Regions-of-Interest (Rols). A Rol information can
include various parameters such as pr, missing transverse energy E1 and
the positions of particles in (1,¢). Along with the L1-Rol, the L2 trigger
uses some additional Rols with some tighter cuts to process an event in less
than 40 ms, and reduces the trigger rate to ~ 3.5 kHz. The Event Filter
(EF) is the last stage of the online trigger system, which also uses Rol. The
EF reduces the event rate to 200 Hz and processes an event on the order of
1 s, and therefore has an ability to run a complex analysis on the data due
to the longer processing time available. The EF is able to filter events with
respect to different physics needs, for example events with high pr jets are
used for this analysis. Finally, these events are written out to mass storage

for offline analysis.
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Chapter 4

Analysis

In this chapter, the search for microscopic black holes in multijet final states
for pp collisions with 8 TeV centre of mass energy at the LHC, using the
ATLAS 2012 data, is presented. The study is mainly data-driven, but uses
corrections derived from MC-simulations (MCs) of QCD. The black hole
search in this analysis is based on low-scale gravity models which predict
production of non-perturbative gravitational states, such as black holes in

high energy particle collisions at the LHC [66].

4.1 Introduction

According to low-scale gravity models, the hierarchy problem (described in
chapter 1) can be solved when the fundamental gravitational scale reduces
to the order of the electroweak scale. As a consequence, the production
of black holes or string balls may occur at the LHC with masses much
higher than the fundamental gravitational scale. Once produced, the mi-
croscopic black holes at the LHC will act like classical thermal states and
quickly decay to a large number of particles (high multiplicity) with high
pr. As discussed in sbusection 2.4.4 and section 2.5 that the black hole
decay mainly leads to the production of jets of hadrons in the detector.
Therefore, high p; multijet final states are chosen as a potential signal for

the microscopic black holes.

49



1092

1093

1094

1095

1096

1097

1098

1099

1100

1101

1102

1103

1104

1105

1106

1107

1108

1109

1110

1111

1112

1113

1114

1115

1116

1117

1118

In this study, we look for high multiplicity multijet final states with
high pr. The suitable variable is the scalar sum of jet-pr (Hr = > pr).
For different jet multiplicity bins, the shape of the Hp distribution is ex-
pected to be the same because initial state radiation (ISR) and final state
radiation (FSR) are collinear in nature with respect to the incoming and
outgoing partons. The assumption of the Hp shape invariance for the
QCD-type events allows us to predict the QCD background for all the jet
multiplicities. Since microscopic black holes are expected to decay to high
jet multiplicities, the lowest multiplicity case of dijet is therefore chosen as
the control region. The most invariant sub-region of Hp with multiplicity
of the control region is defined as the normalisation region in the Hp dis-
tribution for all the jet multiplicities, where there are no black holes seen.
By using the shape invariance assumption and a fit-based technique, the
control region fits, along with the appropriate normalisation factors, are
applied to jet multiplicities larger than two in order to estimate the back-
ground in the signal region. By considering all the possible uncertainties
in the signal region, model-independent and model-dependent upper limits
are derived for the inclusive jet multiplicities N > 3,4, ..., 7. This analysis
method is adopted from the previous studies for microscopic black hole

searches in the ATLAS [67] and CMS [7-10] collaborations.

4.2  Monte Carlo Simulations

QCD multijet events constitute the dominant background in the search
region. PYTHIAS [68] and HERWIG++ [69] dijet MC samples are used
to study the main background. All other background contributions from
events such as tt, Z+jets, W+jets, di-boson (ZZ, WW, WZ) and ~+jets
are considerably small and can be ignored [7,8,10]. Detailed descriptions

of generated dijet samples will be illustrated in next subsection.
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All the MC samples are passed through a full simulation of the
ATLAS detector [70] using GEANT4 [71]. All the MC simulated data
samples used in this analysis have been produced centrally by the ATLAS
collaboration for 8 TeV centre of mass energy in order to compare with the
ATLAS 2012 data. The MC simulated data is also corrected with respect
to pileup effects (described in Appendix E) in the 2012 data. Finally, the
MC events are reconstructed and analyzed with the same procedures as

used on the data.

4.2.1 QCD Background Samples

The baseline simulated QCD MC samples are generated using PYTHIAS
implementing leading-order (LO) perturbative QCD matrix elements for
2 — 2 processes and pp-ordered parton showers calculated in a leading log-
arithmic approximation with the ATLAS AU2 tune [72] and the CT10 PDF
set [73]. Effectively, these samples are generated for eight different leading
jet pr regions based on their cross sections covering the entire pr spectrum
accessible by the ATLAS detector. The PYTHIA8 MC samples produced
for different leading jet pr slices are named as JZOW, JZ1W, ..., JZTW ,
and also called J-samples. At the generator level, events are filtered by the
pr cut corresponding to each J-sample. The efficiency of this cut is known
as the filter efficiency. The dataset identifiers (DSIDs), number of events,
pr ranges, cross sections and the filter efficiencies for all the J-samples are

given in Table 4.1.

Similarly, HERWIG++ [69] is used to produce another type of base-
line QCD events for 2 — 2 processes with the EE3 tune [74] and the
CTEQG6L1 PDF set [75]. Different slices with corresponding DSIDs based
on their cross sections and filter efficiencies are shown in Table 4.2. All the

specifications of both the QCD MC events are also compared in Table 4.3.
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| DSID | Slice | Events | pr [TeV] | Cross section [fb] | Filter Efficiency |

147910 | JZOW | 1500000 | 0-0.02 7.3 x 108 9.9 x 107!
147911 | JZ1W | 1599994 | 0.02-0.08 7.3 x 1013 1.3 x 1074
147912 | JZ2W | 5999034 | 0.08-0.2 2.6 x 101 4.0 x 1073
147913 | JZ3W | 5977254 | 0.2-0.5 5.4 x 108 1.2 x 1073
147914 | JZ4W | 5997214 | 0.5-1.0 6.4 x 108 7.1 x 1074
147915 | JZ5W 12996082 | 1.0-1.5 4.0 x 10* 2.2 x 1073
147916 | JZ6W | 2993651 | 1.5-2.0 4.2 x 102 4.7 x 107
147917 | JZ7TW 12991955 | >2.0 4.1 x 10! 1.5 x 1072

Table 4.1: PYTHIAS dijet MC weighted samples with their corresponding
dataset identifier (DSID), name of the sample (Slice), number of events,
pr range, cross section and the efficiency of the kinematic filter at the
generator level (Filter Efficiency) are shown.

For both the PYTHIA8 and HERWIG++ MCs, all the J-samples (pr
slices) need to be properly weighted and combined together in order to
obtain the whole pr spectrum. A J-sample can be weighted corresponding
to its filter efficiency ep, cross section o, weight of each event and the total

number of events as following

erp X 0 X Event weight

Weight = (4.1)

Number of events

The above pr slice weight is applied on an event by event basis for each
J-sample. Finally, all the weighted samples are combined to obtain a full

pr distribution in order to compare it with the data distribution.

4.3 Trigger

The selection of a trigger is the starting point of an analysis, as it decides
whether to reject an event or keep it for the analysis. Different types of trig-
gers are designed based on objects (electrons, photons, muons, jets, etc.)
and physics needs. Since Hr is the key variable of this analysis, and micro-
scopic black hole signals are expected to lie in the high Hp region, a trigger

requiring high pr jets and high Hy would be suitable for this analysis. The
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| DSID | Slice | Events | Cross section [fb] | Filter Efficiency |

159110 | JZOW | 1399998 1.2 x 10® 9.9 x 107!
159111 | JZ1W | 1399897 3.6 x 10'2 1.4 x 1073
159112 | JZ2W | 1399993 1.9 x 1010 2.6 x 1073
159113 | JZ3W | 1399680 3.6 x 108 8.5 x 1074
159114 | JZ4W | 1399665 4.2 x 108 5.4 x 1074
159115 | JZ5W | 399490 8.3 x 10* 5.5 x 107*
159116 | JZ6W | 1389845 5.8 x 103 2.0 x 1074
159117 | JZ7TW | 1396932 6.5 x 102 5.7 x 1074

Table 4.2: HERWIG++ dijet MC weighted samples with their corresponding
dataset identifier (DSID), name of the sample (Slice), number of events,
cross section and the efficiency of the kinematic filter at the generator level
(Filter Efficiency) are shown.

| Generator | PYTHIAS | HERWIG++
Process dijet dijet
Matrix PYTHIAS | HERWIG++
Hadronisation PYTHIAS | HERWIG++
Underlying Event | PYTHIAS | HERWIG++
ATLAS Tune AU2 EE3
PDF Set CT10 CETQ6L1

Table 4.3: Matrix element generator, hadronisation generator, underlying
event generator, ATLAS tune and parton distribution function (PDF) set
is shown for both PYTHIAS and HERWIG++ QCD dijet MC events.
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EF_j170_adtchad_ht700 trigger fulfills the need of this study by requiring at
least one reconstructed hadronic jet of pr > 170 GeV and Hy > 700 GeV
at the EF level. The term adtchad stands for a hadronic (had) jet, which
is reconstructed from topological clusters (tc) [76] of calorimeters by using
an anti-kt algorithm [77] with a distance parameter R = 0.4 (ad) [77,78].
The trigger efficiency has been studied as a function of the leading jet pr
and Hp with respect to the reference trigger EF_j110_adtchad. If the main
trigger EF_j170_adtchad_ht700 and the reference trigger EF_j110_adtchad
are represented as “A” and “B”, respectively, then the trigger efficiency for

a variable is calculated as

ANB
5

Trigger Efficiency = (4.2)

The trigger efficiency as a function of the leading jet pr and Hp is shown
in Figure 4.1. The correlation between the two variables shows that the
fully efficient region of the trigger can be obtained for Hy > 0.9 TeV.
Furthermore, the trigger efficiency as a function of the leading jet pr and
H7 is shown independent of each other in Figure 4.2, which confirms the Hrp
threshold for the plateau region. Further details on the trigger efficiency

are shown in Appendix B.

4.4 Data Selection

The analysis is performed over the full 2012 data set of pp collisions at
Vs = 8 TeV collected by the ATLAS detector, corresponding to an in-
tegrated luminosity of 20.3 fb~!. The data for the year are divided into
different data periods, e.g., period-A, period-B, and so on, corresponding
to certain time spans of data-taking. A data period consists of the data
runs which are made according to the stability of beam conditions at the
LHC and detectors collecting the data. A run is further divided into lumi-

blocks tagged with numbers called lumi-block numbers (Ibn). The length
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Figure 4.1: The EF_j170_adtchad_ht700 trigger efficiency versus leading jet
pr and Hp, with respect to the reference EF_j110_adtchad trigger.

of each lumi-block is on the order of a few minutes and contains several
data events. The reason for dividing the data into runs and lumi-blocks is
to create a computing ease to deal with the problematic parts of the data
with respect to their time stamps while doing the offline analysis. These
affected data may arise because of several factors while data-taking. For
example, hardware issues in detectors because of the intense radiation envi-
ronment or any other reason like electronic noise, non-collision and cosmic
ray background, etc. can be sources of bad data collected during collisions.
In order to discard the bad data, different physics groups in the ATLAS

collaboration define good run lists according to their analysis requirements.

The data is then stored in different formats for offline analyses. The
ATLAS physics groups make their own short formatted data sets by filtering
the raw data according to their physics needs. Furthermore, the data events

are filtered using standard event cleaning criteria.
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4.4.1 Event Selection

All the good runs and lumi-blocks for the ATLAS 2012 data are used.
Events are required to have a reconstructed primary vertex associated with
at least two tracks. The data events are only considered when the trigger
system, tracking detectors, calorimeters and magnets were operating at
the nominal conditions. More details on event selection can be found in

Appendix C.

4.4.2 Jet Selection

This study is mainly focused on multijet final states. Well-reconstructed
hadronic jets, along with the jets which are made due to photons and
electrons, are used. Since microscopic black holes are expected to decay
predominately to SM particles. By considering multijet final states most
of the potential black hole signatures are taken into account. Moreover,
since the jets from electrons and photons are not identified as different
objects than the hadronic jets there is no concern for object double count-
ing. Therefore, this multijet analysis that does not identify other objects

considerably simplifies the search method.

In the ATLAS data, jets are reconstructed using the anti-kt clus-
tering algorithm with different values of jet distance parameter [77,78].
Anti-kt jets with a distance parameter R = 0.4 made up of topological
calorimeter clusters with a positive energy are used. Furthermore, local
cluster weighting (LCW) calibration is used for the jets, which can distin-
guish between electromagnetic and hadronic jets to apply the appropriate
corrections accordingly, greatly improving the jet energy resolution. The
jet pr measurement is further improved by applying offline calibrations and
corrections based on different factors such as pseudorapidity, transverse en-

ergy and momentum, event topology and event pileup effects [79]. All good
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jets (shown in appendix C.1.4), defined by the percentage of tracks in the jet
originating from the vertex, are used. Furthermore, jets with pr > 50 GeV
are selected to minimize pileup effects. The detailed description of the event
pileup and choice of pr > 50 GeV is mentioned in appendix E. In order to
obtain the well-measured jets, only jets reconstructed in the central region

of the ATLAS detector, i.e. |n| < 2.8, are chosen.

For different jet multiplicities (N = 2,3,...,7) the jet pr and 7
distributions are shown in Figures 4.3 and 4.4, respectively. Both the p; and
7 distributions for the ATLAS 2012 data are compared with PYTHIA8 and
HERWIG++ MCs. For a given jet multiplicity, the dijet MC distributions
are normalized with respect to the area under the data curve. For the
jet pr, both PYTHIA8 and HERWIG++ MCs agree with the data to within
30% and are also in good agreement to each other. However, for the jet
n, from the data to MC ratio at the bottom of each plot in Figure 4.4,
the agreement of the data with PYTHIA8 MC is better than the data with

HERWIG++ MC.

4.5 Data Characteristics

Hr is the main variable of this analysis, constructed from the scalar sum
of pr of jets with pr > 50 GeV and pseudorapidity |n| < 2.8, summarized
as

Hp = ZpT for pr > 50 GeV and |n| < 2.8. (4.3)

The Hrp variable is directly formed from the jet pr which have good agree-
ment between the data and the MCs, as shown in Figure 4.3. Therefore,
the disagreement of the data and MCs for the n distributions, shown in
Figure 4.4, does not affect the analysis strategy. Furthermore, some other
jet kinematic variables, the leading jet pr, the second leading jet pr and

the jet ¢, are shown in appendix D.
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Figure 4.3: The jet pr distributions for the exclusive jet multiplicities,
N = 2,3,...,7, for the ATLAS 2012 data, PYTHIAS (red) and HERWIG++
(blue) MCs. At the bottom of each plot, the ratio of the data to the MC
are shown for both the MCs.
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4.5.1 The Hy Distributions

In this multijet analysis searching for microscopic black hole, the Hy dis-
tributions play an important role. The comparison of the Hy distributions
for the ATLAS 2012 data, PYTHIAS and HERWIG++ MCs has been shown
in Figures 4.5 and 4.6 for the exclusive jet multiplicities, N = 2,3, ..,7, and
inclusive jet multiplicities, N > 2,3,...,7, respectively. From Figure 4.5,
for the exclusive jet multiplicities, the data and the MCs are within 20%
agreement, similar to the pr distributions (Figure 4.3), whereas the agree-
ment is improved for the inclusive jet multiplicities, as shown in Figure 4.6.
Since for the inclusive jet multiplicities, many jet multiplicities are consid-
ered at once with a lower threshold on jet multiplicity, e.g., N > 3. The
disagreements are therefore compensated to an extent in the Hp distribu-

tions.

The shapes of the Hy distributions are expected to be the same for
all types of multijet final states and this is the key assumption to estimate
the major QCD background in this study. The shape invariance of the
Hr distributions for different jet multiplicities, both for the inclusive and

exclusive multiplicity cases, will be examined in the next subsection.

4.5.2 Shape Invariance of Kinematic Distributions

The shape of the Hp distribution is considered to be invariant with the jet
multiplicity. The shape invariance is expected above an Hy value set by the
jet pr > 0.05 TeV selection, i.e., Hy > [N x 0.05] TeV. The multiplicity-
dependent onset for invariance can be observed if the Hp ratios of mul-
tiplicities N > 2 are inspected with respect to the case of two jets, i.e.
N = 2, as shown in Figures 4.7 and 4.8. The reason of choosing dijet case
as a benchmark case will be described at the end of this subsection. The

onset for invariance is different for different multiplicities, but to keep the
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Figure 4.6: The Hp distributions for the inclusive jet multiplicity cases,
N > 2,3,...,7, for the ATLAS 2012 data, PYTHIAS (red) and HERWIG++
(blue) MCs. At the bottom of each plot, the ratio of the data to the MC
are shown for both the MCs.
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background estimation procedure general, a common invariant region for
all the jet multiplicities is defined. From Figures 4.7 and 4.8, by consid-
ering all multiplicity cases under observation, the Hy > 1.7 TeV region is
chosen where the plateau is observed in the ratio plots. By ignoring the
Hr < 1.7 TeV region, some kinematical effects can be removed, but still
there are some non-invariance effects (negative slopes) for the Hy > 1.7 TeV
region. These non-invariant effects can be minimized by applying correc-
tions which will be discussed later in this section. After choosing the lower
Hyp threshold, different upper thresholds on the Hr ratios have been stud-
ied and the 1.7 < Hp < 2.4 TeV region is chosen as the flattest region in

the Hp ratios and is defined as the normalisation region.

In order to investigate the shape invariance of the Hy distribution, a
detailed study is performed in the normalisation region based on the flatness
of the ratio of the Hy distributions. The study of linear fitting and y?-tests
of the ratios for both the data and the QCD simulated background events
determine the flatness in the Hp ratio distributions. The linear fitting tests
in the normalisation region, for the exclusive and inclusive jet multiplicities,
are shown in Figures 4.9 and 4.10, respectively, for the ATLAS 2012 data,

PYTHIAS dijet and HERWIG++ dijet simulation samples.

The linear fits in the normalisation region shown in Figures 4.9 and
4.10 have different values of fitted slopes and chi-squares (x?) depending on
the jet multiplicity, giving valuable information about the shape invariance.
All the fit parameters are shown in Table 4.4 for the exclusive and inclu-
sive jet multiplicities, corresponding to the data and the QCD background
simulations. Ideally, the slope of the straight line fit over the ratio of the
Hyp distribution should exactly be consistent with zero for perfect shape
invariance of the Hr distributions, independent of the jet multiplicity. In

most cases, the fit slopes are not consistent with zero but very close to zero,
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Figure 4.7: The HY e’d are the Hpr ratios of the exclusive jet multiplicities
1=3,4,..,7 with respect to the reference jet multiplicity N = 2, shown for
the ATLAS 2012 data, PYTHIA8 and HERWIG++ MCs.
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Figure 4.8: The H} ml are the Hp ratios of the inclusive jet multiplicities
1> 3,4,..,7 with respect to the reference jet multiplicity N = 2, shown for
the ATLAS 2012 data, PYTHIA8 and HERWIG++ MCs.
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which indicates some non-invariant effects in the normalisation region, as
shown in Figure 4.11. In this figure, the slope trends have been shown for
the exclusive (top plot) and inclusive (bottom plot) jet multiplicities. The
effects from non-invariance are compensated to some extent in the inclusive
cases. This is one of the reasons that the model-independent limits calcu-
lated on the basis of shape invariance are more reliable for the inclusive
jet multiplicities. In Figure 4.11, the slopes shown for the Hp ratios are
computed from the jet multiplicities N > 2 with respect to the reference jet
multiplicity N = 2, for the data and the background MCs. Similarly, the
option of using the jet multiplicity N = 3 as the reference is also studied
to check the invariance of the Hp distributions for N > 3, as shown in
Figure 4.12. However, this search for microscopic black holes is more sen-
sitive for higher jet multiplicities, i.e. the probability of a black hole signal
is higher for N = 3 than N = 2. Moreover, the QCD background for dijet
case is also very well studied and no resonance has been observed [80-82].
Therefore, it is better to use the dijet case as the benchmark multiplicity
and apply non-invariance corrections to the estimated background in the

signal region.
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Figure 4.9: The H%‘Ql are the Hr ratios of the exclusive jet multiplicities
1 = 3,4,..,7 with respect to the reference jet multiplicity N = 2 in the
normalisation region 1.7 < Hp < 2.4 TeV, shown for the ATLAS 2012
data, PYTHIAS and HERWIG++ MCs.
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Figure 4.10: The H%[{g are the Hp ratios of the inclusive jet multiplicities
1 > 3,4,..,7 with respect to the reference jet multiplicity N = 2 in the
normalisation region 1.7 < Hp < 2.4 TeV, shown for the ATLAS 2012
data, PYTHIAS and HERWIG++ MCs.
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Figure 4.11: The slopes extracted from the straight line fit to the Hp
ratios, for the ATLAS 2012 data, PYTHIAS and HERWIG++ MCs in the
normalisation region 1.7 < Hr < 2.4 TeV. The top (bottom) plot shows
the slopes for the exclusive (inclusive) jet multiplicity ratios of N = 4,5,..,7
(N >3,4,...,7) to N = 2.
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Figure 4.12: The slopes extracted from the straight line fit to the Hp
ratios, for the ATLAS 2012 data, PYTHIAS and HERWIG++ MCs in the
normalisation region 1.7 < Hr < 2.4 TeV. The top (bottom) plot shows
the slopes for the exclusive (inclusive) jet multiplicity ratios of N = 4,5,..,7
(N >3,4,...,7) to N = 3.
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4.5.3 The Signal and the Control Regions

In this study, three mutually exclusive regions are defined: the control
region, the normalisation region and the signal region with respect to the

(N, Hr) variable space. The regions are defined as following;:

e control region: N = 2 and Hy > 1.7 TeV.
This region is well-described by SM processes, and no resonances or

threshold enhancements have been observed at the LHC.

e normalisation region: N > 2 and 1.7 < Hp < 2.4 TeV.
In this region, the Hp distribution for any jet multiplicity N > 2 is

normalized to the jet multiplicity N = 2.

e signal region: N > 2 and Hy > 2.4 TeV.

Only this region is searched for possible signals.

In summary, the control region does not contain any threshold en-
hancement or resonance and the SM processes are dominant in the region.
Moreover, microscopic black holes are expected to produce high multiplic-
ity final states. Therefore, in the multijet study, the choice of the dijet case
is safe for the control region. The flattest region in the Hp ratio is chosen
as the normalisation region, the sub-region of the control region with best
shape invariance. The flatness in the Hpr ratio ensures the control region
fit has a better background estimation for the signal region. To estimate
the background for N > 2 a normalisation factor is determined from the
normalisation region to normalize the control region fit. Finally, the sig-
nal region can be defined beyond the upper threshold of the normalisation

region.
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4.5.4 The Background Estimation

The QCD background is determined by using an ansatz fitting function,

- yp2tpslnz

/() : (4.4)

where pg, p1, p2 and ps are the fit parameters and * = Hr/+/s. The
function is fit to the Hp distribution for the data instead of xz. For a
physical background estimation from the Hp distributions, the function
should be continuously decreasing in an allowed range and have physical
values at the tail. This function was already used in invariant mass study
for the smooth SM dijet and y+jet backgrounds in different experiments
at both the Tevatron and LHC [80, 83, 84].

The parameter py acts as a normalisation factor and does not affect
the shape of the fit, but its value depends on the other fit parameters
which are highly correlated with the z-dependent factors in equation (4.4).
On the other hand, fits with the same shapes and different normalisation
factors will have identical p;, po and ps but different py. Therefore, pg > 0

is required to fit any Hp distribution for a shape-dependent analysis.

The factor (1 — x)P* in the numerator of equation (4.4) controls the
upper physical threshold of . Assuming p; > 0, the function vanishes
as © — 1, since no event can be produced above /s (x > 1). Hence, it
is appropriate to require p; > 0 to maintain the continuously decreasing
trend of the QCD background at high x. Furthermore, the function is not
required to fit a resonance or increase with Hy due to a non-perturbative

gravity signal. The function is designed to fit to the background only.

For the factor P22 in the denominator of equation (4.4), ps is
the relevant parameter as x — 0 because Inx — —o0 as x — 0. There are

two possibilities! for the function as z — 0 depending on the parameter ps.

I The possibility of ps = 0 is ignored because the function to fit the data has four
parameters, and requiring p3 = 0 changes the function.
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Fit poEApy | prEAp pa & Apy ps = Aps
parameters | 0.03 £+ 0.00 | 4.72 £+ 0.18 | 11.29 £+ 0.06 | 1.57 4+ 0.04

Table 4.5: The values of fit parameters (p;) along with errors (Ap;) for the

function f(x) = % fitted to the dijet Hr distribution for the ATLAS
2012 data.

The first possibility is that the function approaches infinity as x — 0, which
requires p3 < 0. The value of the function becomes non-physical at z = 0,
but it can be avoided by applying a small x cut-off in the experimental Hrp
distributions and the function remains physical in the measured x-range.
The second possibility is to have a function maximum in the 0 < =z < 1
range and a decreasing trend as x — 0 by requiring ps > 0 . The require-
ment does not remain physical and intuitive if the function peak lies within
the x-range under consideration. This possibility can only be taken into
account if the peak of the function lies below the minimum z of the experi-
mental Hy distributions. In conclusion, all the parameters are constrained
to have a monotonically decreasing function trend with a negative slope for
the xz-range under consideration. The values of all the fit parameters are
shown in the Table 4.5. In this study, the resulting experimental limits are
for the particular choice of the ansatz function similar to the choice of a

benchmark signal model.

The function in equation (4.4) is used to fit the control region only.
The shape of the control region fit is normalized based on the Hp distri-
butions in the normalisation region, which is used to determine the back-
ground shapes in the signal region. Using the observed number of events
compared to the predicted number of SM background events in the signal
region, upper limits are set on the production of new physics and micro-

scopic black holes.

The background prediction along with three sigma uncertainty band
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due to fit parameter errors is shown in Figures 4.13 and 4.14 for both the
exclusive and inclusive jet multiplicities. The three sigma uncertainty band
is shown because one and two sigma bands are too narrow to be seen clearly.
In these figures, there is an overestimation of background for most of jet
multiplicity cases in the signal region. In the next subsection, the source

of this problem and correction to the background estimation is discussed.

4.5.5 Correction to the Background Estimation

From Figures 4.7 and 4.8, the QCD MCs show non-invariant effects in the
Hp distributions. It can be concluded that the non-invariant effects are
causing an overestimation of the data-driven background in the signal re-
gion. Therefore, correction factors are derived from both the PYTHIAS and
HERWIG++ MCs and applied to the data-driven background to compensate
for the Hr non-invariance in the signal region. Any possible signal bias can
be avoided by using correction factors derived from the QCD MCs. The Hr
ratio for the MC distributions in the normalisation region can be written

as

1 HN>2 ,
[n?om. —Hg\,ﬁ] = [ax + b} e’ (4.5)
MC

is the normalisation factor measured in the nominal

nom

where ' = Hy, ny
normalisation region, i.e. 1.7 < Hpy < 2.4 TeV, and a and b are the
slope and intercept of the straight line, respectively. The straight line fit
[ax’ + blyc obtained from equation (4.5) is used as a correction factor
and applied to the background estimation. For the N > 2 background
estimation, by using the shape invariance assumption, the control region
fit is multiplied by a normalisation factor (as described in subsection 4.5.4),
le.

N>2 ____nom. - nom.p()(l_x)pl
773 (@) = nf™ fx) = n} “pripamz (4.6)

76



R R e R R R R EER R BRI I e e I R R B
105 2 10'8 hE
= s=8TeV, Ldt=20.3fb 1 E s=8TeV, Ldt =20.3 fb 3
[ Jets, p_>50 GeV, |n| <2.8 ] [ Jets, p_>50 GeV, [n| <28 ]
10 = Multiplicity, N = 2 E 1037 Multiplicity, N = 3 |
> 3 >"E 3
(o] C | (0] r |
T 1 - 1
S10%L i S ol 1
\10§ 3 \102? =
1%} I - (%] E =
R C ] 2 F ]
5.l I ?
10F 3 10- 3
[ -eData 1 :’Data ]
1 =#Background + 3o + H - 1 B Background + 3¢ =
S I S N S MU . N e SN I I a1 A N . N
2.0 25 3.0 3.5 4.0 4.5 5.0 2.0 25 3.0 3.5 4.0 4.5 5.0
H_[TeV] H_[TeV]
ST T T T T T T T T T
10 @ 14 -1 3
E s=8TeV, Ldt=20.3fb 3 F s =8TeV, Ldt=20.3fb 7
i Jets, p_>50 GeV. |n| <28 i s Jets,p_>50GeV. |n<28
10°L Multiplicity, N = 4 | 10 Multiplicity, N = 5 E
> " E E > B
(o} C ] (0} r 7
= L ] -+ B
- r b ~10°L a
S10° = B
172} E 4 172} C |
o E Qo T ]
G [ il |.|CJ1O§ E!
10 E F E
[ - Data ] 1 ;oData -
1 B Background * 3o + - F B Background * 3¢ E
N S I S (. e I N I S [ . NS
20 25 30 35 5.0 20 25 30 35 40 45 50
H_[TeV] H_[Tev]
e R R R R EE R R BRI I R A B B
e 1] 3 -
\s=8TeV, [ Ldt=203f0 | 10°F \s=8TeV, [ Ldt=203f =
10°F Jets, p_>50GeV, |n| <28 F Jets, p_>50 GeV, |n| <2.8 3
F Multiplicity, N = 6 3 L Multiplicity, N = 7 ]
> [ ] > 2
CRE 7 CR =
— =0 E E
~10 = = — = ]
=) E E =) L ]
173 r 4 » 3 i
2 7 1 £ 101 E
G 10F E g § * §
1 - Data T - 1= -eData 3
F B Background + 3o B [ B Background + 3o ]
P I SR IR o 1 . NI I RN RPN IR [P . (I
35 4.0 5.0 3.5 4.0 5.0
H_ [TeV] H_[TeV]

Figure 4.13: The background estimation for the Hp distributions with 3o
uncertainty, for the exclusive jet multiplicities N = 2,3,...,7.
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where f(x) is the function described in equation (4.4) used to fit the dijet
Hr distribution and f¥>?(x) is the same function multiplied by a normal-

nom.

isation factor (n}°™) used to determine the background for the jet mul-

N>2
CorT.

tiplicities N > 2. Now the corrected function () can be written as

S = £ [oo o] = B e ]

rp2+p3 Inz

where z = 2’ /v/s = Hy/+/s. Equation (4.7) illustrates that the data-driven
background for all the Hp distributions other than N = 2 is corrected by
the straight line parameters obtained from the Hp distributions for the
QCD MCs. If the background is corrected by PYTHIAS, then the slope
a = ap and intercept b = bp are extracted from the Hyp distributions for
the PYTHIA8 MC. Similarly, a = ay and b = by are the slope and intercept

corresponding to the straight line corrections based on HERWIG++ MC.

Finally, both the PYTHIAS and HERWIG++ MCs are used to ap-
ply a final correction on the data-driven background in the signal region.
The slope and intercept trends are averaged for both the MC distributions
as a = (ap + ay)/2 and b = (bp + by)/2. The uncorrected background
(Buncorr.), PYTHIAS corrected background (BY ), HERWIG++ corrected

COorr.

background (BE ), and combined PYTHIAS and HERWIG++ corrected

Corr.

]E;IVI(}

COrT.

background ( ) are shown in Figures 4.15 and 4.16, for the exclusive

and inclusive jet multiplicity cases.

The uncorrected background (Bypeorr.) 18 corrected by multiplying a
correction factor (CF) derived from the MC Hy distributions. The cor-
rected background can be expressed in terms of correction factors based on

PYTHIA8 MC, HERWIG++ MC and both the MCs as

BP = CFPBuncorr.7 BH = CFHBuncorr. and BMC = CFMCBuncorr.7 (48)

Ccorr. COorr. corr.
where CFY, CF! and CFMC are the correction factors derived from PYTHIAS,
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HERWIG++ and both the MCs, respectively. The uncertainty due to this

correction will be discussed in the next section 4.6.

4.6 Systematic Uncertainties

In this multijet search for microscopic black holes, the main QCD back-
ground is directly estimated from the data on the basis of a shape invariance
assumption using the ansatz fitting function described in subsection 4.5.4.
The ansatz function used in this study is a choice to fit the data. There
may be a different arbitrary function that fits the data as well. Therefore,
a particular choice of an ansatz function may lead to a systematic uncer-
tainty. There are two approaches to handle the systematic uncertainty due
to the choice of a specific function. The first approach is to not consider this
type of systematic uncertainty and understand the resulting experimental
limits based on the particular function. This method is similar to choosing
a benchmark signal model for a study, i.e. the ansatz of new physics. The
second approach is to use two alternative functions, one that gives larger
results while the other gives lower results when compared to the nominal
function. This takes the uncertainty due to the choice of function into ac-
count. The amount of uncertainty depends again on the choice of the two
alternative functions out of many arbitrary choices. In this analysis, the

first approach is adopted.

The largest uncertainty involved in the background estimation arises
due to the MC-based corrections to the non-invariant effects in the Hp dis-
tributions for different jet multiplicities. The background estimation in
the signal region also has uncertainties related to the relative differences
from the choice of the normalisation region. Different normalisation ranges
will result in different values of normalisation factors and, hence, the back-

ground estimation.
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Figure 4.15: The Hp distributions in the signal region, for the exclusive
jet multiplicities N = 3,4, ..,7, and the background estimations from the
uncorrected fit (Buncorr.), HERWIG++ MC corrected fit (B ), PYTHIAS

MC corrected fit (BY

COorr.

(BMC ) "are shown for the ATLAS 2012 data.

corr.
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Figure 4.16: The Hy distributions in the signal region, for the inclusive
jet multiplicities N > 3,4, ..,7, and the background estimations from the
uncorrected fit (Buncorr.), HERWIG++ MC corrected fit (B ), PYTHIAS

corr.

MC corrected fit (BE ) and the corrected fit based on both the MCs

COorr.

(BMC ) "are shown for the ATLAS 2012 data.
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Finally, the typical jet energy uncertainties due to the jet energy
resolution (JER) [85] and the jet energy scale (JES) [86] also affect the
background estimation. The jet energy uncertainties are comparatively
smaller than the uncertainties due to corrections to the non-invariant Hp
shapes and larger than the uncertainties due to the choice of the normal-
isation region. Overall, there are three types of systematic uncertainties

involved in this study:
e Corrections to non-invariance,
e Choice of normalisation region, and
e Jet energy uncertainties.

By using all these systematic uncertainties, the model-independent and
model-dependent limits are calculated, shown in the next section. Micro-
scopic black holes are expected to produce a range of jet multiplicities
instead of biasing towards any particular multiplicity. It is therefore more
intuitive to consider the inclusive jet multiplicities only, i.e. N > 3.4,...,7,
for the limit calculations. Also, the large effect of jet migrations from one
multiplicity bin to another due to the above-mentioned uncertainties can
greatly be suppressed by using the inclusive jet multiplicities. Furthermore,
the shape invariance in the normalisation region is better for the inclusive
jet multiplicities, which results in reducing all the uncertainties. Therefore,
the systematic uncertainties will be described in the following subsections

only for the inclusive jet multiplicities.

4.6.1 Corrections to Non-Invariance

The MC-based corrections applied to the data-driven background, to com-
pensate the non-invariant effects, introduce the largest uncertainty in this

study. These corrections are derived from the straight line fits to the Hp
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ratios in the signal region for the dijet MCs, as described in the subsec-
tion 4.5.5. The overall systematic uncertainty due to these corrections to
the non-invariance would involve the statistical uncertainty measured from
errors on fit parameters and the systematic uncertainty measured from
the difference between the fit parameters of the straight lines for the two
MCs. The systematic uncertainty due to corrections to the non-invariance
(AB¥5t) is the ratio of the difference between the straight line fits to the

sum of the straight line fits of two MCs over all the Hry bins of the signal

region, i.e.

ABSYst — Z |(a’P + be,) B (G’H + be,)‘ (4 9)
corr. (ap—i-bpl’,) +(aH+be/> ) .

HreSR
where 2 = Hy while ap(ay) and bp(by) are the intercept and slope of the

straight line fits corresponding to the PYTHIAS (HERWIG++) MCs. The

statistical uncertainty due to corrections to the non-invariance (ABS&t-)

from these fits is written as
1
AB: =5 S or lonl (1.10)
}{j"éf;}{

where op and oy are the one sigma fit errors corresponding to PYTHIAS
and HERWIG++, respectively. The total uncertainty on the estimated back-
ground due to corrections to the effects from non-invariance (AB ) de-

COorr.

rived from both the MCs in the signal regionsignal region, is written as

ABR (%) = \/ (ABstat-)2 + (AB)? x 100. (4.11)
For different lower thresholds (HM™) of the signal regions, the number of
entries for the data, uncorrected background (Byncorr.), PYTHIAS correction
factor (CF?), HERWIG++ correction factor (CFH), correction factor derived
from both the MCs (CFM®), and the uncertainties (ABS®: ABSSt and

corr.’ corr.

AB ) due to CFMC shown in Tables 4.6 to 4.10 for the inclusive jet

corr.

multiplicities N > 3,4, ..., 7, respectively.
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Hp™ | Data | Buncor. | CF” | CFH | CFMC | ABIR: (%) | ABIR: (%) | ABgh:. (%)
2.4 | 4812 | 5451.76 | 0.89 | 0.94 | 0.92 9.32 10.15 13.78
2.5 | 3181 |3723.96 | 0.88 | 0.93 | 0.90 8.95 10.50 13.80
2.6 | 2168 | 2556.31 | 0.86 | 0.92 | 0.89 8.61 10.86 13.86
2.7 | 1455 1762.81 | 0.84 | 0.92 | 0.88 8.28 11.23 13.95
2.8 | 1008 | 1220.76 | 0.83 | 0.91 | 0.87 7.98 11.60 14.08
2.9 | 670 | 848.68 | 0.81 | 0.90 | 0.86 7.70 11.98 14.24
3.0 | 446 | 592.11 [ 0.79 | 0.89 | 0.84 7.43 12.36 14.42
3.1 | 321 | 41445 [ 0.78 | 0.89 | 0.83 7.18 12.75 14.64
3.2 | 221 | 290.95 | 0.76 | 0.88 | 0.82 6.95 13.15 14.87
3.3 | 151 | 204.79 | 0.75 | 0.87 | 0.81 6.73 13.55 15.13
3.4 96 | 144.48 | 0.73 | 0.86 | 0.80 6.53 13.96 15.41
3.5 66 | 102.15 [ 0.71 | 0.86 | 0.79 6.33 14.37 15.70
3.6 47 72.34 | 0.70 | 0.85 | 0.77 6.14 14.79 16.02
3.7 32 51.30 | 0.68 | 0.84 | 0.76 5.94 15.22 16.34
3.8 20 36.42 | 0.67 | 0.84 | 0.75 5.75 15.66 16.68
3.9 11 25.88 |0.65|0.83 | 0.74 5.55 16.10 17.03
4.0 4 18.39 | 0.64 | 0.82| 0.73 5.34 16.56 17.40
4.1 2 13.07 | 0.62 | 0.81 | 0.72 5.12 17.01 17.77
4.2 1 9.28 |0.61|081| 0.71 4.89 17.48 18.15
4.3 0 6.58 |0.59|0.80| 0.70 4.64 17.96 18.55
4.4 0 4.66 | 0.58 | 0.79 | 0.69 4.37 18.44 18.95
4.5 0 3.28 1056 |0.79 | 0.67 4.08 18.93 19.37
4.6 0 231 055078 | 0.66 3.78 19.44 19.80
4.7 0 1.61 |0.53|0.77 | 0.65 3.45 19.95 20.24
4.8 0 1.11 [ 0.52 | 0.77 | 0.64 3.10 20.47 20.70
4.9 0 0.76 |0.51|0.76 | 0.63 2.72 20.99 21.17
5.0 0 0.50 | 0.50 | 0.76 | 0.63 2.33 21.53 21.66

Table 4.6: Number of entries for the data and uncorrected background (Buncorr.), are
shown for the jet multiplicity N > 3. The correction factors based on PYTHIAS MC
(CF?), HERWIG++ MC (CFH) and both the MCs (CFM€), are shown corresponding to

the minimum Hr thresholds (H2™). The uncertainties (
ABSt and total ABEE

corr.

min
Hpin,

corr.
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statistical ABStat:

corr.’

) due to the correction factor CFMC | are also shown for each

systematic




Hp™ | Data | Buncor. | CF” | CFH | CFMC | ABIR: (%) | ABIR: (%) | ABgh:. (%)
2.4 | 3121 ]3590.82 | 0.88 | 0.94 | 0.91 11.23 12.85 17.07
2.5 | 2061 | 2452.80 | 0.86 | 0.93 | 0.89 10.78 13.32 17.14
2.6 | 1398 | 1683.72 | 0.84 | 0.92 | 0.88 10.36 13.80 17.25
2.7 | 928 |1161.08 | 0.82 | 0.91 | 0.87 9.96 14.28 17.42
2.8 | 648 | 804.06 | 0.80 | 0.90 | 0.85 9.59 14.78 17.62
2.9 | 433 | 558.98 [ 0.78 | 0.90 | 0.84 9.25 15.28 17.86
3.0 | 290 | 389.99 | 0.77 | 0.89 | 0.83 8.92 15.80 18.14
3.1 | 206 | 27298 | 0.75 | 0.88 | 0.81 8.62 16.32 18.46
3.2 | 139 | 191.63 | 0.73 | 0.87 | 0.80 8.34 16.86 18.81
3.3 96 | 134.89 [ 0.71 | 0.86 | 0.79 8.07 17.40 19.18
3.4 62 95.17 1 0.69 | 0.85 | 0.77 7.81 17.96 19.58
3.5 40 67.28 | 0.67 | 0.85 | 0.76 7.57 18.52 20.01
3.6 25 47.65 | 0.65]0.84 | 0.75 7.33 19.10 20.46
3.7 17 33.79 10.64|0.83| 0.73 7.09 19.69 20.93
3.8 9 2399 |0.62|0.82| 0.72 6.85 20.30 21.42
3.9 4 17.04 | 0.60 | 0.81 | 0.71 6.61 20.91 21.93
4.0 1 12.11 | 0.58 | 0.81 | 0.69 6.36 21.54 22.46
4.1 0 8.61 | 0.56 | 0.80 | 0.68 6.09 22.18 23.00
4.2 0 6.11 | 0.54|0.79 | 0.67 5.81 22.84 23.56
4.3 0 4.33 10.53]0.78 | 0.65 9.51 23.50 24.14
4.4 0 3.07 051|077 | 0.64 5.19 24.19 24.74
4.5 0 216 | 049 |0.77 | 0.63 4.85 24.89 25.36
4.6 0 1.52 | 0.48|0.76 | 0.62 4.48 25.60 25.99
4.7 0 1.06 | 0.46 | 0.75 | 0.61 4.09 26.34 26.65
4.8 0 0.73 044 |0.74| 0.59 3.67 27.08 27.33
4.9 0 0.50 | 043]0.74| 0.58 3.23 27.85 28.04
5.0 0 0.33 | 042|073 | 0.57 2.76 28.63 28.77

Table 4.7: Number of entries for the data and uncorrected background (Buncorr.), are
shown for the jet multiplicity N > 4. The correction factors based on PYTHIAS MC
(CF?), HERWIG++ MC (CFH) and both the MCs (CFM€), are shown corresponding to

the minimum Hr thresholds (H2™). The uncertainties (
ABSt and total ABEE

corr.

min
Hpin,

corr.
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statistical ABStat:

corr.’

) due to the correction factor CFMC | are also shown for each

systematic




Hp™ | Data | Buncor. | CF” | CFH | CFMC | ABIR: (%) | ABIR: (%) | ABgh:. (%)
2.4 |1675]1915.29 | 0.88 | 0.96 | 0.92 14.44 16.25 21.74
2.5 | 1134 | 1308.28 | 0.86 | 0.95 | 0.90 13.86 16.85 21.82
2.6 | 770 | 898.07 [ 0.84 | 0.94 | 0.89 13.31 17.46 21.96
2.7 | 500 | 619.30 | 0.81 | 0.93 | 0.87 12.80 18.09 22.16
2.8 | 345 | 428.87 [ 0.79 | 0.92 | 0.86 12.31 18.73 22.41
2.9 | 230 | 298.15 [ 0.77 | 0.91 | 0.84 11.86 19.38 22.72
3.0 | 156 | 208.02 [ 0.75 | 0.90 | 0.83 11.43 20.04 23.07
3.1 | 106 | 145.60 | 0.73 | 0.89 | 0.81 11.03 20.73 23.48
3.2 75 | 102.21 [ 0.71 | 0.89 | 0.80 10.65 21.42 23.93
3.3 50 71.95 | 0.68 | 0.88 | 0.78 10.30 22.13 24.41
3.4 31 50.76 | 0.66 | 0.87 | 0.77 9.96 22.86 24.94
3.5 19 35.89 |0.64|0.86 | 0.75 9.63 23.61 25.50
3.6 12 2541 10.62 0.8 | 0.74 9.32 24.37 26.09
3.7 9 18.02 | 0.60 | 0.84 | 0.72 9.01 25.15 26.72
3.8 5 12.80 | 0.58 | 0.83 | 0.71 8.70 25.96 27.37
3.9 3 9.09 |0.56|0.82| 0.69 8.38 26.78 28.06
4.0 1 6.46 | 0.54 | 0.82| 0.68 8.05 27.62 28.77
4.1 0 459 10.52|0.81| 0.66 7.71 28.48 29.50
4.2 0 3.26 | 0.50 | 0.80| 0.65 7.34 29.36 30.27
4.3 0 231 |048]0.79 | 0.63 6.96 30.27 31.06
44 0 1.64 |0.46 | 0.78 | 0.62 6.55 31.20 31.88
4.5 0 1.15 | 0.44 | 0.77 | 0.61 6.12 32.15 32.73
4.6 0 0.81 | 042|077 | 0.59 5.65 33.13 33.61
4.7 0 0.56 | 040 |0.76 | 0.58 5.16 34.14 34.52
4.8 0 0.39 |038]|0.75| 0.57 4.63 35.17 35.47
4.9 0 0.27 1036 |0.74 | 0.55 4.07 36.23 36.46
5.0 0 0.18 |0.35|0.74| 0.54 3.48 37.32 37.49

Table 4.8: Number of entries for the data and uncorrected background (Buncorr.), are
shown for the jet multiplicity N > 5. The correction factors based on PYTHIAS MC
(CF?), HERWIG++ MC (CFH) and both the MCs (CFM€), are shown corresponding to

the minimum Hr thresholds (H2™). The uncertainties (
ABSt and total ABEE

corr.

min
Hpin,

corr.

statistical ABStat:

corr.’

systematic

) due to the correction factor CFMC | are also shown for each
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Hi™ | Data | Buncorr. | CFV | CF™ | CFMC | ABZRL (%) | ABER (%) | ABGL:. (%)
24 | 764 | 845.88 | 0.89 | 0.99 | 0.94 21.67 19.62 29.23
2.5 | 522 | 577.80 | 0.87 | 0.98 | 0.93 20.77 20.35 29.08
2.6 | 354 | 396.63 | 0.84 | 0.97 | 0.91 19.93 21.09 29.02
2.7 | 233 | 273.51 | 0.82 ] 0.96 | 0.89 19.14 21.85 29.05
2.8 | 160 | 189.41 | 0.79 | 0.96 | 0.87 18.39 22.63 29.16
29 | 107 | 131.68 | 0.77 | 0.95 | 0.86 17.68 23.43 29.35
3.0 65 91.87 [ 0.74 | 0.94 | 0.84 17.02 24.25 29.62
3.1 44 64.30 | 0.721 0.93 | 0.82 16.40 25.08 29.97
3.2 27 45.14 1 0.70 | 0.92 | 0.81 15.82 25.94 30.38
3.3 19 31.77 10.67]0.91 | 0.79 15.27 26.82 30.86
3.4 11 22.42 10.65|0.90 | 0.77 14.74 27.73 31.40
3.5 8 15.85 | 0.62 | 0.89 | 0.76 14.24 28.65 32.00
3.6 4 11.22 | 0.60 | 0.88 | 0.74 13.76 29.61 32.65
3.7 3 796 |0.58|0.87 | 0.72 13.28 30.58 33.34
3.8 1 5.65 055|086 | 0.71 12.81 31.59 34.08
3.9 1 4.02 |0.53]0.85| 0.69 12.33 32.62 34.87
4.0 0 285 |0.51 084 | 0.67 11.83 33.68 35.70
4.1 0 2.03 048|083 | 0.66 11.32 34.77 36.57
4.2 0 1.44 |0.46 | 0.82 | 0.64 10.79 35.89 37.48
4.3 0 1.02 |0.44]0.81 | 0.62 10.22 37.05 38.43
4.4 0 0.72 0411080 | 0.61 9.62 38.24 39.43
4.5 0 0.51 ]0.39|0.80| 0.59 8.98 39.46 40.47
4.6 0 0.36 | 0.37]0.79 | 0.58 8.30 40.73 41.56
4.7 0 0.25 |0.35]0.78 | 0.56 7.57 42.03 42.71
4.8 0 0.17 ]0.33]0.77 | 0.55 6.80 43.37 43.90
4.9 0 0.12 | 0.31]0.76 | 0.54 5.98 44.76 45.16
5.0 0 0.08 |0.29]0.76 | 0.52 5.11 46.19 46.47

Table 4.9: Number of entries for the data and uncorrected background (Buncorr.), are
shown for the jet multiplicity N > 6. The correction factors based on PYTHIAS MC
(CF?), HERWIG++ MC (CFH) and both the MCs (CFM€), are shown corresponding to

the minimum Hr thresholds (H2™). The uncertainties (
ABSt and total ABEE

corr.

min
Hpin,

corr.
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corr.’

) due to the correction factor CFMC | are also shown for each

systematic




Hi™ | Data | Buncorr. | CFV | CF™ | CFMC | ABZRL (%) | ABER (%) | ABGL:. (%)
24 | 296 | 308.81 | 0.92 | 1.07 | 0.99 36.96 23.02 43.54
25 | 196 | 21094 | 0.89 | 1.06 | 0.98 35.37 23.82 42.64
2.6 | 138 | 144.80 | 0.86 | 1.05 | 0.96 33.87 24.64 41.88
2.7 86 99.85 |0.84 | 1.04 | 0.94 32.45 25.48 41.26
2.8 62 69.15 | 0.81 | 1.03 | 0.92 31.11 26.35 40.77
2.9 44 48.07 | 0.78 | 1.01 | 0.90 29.85 27.23 40.41
3.0 24 33.54 | 0.76 | 1.00 | 0.88 28.67 28.14 40.18
3.1 18 23.48 [0.73]0.99 | 0.86 27.56 29.08 40.06
3.2 10 16.48 | 0.70 | 0.98 | 0.84 26.51 30.04 40.06
3.3 7 11.60 | 0.68 | 0.97 | 0.82 25.52 31.02 40.17
3.4 3 8.18 | 0.65]0.96 | 0.80 24.59 32.04 40.39
3.5 2 5.79 10.62|095| 0.79 23.70 33.08 40.69
3.6 2 410 ]0.60 | 0.94 | 0.77 22.84 34.15 41.09
3.7 2 291 10571093 | 0.75 22.01 35.26 41.56
3.8 1 206 |0.55|092]| 0.73 21.19 36.39 42.11
3.9 1 1.47 |0.52]0.90 | 0.71 20.37 37.57 42.73
4.0 0 1.04 |0.49]0.89 | 0.69 19.53 38.77 43.42
4.1 0 0.74 |0.47]0.88 | 0.68 18.67 40.02 44.16
4.2 0 0.53 | 044|087 | 0.66 17.78 41.30 44.97
4.3 0 0.37 |042]0.86| 0.64 16.84 42.63 45.83
4.4 0 0.26 |0.39]0.85| 0.62 15.85 43.99 46.76
4.5 0 0.19 037|084 | 0.61 14.79 45.41 47.76
4.6 0 0.13 035|083 | 0.59 13.67 46.87 48.82
4.7 0 0.09 |0.32]0.82]| 0.57 12.48 48.38 49.96
4.8 0 0.06 | 0.30|0.81| 0.56 11.21 49.94 51.19
4.9 0 0.04 |0.28|0.81| 0.54 9.86 51.56 52.50
5.0 0 0.03 |0.26 | 0.80 | 0.53 8.44 53.24 53.90

Table 4.10: Number of entries for the data and uncorrected background (Bupcorr.), are
shown for the jet multiplicity N > 7. The correction factors based on PYTHIAS MC
(CF?), HERWIG++ MC (CFH) and both the MCs (CFM€), are shown corresponding to

the minimum Hr thresholds (H2™). The uncertainties (
ABSt and total ABEE

corr.

min
Hpin,

corr.
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statistical ABStat:

corr.’

) due to the correction factor CFMC | are also shown for each

systematic
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4.6.2 Choice of Normalisation Region

The ansatz function f(x) is only used for the baseline case of multiplicity
two. For all other multiplicities, N > 2, the same function is normalized
to determine the number of background events in the signal region, i.e.
SN2 (x) = nio™ f(z) (shown in equation 4.6). The nominal normalisation

™ measured in the normalisation region is used to normalize the

factor n°
f(x) to the fN¥>2(x). The sensitivity of the normalisation factor has been
studied by sliding the upper and lower boundaries of the nominal normal-
isation region by 0.1 TeV on either side. The normalisation factor ny is
measured in different normalisation ranges and compared with the n*™.
The normalisation factor ny corresponding to any normalisation region is

defined as
(4.12)

where n3"™ and n‘}en' are the numerator and denominator of ny correspond-

ing to any normalisation region (NR) and defined as

N>2 N=2
npt = Z Hp and n‘}en' = Z Hrp. (4.13)
HreNR HreNR

The statistical uncertainty (An%*") for the normalisation factor ny can be

written as
Anstat = L + L (4.14)
nf =Ny nr}um n(]icen ) :

whereas the systematic uncertainty (Anj}ySt') corresponding to ny is written
as

Anjcy“‘ = |[n}™ —ny|. (4.15)

The total uncertainty due to the choice of the normalisation region can be

written as

1

nom.
n

Anp(%) = {\/ (Anstt)2 4 (An¥™)2 | x 100, (4.16)
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In Table 4.11, the statistical uncertainty An?at', systematic uncertainty
An? *and the total uncertainty (An;) due to the choice of the normalisa-
tion region are shown for inclusive jet multiplicities. In order to compensate
the uncertainties from all the possible choices of the normalisation region,
the maximum Any is chosen for the limit calculations. Typically this un-

certainty remains less than 3%.

4.6.3 Jet Energy Uncertainties

The jet energy measured in the ATLAS calorimeters is corrected because of
the non-compensating response of the calorimeters [87] and energy losses in
the bad calorimeter regions (as discussed in Appendix A). The correction
is called as jet energy scale (JES) [86]. Due to limited resolution of the
detector, the effect of jet energy resolution (JER) is also measured by using
some dedicated analyses, as discussed in Ref. [85]. The uncertainties on
the JES and JER are also calculated in Ref. [85,86]. In this analysis,
the uncertainties due to the JES and JER uncertainties are measured and
collectively referred to as the jet energy uncertainties. The JER uncertainty
depends on pseudorapidity, transverse momentum, transverse energy and
azimuthal angle. The JES uncertainty also depends on the same variables
but, in addition, it uses the number of primary vertices (NPV) and average
number of interactions per bunch crossing (u) variables in order to take the
pileup uncertainty effects into account. The effects of both uncertainties
on the Hp distributions are computed using data, for each jet multiplicity

and as a function of H™.

In order to estimate the effect of the JES uncertainty, the pr of
all the jets are modified by the JES uncertainty and the Hp distribution
is recomputed. Since the exclusion limits in this study are calculated on

the basis of counting experiments?, the effects of JES uncertainty in the

2 The number of data events are counted for each HI".
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nom. : : stat. syst. total
Pg{io K rergi)(gnmz(lll\lfsi%%l?%e\/] " Anf An'f Anf %)
1.6 — 2.3 4.672 | 0.030 | 0.065 1.559
1.6 — 24 4.668 | 0.029 | 0.061 1.477
1.6 — 2.5 4.662 | 0.029 | 0.056 1.364
H%;L 4,606 1.7 — 2.3 4.612 | 0.037 | 0.005 0.807
1.7 - 25 4.598 | 0.036 | 0.008 0.804
1.8 — 23 4.561 | 0.046 | 0.045 1.395
1.8 —24 4.554 | 0.045 | 0.052 1.491
1.8 — 25 4.543 | 0.045 | 0.063 1.684
1.6 — 2.3 3.064 | 0.020 | 0.030 1.205
1.6 — 24 3.061 | 0.020 | 0.027 1.122
1.6 — 25 3.058 | 0.020 | 0.024 1.021
Hﬁl 3.034 1.7 - 23 3.038 | 0.025 | 0.004 0.847
1.7 - 25 3.028 | 0.025 | 0.006 0.840
1.8 — 2.3 3.008 | 0.032 | 0.026 1.347
1.8 — 24 3.002 | 0.031 0.032 1.461
1.8 — 25 2.994 | 0.031 0.040 1.654
1.6 — 2.3 1.625| 0.012 | 0.006 0.833
1.6 — 24 1.622 | 0.012 0.004 0.771
1.6 — 2.5 1.621 | 0.012 | 0.003 0.741
Hﬁlz 1618 1.7 - 23 1.622 | 0.015 | 0.004 0.948
1.7 - 25 1.616 | 0.015 | 0.002 0.917
1.8 - 23 1.615| 0.019 | 0.003 1.170
1.8 —24 1.610 | 0.018 0.008 1.243
1.8 — 2.5 1.606 | 0.018 | 0.012 1.339
1.6 — 2.3 0.713| 0.006 | 0.002 0.925
1.6 — 24 0.712 | 0.006 | 0.003 0.959
1.6 — 2.5 0.712 | 0.006 | 0.003 0.981
Hﬁg 0.715 1.7 — 2.3 0.716 | 0.008 | 0.001 1.139
1.7 - 25 0.714 | 0.008 | 0.001 1.107
1.8 — 23 0.722 | 0.010 | 0.007 1.728
1.8 - 24 0.719| 0.010 | 0.005 1.541
1.8 — 25 0.718 | 0.010 | 0.003 1.462
1.6 — 2.3 0.260 | 0.003 | 0.001 1.355
1.6 — 24 0.260 | 0.003 | 0.001 1.337
1.6 — 25 0.259 | 0.003 | 0.001 1.371
H%;L 0.261 1.7 - 23 0.261 | 0.004 | 0.000 1.591
1.7 - 25 0.260 | 0.004 | 0.000 1.572
1.8 — 2.3 0.265 | 0.005 | 0.004 2.658
1.8 — 24 0.265 | 0.005 | 0.005 2.639
1.8 — 25 0.265 | 0.005 | 0.004 2.438

Table 4.11: Statistical uncertainty (An%?"), systematic uncertainty (An}ySt') and
total uncertainty (Any) due to the choice of the normalisation region for inclusive Hyp
ratios (HiE! ), i.e. the ratios of the inclusive multiplicities i = N > 3,4,..., 7 with respect
to the reference jet multiplicity N = 2. The normalisation factor (n?om') corresponds

to the nominal normalisation range, 1.7 < Hyr < 2.4 TeV.
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jet pr are assumed to be propagated in the modified H7y. For each bin of
H®in the difference between the modified Hy distribution (HJ®) and the
nominal Hp distribution (H2°™) is used to define the systematic uncertainty

(AJES), i.e.,

HJES _ [pom
AJES = ———T—

nom
HT

(4.17)

To quantify the effects of the JER uncertainty on the Hy distribu-
tion, the jet pr resolution is smeared according to the JER uncertainty
by generating five hundred pseudo datasets. The difference between the
Hy distributions constructed from the datasets ( HJ™™ | HIPR2 7 PRs00)
and the H}°™, on bin-by-bin basis, is used to define quantities AJER;,

AJERQ,...,AJER500, i.e.,

HJERi _ J{nom
AJER; = —* —,
H%om

(4.18)

where ¢+ = 1,2,...,500 is an integer index corresponding to the dataset
number. The final systematic uncertainty due to effects of JER uncertainty
is defined from the mean and root mean square values of the gaussian
distribution of AJER,. The AJER; gaussian distributions in different H®»
bins, for the jet multiplicity N > 3, are shown as representative cases in

Figure 4.17.

Typically, the effect of JER uncertainty is 1 — 3%, whereas the ef-
fect of JES uncertainty remains 3 — 5%, depending on the HX™ for the
signal region and the jet multiplicity. The overall jet energy uncertainty is
obtained by adding JER and JES uncertainties in quadrature. The effect
of jet energy uncertainties on the background estimation remains smaller
as compared to the uncertainty due to corrections to non-invariance in Hp

with jet multiplicity.
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Figure 4.17: The AJER; = ~Zmem’— gaussian distributions of five
T
hundred pseudo datasets, i.e., « = 1,2,..,500, corresponding to Hp"™

2.7,3.0,3.3,3.6,3.9,4.0 TeV, for the jet multiplicities NV > 3, are shown for the
ATLAS 2012 data. For a given pseudo dataset i, the Hp distribution with the

effect of jet energy resolution (JER) uncertainty is defined as

the nominal Hr distribution is defined as Hp™.
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4.6.4 Summary of Systematics

In this subsection, all the systematic uncertainties described in the previ-
ous three subsections are summarized. For the inclusive jet multiplicities
N > 3,4,...,7, the data and estimated background along with the total
uncertainty are shown in Figure 4.18, as a function of H®". For each mul-
tiplicity, the uncertainty band due to all the systematics, at the each H®®,
is obtained by adding all the uncertainties in quadrature. The different un-
certainties may increase or decrease the estimated background, producing

an asymmetric uncertainty band, as shown in Figure 4.18.

From Figure 4.18, the total uncertainty to the background estima-
tion increases with the decreasing statistics with decreasing H¥" and from
one inclusive multiplicity case to the higher one. Therefore, the lowest
statistics case, i.e. N > 7 (the highest inclusive multiplicity in this study),
has larger uncertainties than the other multiplicities corresponding to the
same HM™ values. The shape invariance is also affected by statistics, there-
fore, the contribution of uncertainty due to non-invariance is dominant in
the low statistics region. As a result, the larger overestimation of the back-
ground is observed in the high H¥" region. Similarly, for a given H¥", the
overestimation of the background increases from a lower multiplicity to the
higher one. The uncertainty due to the choice of the normalisation region
has a constant effect along the whole range of the HF™ (as discussed in
subsection 4.6.2), for any inclusive multiplicity. Finally, the jet energy un-
certainties contribute significantly in the overall band of total uncertainty,

and also increase with the increase in H}"™.

For N > 3, N > 4 and N > 5, the amount of total uncertainty
typically remains in the 15-35% and 35-70% ranges, in the 2.4 < Hmi» <
3.5 TeV and 3.6 < HF™ < 4.5 TeV regions, respectively. For higher inclu-

sive cases, i.e. N > 6 and N > 7, the amount of total uncertainties typically
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lies in the 30-50% and 50-70% ranges, in the 2.4 < H®" < 3.5 TeV and
3.6 < H®n < 4.5 TeV regions, respectively. For the HI > 4.5 TeV region,

all the multiplicities have a total uncertainty in the 75-100% range.

The plots in Figure 4.18 as a function of H®" indicate an accumu-
lative representation of the data and estimated background from the plots
shown in Figure 4.16. The data points, from Figure 4.16, fluctuate above
and below the estimated background whereas they are always below the
estimated background in Figure 4.18. Therefore, another way to visualize
the data and estimated background, as a function of H®" is shown in Fig-
ure 4.19. In this figure, the accumulated background shown for different
inclusive multiplicities is estimated by excluding the background from the
empty data-bins. In this representation, the data and background agree-

ment is improved as compared to shown in Figure 4.18.

There is no excess of data events found above the estimated back-
ground, therefore, model-inpedent and mode-dependent exclusion limits are
set at the 95% confidence level (CL). The data and background shown in
Figure 4.18 are within one sigma uncertainty. The one sigma agreement can
also be seen later from the model-independent exclusion limits. Moreover,
the exclusion limits are set in the high Hy region, i.e., including the region
with empty data bins, therefore, the results obtained from Figure 4.18 are

used for calculating limits.

4.7  Exclusion Limits

The exclusion limits are calculated as a function of H#" for the inclusive jet
multiplicities. In the signal region, different Hp > H¥" values are chosen
and counting experiments are performed as a function of H#™". The upper
limits are calculated by using a frequentist CL; method [88,89]. Exclusion

limits on the production of new physics and black holes are set by taking
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Figure 4.19: The H{Fni“ distributions, for the inclusive jet multiplicities
N > 3,4,...,7, are shown for the ATLAS 2012 data and predicted background
along with total uncertainty. The background is estimated by dropping the
empty data bins in the Hp distributions.
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all the three types of systematic uncertainties described in section 4.6 into
account. The 2.8% luminosity uncertainty is also used in the upper limit
calculations. The model-independent upper limits are shown in the next

subsection.

4.7.1 Model-Independent Limits

Model-independent upper limits are calculated at the 95% CL on cross
section times the acceptance for new physics production in the high Hr
inclusive multijet final states for N > 2,3,...,7, as shown in Figure 4.20.
These figures show the observed and expected limits along with the one and
two standard deviation bands for the expected limits. The observed limits
are obtained from the data, whereas the expected limit is the median of
the distribution of the limits at the 95% CL generated by pseudo datasets.
The pseudo datasets assume a background-only model and are generated
by randomly fluctuating the predicted background value. A total of 2500
pseudo datasets are used in this study and an upper limit is calculated for
each one of them. Finally, the expected limit is computed by determining
the median of the distribution of the upper limits obtained from all the
pseudo datasets. The one and two sigma bands are the 68% and 95%

confidence intervals around the median value.

The observed limits typically lie below the expected limits within
one sigma uncertainty. The exclusion limit on the cross section times ac-
ceptance times efficiency® is 0.29 fb to 0.14 fb for N > 3 to N > 7 for
the high-Hr, i.e. Hy > 4.0 TeV. The limits as a function of the H%‘in and
jet multiplicity are shown in Table 4.12. In order to observe variation of
exclusion limits with Hr and multijet final states, upper limits on cross
section times acceptance times efficiency at the 95% CL as a function of

the inclusive jet multiplicities for fixed HI™ values, are also shown in Fig-

3 These are the acceptance and efficiency of the detector.
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ure 4.21. For H™ = 2.5, 3.0 and 3.5 TeV, limits decrease with the increase
in jet multiplicity. The H¥" = 4.0 TeV case looks almost flat for N > 4
and beyond, whereas the H3™ = 4.5 and 5 TeV cases are flat for all the in-
clusive multijet final states because no data events are in the Hy > 4.5 TeV
region. Moreover, exclusion limits drop quickly with increasing H®" and
then are flat for H#™ > 4 TeV. The exclusion limits reported in this study
are improved limits as compared to the CMS study for the microscopic

black hole searches at /s = 8 TeV [9,10], as shown in Table 4.13*.

4.7.2 Model-Dependent Limits

The ADD-type of black hole signal samples simulated by the CHARYBDIS2
black hole event generator are used to calculate model-dependent limits. A

brief description of the CHARYBDIS2 samples is given below.
CHARYBDIS2 Black Hole Samples

The black hole event generator CHARYBDIS2 version 1.0.4 is used to simu-
late the production and decay of microscopic black holes in pp collisions by
using a semi-classical approach in models with flat extra dimensions and
TeV-scale gravity. The black hole production is assumed to be a classically-
dominated phenomena that occurs at energies well above the fundamental
Planck scale. On the other hand, black hole decay is considered to be
dominated by quantum effects with the emission of Hawking radiation.
The decay process is required to conserve charge and baryon number. The
generator is interfaced with PYTHIAS to incorporate the effects of parton

showering, hadronisation and underlying events.

The black hole samples are generated as a function of three param-
eters, n, Mp and a lower mass threshold to produce black hole (My,). Any

two parameters can be fixed to observe the sensitivity of the third param-

4In CMS papers, efficiency of detector is merged in the definition of acceptance.
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Figure 4.20: Model-independent limits using ATLAS 2012 data, on upper cross
section (o) times acceptance (A) times efficiency (€) at the 95% confidence level
(CL) for counting experiments with Hy > H®" as a function of HH® for inclu-
sive jet multiplicities N > 3,4, ..., 7. The blue solid (red dotted) lines correspond
to an observed (expected) limit. The yellow and green bands represent one and
two sigma standard deviations from the expected limits.
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Hmin (TeV) | Limit (fb) | N>3 [ N>4 | N>5 [ N>6 | N>7

o5 obs 36.95 | 29.84 | 2096 | 12.78 | 6.77
exp 4116 | 31.95 | 21.74 | 1291 | 6.83

26 obs 2545 | 20.02 | 1442 | 893 134
exp 28.95 | 21.81 | 1517 | 9.13 483

T obs 16.93 | 1310 | 9.53 6.00 2.91
exp 19.44 | 1486 | 1032 | 6.18 2.97

o8 obs 1214 | 9.86 6.69 425 2.22
exp 1319 | 1085 | 7.18 4.32 2.21

29 obs 8.37 6.74 183 2.89 1.71
exp 9.63 7.37 5.19 2.96 1.70

30 obs 5.48 161 3.29 1.83 0.97
exp 6.56 5.18 3.57 1.99 1.02

31 obs 4.40 3.53 2.46 1.29 0.86
' exp 4.89 3.82 2.65 1.44 0.89
39 obs 3.23 2.47 1.87 0.95 0.54
' exp 3.55 2.83 1.99 0.96 0.59
33 obs 2.31 1.94 1.35 0.80 0.44
exp 2.65 2.11 1.44 0.89 0.47

a4 obs 1.50 1.48 0.83 0.53 0.27
' exp 1.91 1.48 1.06 0.62 0.32
a5 obs 1.16 0.91 0.76 0.44 0.24
exp 1.43 1.13 0.85 0.49 0.27

36 obs 0.93 0.63 0.54 0.30 0.24
exp 1.12 0.82 0.64 0.36 0.26

e obs 0.90 0.63 0.48 0.27 0.25
exp 1.04 0.78 0.53 0.31 0.25

38 obs 0.78 0.47 0.33 0.18 0.19
exp 0.89 0.56 0.39 0.23 0.21

39 obs 0.52 0.28 0.26 0.19 0.19
exp 0.61 0.38 0.32 0.21 0.19

10 obs 0.29 0.18 0.18 0.15 0.14
exp 0.38 0.22 0.22 0.18 0.15

i1 obs 0.22 0.18 0.14 0.16 0.15
' exp 0.29 0.23 0.19 0.15 0.15
Lo obs 0.20 0.15 0.14 0.15 0.14
' exp 0.22 0.20 0.19 0.16 0.15
13 obs 0.15 0.15 0.14 0.15 0.15
exp 0.20 0.20 0.18 0.15 0.16

il obs 0.15 0.15 0.14 0.15 0.15
' exp 0.19 0.17 0.16 0.15 0.15
A5 obs 0.15 0.17 0.15 0.14 0.14
exp 0.16 0.15 0.15 0.14 0.15

16 obs 0.15 0.15 0.15 0.15 0.15
exp 0.15 0.15 0.15 0.15 0.15

n obs 0.14 0.15 0.14 0.14 0.14
exp 0.15 0.15 0.14 0.14 0.15

18 obs 0.14 0.15 0.15 0.15 0.17
exp 0.15 0.15 0.15 0.15 0.15

19 obs 0.15 0.15 0.15 0.14 0.17
exp 0.15 0.15 0.15 0.15 0.15

50 obs 0.15 0.15 0.15 0.14 0.15
exp 0.15 0.15 0.15 0.14 0.15

Table 4.12: Model-independent observed (obs) and expected (exp) upper limits using
ATLAS 2012 data, on cross section times acceptance times efficiency at the 95% confi-
dence level (CL) for counting experiments with Hy > H® as a function of H™® for
inclusive jet multiplicities N > 3,4, ..., 7.
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Figure 4.21: Model-independent limits using ATLAS 2012 data, on upper cross
section (o) times acceptance (A) times efficiency (€) with 95% confidence level for
counting experiments with Hp > H;?in, as a function of inclusive jet multiplicity
corresponding to HITnin = 2.5,3.0,3.5,4.0,4.5 and 5.0 TeV. The solid blue dots
(the empty red squares) correspond to an observed (expected) limit. The yellow
and green bands represent one and two sigma standard deviations from the
expected limits.
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Model-independent upper Limit on o x A X € (fb)

CMS (for 3.7 fb~1) | CMS (for 12.1 fb~1) | ATLAS (for 20.3 fb1)

0.70 0.20 0.15

Table 4.13: Model-independent upper limits at the 95% confidence level
on cross section (o) times acceptance (A) times efficiency (¢), for the CMS
[9,10] and ATLAS (this study) 2012 data. The limits are shown for the
high Hr region, i.e. Hp > 4.5 TeV.

eter. As an indicative case, the black hole samples for Mp = 1.5 TeV,
M, = 5.5 TeV and different numbers of extra dimensions n for inclusive
jet multiplicities are shown in Figure 4.22. Similarly, the black hole simu-
lations for Mp = 1.5 TeV, n = 6 and different black hole mass thresholds

M, are shown in Figure 4.23.
Limits on Models

The upper limits have been calculated for a variety of models corresponding
to different values of n, Mp and M,,. In order to obtain the upper limits
for a signal model, the entire analysis is repeated for that model and the
number of signal events are measured as a function of H#™. The uncer-
tainties due to the jet energy uncertainties on the signal MC are very small
compared to the uncertainties discussed in subsection 4.6.3 and can be ig-
nored. In addition to the inputs used to calculate the model-independent
limits, the number of signal events obtained from a model are used to
compute the observed model-dependent upper limits. The upper limits
are computed by using the same frequentist CL; method. The acceptance
and efficiency of the detector are already taken into account when a signal
sample is passed through all the selection criteria of the analysis, there-
fore, the model-dependent upper limits are set on cross section ¢ only. In
Figure 4.24, the theoretical values of cross section are also shown with the

dotted lines, whereas the experimental values of the upper limits are shown
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Figure 4.22: CHARYBDIS2 black hole samples generated for fundamental
Planck scale Mp = 1.5 TeV, black hole mass threshold M, = 5.5 TeV and
different numbers of extra dimensions n, shown with the ATLAS 2012 data
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for inclusive jet multiplicities N > 3,4, .., 7.
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Figure 4.23: CHARYBDIS2 black hole samples generated for fundamental
Planck scale Mp = 1.5 TeV, number of extra dimensions n = 6 and different
black hole mass thresholds M;;,, shown with the ATLAS 2012 data and the
estimated background along with the three sigma uncertainty band for
inclusive jet multiplicities N > 3,4, ..,7.
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Figure 4.24: The upper limit on the cross section (o) at the 95% confidence
level (CL) (solid lines) for the three sets of the number of extra dimensions
(n) and minimum black hole mass (My,) compared with the signal pro-
duction cross sections from the CHARYBDIS2 black hole generator (dotted
lines), as a function of fundamental Planck scale (Mp). The sensitivity of
My, and n is observed for the fixed n (left) and M, (right), respectively,
as a function of Mp.

with the solid lines. Each colour in Figure 4.24 indicates the trend of the
black hole samples, for fixed n and M, values, as a function of Mp. For a
given set of (n, My,), the models with specific Mp values can be excluded

on the basis of the crossing point of the theoretical and experimental curves.

In Figure 4.24 (left), the case where the theory and experiment
curves cross corresponds to n = 6 and My, = 6 TeV. The dotted orange
curve lies above the solid orange curve until Mp = 2.4 TeV, therefore, for
this set of parameters (n = 6, My, = 6 TeV), the Mp = 2.4 TeV is the
lower limit and the Mp < 2.4 TeV region can be excluded for microscopic
black hole production. The other two types of curves (green and blue) do
not have any crossing point, therefore, the models in these curves are com-
pletely excluded. Similarly, in Figure 4.24 (right), the orange curves have
a crossing point around Mp = 3 TeV. Therefore, the models corresponding

ton =2 and My, = 5.5 TeV have a lower limit Mp = 3 TeV. The models

107



1739

1740

1741

1742

1743

1744

1745

1746

1747

c \s =8 TeV,203b" .
Upper Limits, 95% CL
E Non Rotating Black Holes 3
F Theoretical Cross Section ]
r e M =35TeV,n=2 T
1= e M®=3.0TeV,n=4 —
S M°=25TeV,n=6 3
oy Observed Cross Section Limits |
S0 M =35TeV,n=2 B
010 E . =M =30TeV,n=4 3
C . T MD =25TeV,n=6 ]

P P I “1 I - o \“
4.5 5.0 5.5 6.0 6.5
M [TeV]

Figure 4.25: The upper limit on cross section (o) at the 95% confidence
level (CL) (solid lines) for the three sets of the number of extra dimension
(n) and fundamental Planck scale M compared with the signal production
cross sections from the CHARYBDIS2 black hole generator (dotted lines), as
a function of minimum black hole mass (My,).

corresponding to the set of parameters in the blue and green curves are

completely excluded due to same reason described earlier.

A lower limit on M;;, can also be set for a fixed set of the other two
parameters (n, Mp) by using the same method shown in Figure 4.24. For
example, the cross section curves for the theory and experiment for three
sets of (n, Mp) as a function of My, are shown in Figure 4.25. The lower
limits from these curves at the 95% confidence level are shown in Table 4.14
along with a comparison to the CMS results [9,10]. The lower limits on

My, in this study improve upon those published by CMS.
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Model-dependent lower limits on My, (TeV)
n MD
(TeV) || CMS (for 3.7 fb=1) | CMS (for 12.1 fb=') | ATLAS (for 20.3 fb~1)
2 3.5 4.9 5.2 5.4
4 3.0 5.4 5.6 5.8
6 2.5 5.7 5.9 6.0
Table 4.14: Model-dependent lower limits at the 95% confidence level on

black hole mass threshold My, for the CMS [9,10] and ATLAS (this study)
2012 data, for three different sets of extra dimension (n) and fundamental
Planck scale (Mp), obtained from CHARBDIS2 non-rotating black hole

simulations.
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Chapter 5

Summary

In this study, a search for microscopic black holes in multijet final states is
conducted with the ATLAS 2012 data using 8 TeV centre of mass energy of
pp collisions at the LHC. The data corresponds to an integrated luminosity
of 20.3 fb~!. The analysis is based on the QCD Hy shape invariance in
jet multiplicity for multijet final states. Given that the microscopic black
holes are expected to decay into the high (N,Hr) region, and dedicated
ATLAS studies on dijet events [80-82] have not found any resonance or
threshold enhancement, the dijet case is chosen as the reference multiplicity
to estimate the QCD background. In particular, the N = 2 and Hy >
1.7 TeV region is considered as the control region. The shape invariance
hypothesis allows the estimation of the QCD multijet background in the
higher multiplicity states, i.e. N > 2, on the basis of function fitting for the
dijet multiplicity, i.e. N = 2. In order to apply the normalisation region fit
to the higher multiplicities, the N > 2 and 1.7 < Hy < 2.4 TeV region is
defined as the normalisation region. Finally, N > 2 and Hy > 2.4 TeV is

taken as the signal region.

The QCD multijet background is estimated from the data. However,
corrections to the data-driven background estimate due to non-invariance in
the Hr distributions using QCD MCs are applied. The effects due to non-

invariance cause an overestimation of background in the high- Hy region.
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The data characteristics, kinematic variables, function fitting and
the Hp shape invariance are studied for both the exclusive jet multiplici-
ties N = 2,3,...,7 and the inclusive jet multiplicities N > 2,3,...,7. The
exclusive jet multiplicities are useful to study in order to verify the anal-
ysis strategy, but the inclusive jet multiplicities are chosen for the model-
independent limits. Since microscopic black holes are expected to produce a
range of jet multiplicities instead of decaying into a particular jet multiplic-
ity, it is more useful to use the inclusive multiplicities for the final results.
Moreover, the analysis method works better for the inclusive multiplicity
cases because the effects of jet migration due to selection thresholds from
one multiplicity to another multiplicity state are minimized in the inclusive

multijet analysis.

In order to calculate model-independent limits, a counting exper-
iment is performed for Hr > H®" as a function of H¥" values in the
signal region. Therefore, uncertainties are also studied as a function of
H¥™. The uncertainty due to the correction to non-invariance in the Hrp
distributions contributes as the major uncertainty in the limit calculations.
The uncertainty arising due to corrections to non-invariance remains about
5 - 25% in the 2.4 < H®» < 3.5 TeV region, about 25 - 40% in the
3.6 < H¥™ < 4.5 TeV region and about 35 - 50% in the H™ > 4.5 TeV
region for the jet multiplicities N > 3,4,...,7. The uncertainty gradu-
ally increases as the statistics decrease with increasing HF™. Beside the
uncertainty due to corrections, the uncertainty due to the choice of the
normalisation region and the uncertainties due to jet energy scale (JES)
and the jet energy resolution (JER) are also calculated in this analysis.
The uncertainty due to the choice of the signal region varies as 1 - 3%
increasing with jet multiplicity. The JER uncertainties lies in the band of

1 - 3%, whereas the JES uncertainty remains around 3 - 5%, depending on
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H»1 and the jet multiplicity. The jet energy uncertainties increase with

decreasing statistics, i.e. increasing HM™ and jet multiplicity.

The study is concluded by calculating exclusion limits at the 95% CL
for the ATLAS 2012 data on the production of new physics and black holes.
The model-independent exclusion limits on cross section times acceptance
times efficiency as function of H¥" fall rapidly at low H¥™ and are flat at
high H®" The upper limit on the cross section times acceptance times effi-
ciency is 0.29 fb to 0.14 fb for N > 3to N > 7 for Hy > 4.0 TeV. Finally the
limits on the model parameters are also calculated by using CHARYBDIS2
black hole simulations. Both the model-independent and model-dependent

limits have improved values as compared to the CMS results [9, 10].
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Appendix A
Other Contribution to the ATLAS

Experiment

Beside the main analysis shown in chapter 4, I have performed service work

1814 for one year to qualify as an author of the ATLAS collaboration. The three

1815

1816

1817

1818

1819

1820

1821

1822

1823

1824

1825

1826

1827

1828

1829

1830

types of major tasks as part of my service work are listed as following;:

e Bad Calorimeter Regions in the ATLAS 2011 Data: In this study, the

problematic regions of the calorimeters were studied in the ATLAS
2011 data. In 2011 data-taking, some of the calorimeter portions
were electronically dead during certain data-runs. The study was
concluded by suggesting a treatment to avoid the bad data from such

problematic regions.

Jet Cleaning for the ATLAS 2012 Data: The process of filtering fake
and badly measured jets is called jet cleaning. The fake jets may ap-
pear because of the hardware problems, beam conditions and cosmic
ray showers. The study was conducted in order to improve the 2011

jet cleaning. The efficiency of different cleaning criteria was studied

in 2012 ATLAS data and compared with the 2011 results.

Tile HotSpot in the ATLAS 2012 Data: In this study, some electronic
noise bursts produced in few runs in a particular n — ¢ region of tile

calorimeter were analyzed. The tile region for these infected runs is
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named as the HotSpot region.

All the above studies have played a key role in deciding the official recom-
mendations to deal with these issues, for all the physics groups working in

the ATLAS collaboration.

The ATLAS-Alberta group also plays an important role in providing
the general services for the ATLAS experiment. As a part of this effort, I

have also performed the following tasks:

e ATLAS Control Room Shifts: These shifts are performed inside AT-
LAS control room by monitoring the performance of different sub-
detectors during data-taking. In these shifts, all the minor and major
problems are put into an electronic records for the later use. All the
major problems are immediately reported to the related experts, and
a team of experts decides whether to continue or stop the ongoing

data-run.

e Data Quality Shifts: The quality of data is regularly checked after
recording the data. The response of different sub-detectors is cross
checked. In case of any problem, the data-runs are tagged with dif-
ferent labels in order to take the problems into account for the later

analyses.
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Appendix B

Trigger Study

In this appendix, further details of the EF_j170_adtchad_ht700 trigger effi-
ciency are presented. In this multijet analysis, the data events are analyzed
in different jet multiplicity bins, therefore it is important to study the trig-
ger efficiency as a function of jet multiplicity. The trigger efficiency as a
function of Hr and jet multiplicity is shown in Figure B.1. The efficiency

plateau with 40% error always remains true for Hy > 0.9 TeV.

The trigger efficiency may also be affected by the pileup effects (de-
scribed in appendix E). In order to investigate the pileup effects, the trigger
efficiency is studied as a function of number of primary vertices (NPV), av-
erage number of beam interactions () and Hp. In both the cases, the
trigger remains fully efficient for Hy > 0.9 TeV, as shown in Figure B.2.
Since the Hrp variable is constructed from the high-py (> 50 GeV) jets, the
pileup effects on the trigger efficiency are suppressed. The trigger study
is repeated with another reference EF_j145_adtchad trigger, and all the re-
sults stay the same. The EF_j110_adtchad trigger is preferred as a reference
because there may be a biasing from the threshold of the EF_j145_adtchad
trigger, which is very close to the threshold of the trigger used in this
study. The trigger efficiency is also studied for PYTHIAS and HERWIG++
MC samples. The results are similar to those presented for the ATLAS
2012 data.
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Figure B.1: The EF_j170_adtchad_ht700 trigger efficiency as a function of
Hrp, for multiplicities N = 2,3,...,7, with respect to the reference trigger
EF_j110_adtchad.
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Figure B.2: The EF_j170_adtchad_ht700 trigger efficiency as a function
of Hr, for different p (number of interactions per bunch crossing) and
NPV (number of primary vertices) bins, with respect to the reference
EF_j110_a4tchad trigger.
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« Appendix C

- Bvent Selection

17 In this appendix, the event selection criteria used in the analysis are de-
1875 scribed. The standard and analysis-based event cleaning are described in
1876 the first section. The sequential cut flow for the data and dijet MC events

1877 18 shown in the second section.

w C.1  Event Cleaning

19 The recommended event cleaning for all the physics analyses in the AT-
80 LAS collaboration requires to have good quality data by removing bad and

a1 incomplete data events.

1882 Cll Data Quahty

1883 In order to remove bad data runs and bad lumi-blocks a standard good run
s list (GRL) is used, which is officially produced by the data quality team of
85 the ATLAS collaboration. The GRL used in this study is

1886 e datal2_8TeV.periodAllYear_DetStatus-v58-prol4-01_DQDefects-00-00-
1887 33_PHYS_Standard GRL_All_Good.xml

s ' The above GRL corresponds to the ATLAS data with good data runs for
w0 the whole year of 2012 with the latest tags of detector status (DetStatus)

wo and data quality defects (DQDefects). After applying the GRL filter to
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the data, some other standard cuts are applied to remove the bad and

incomplete events.

C.1.2 Bad and Corrupt Events
The data events are vetoed by four types of criteria:

e larError: The variable “larError” in D3PDs is used to point out dra-
matic problems related to various detectors and particularly events
with the noise bursts and data integrity errors in the LAr calorimeter.
Such type of problematic events in the data can be removed by this

flag.

e tileError: Similar to above larError variable this variable removes
tile corrupted events which may correspond to any type of noise or

problem appeared in tile calorimeter.

e coreFlags: In 2012 data-taking there may be some incomplete events
where some detector information is missing from the event. This

variable is used to remove all such events from our analysis.

e Tile HotSpot: It is officially recommended to remove the HotSpot

region (described in appendix A) from all the physics analyses.

C.1.3 Vertex Requirement

Events in the data are required to have a primary vertex with two or more
than two associated tracks. The events with no primary vertex or vertices
with less than two associated tracks may come from the pileup effects. The

vertex requirement removes some portion of the pileup effects.

C.1.4 Jet Quality

Jet quality is required by removing events with bad and ugly jets with jet

pr > 20 GeV. The bad and ugly jets are described as following;:
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e Bad jets: The “bad” jets correspond to fake energy depositions in the

calorimeters which may arise from various sources, such as hardware
problems, LHC beam conditions, and cosmic-ray showers. There are
different variables to remove the bad jets and we use “isBadLooseMi-
nus” variable to remove such fake jets appearing from calorimeter
noises, non-collision and cosmic backgrounds. Since our trigger re-

quires only high-pr jets and therefore loose criteria of removing bad

jets is enough for our analysis.

Ugly jets: The “ugly” jets correspond to real energy depositions in
calorimeter regions but their energy measurement is not accurate be-
cause of problematic (or dead) cells or the transition region between

barrel and end-caps.

Jet cleaning ensures to have good jets in this study.

C.1.5 Analysis Requirements

After applying standard cleaning cuts, further selection cuts based on the

analysis are applied:

o At least 2 jets: As this analysis is based on the assumption of the

the Hp shape invariance for different jet multiplicities, a function
is fitted on a baseline Hr distribution and applied to the shapes of
higher jet multiplicities. In this study, the well studied QCD dijet
events [80-82] are chosen as the baseline distribution, therefore, all

the monojet events are filtered out.

e pr > 50 GeV: The jet pr cut is applied to reject the event pileup

effects. The pileup effects and the choice of the jet pr are described

in detail in appendix E.
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Selection ATLAS data 2012 PYTHIAS HERWIG++
Events | Cumulative | Events |Cumulative | Events | Cumulative
(%) (%) (%)
Trigger 33259733 100.00 18343546 100.00 6403931 100.00
GRL 32056724 96.38 18343546 100.00 6403931 100.00
larError 31936940 96.02 18343546 100.00 6403931 100.00
tileError 31936938 96.02 18343546 100.00 6403931 100.00
coreFlags 31936878 96.02 18343546 100.00 6403931 100.00
Vertex 31932861 96.01 18343545 100.00 6403931 100.00
Jet Quality! 31642401 95.14 18184117 99.13 6348673 99.14
At least 2 jets 2 | 31638794 95.13 18184117 99.13 6348673 94.14

Table C.1: Cut flow for the ATLAS data 2012, PYTHIA8 and HERWIG++ MCs.
Number of events and cumulative percentages corresponding to the selection cuts, are
shown for the data and MCs.

e |n| < 2.8: This cut is based on the detector configuration in order to

avoid the forward detector regions where the measurements are com-

paratively difficult and dedicated studies are required for the forward

physics.

C.2 CutFlow

The event cleaning variables described in previous section are sequentially

applied to the data and the MC distributions. The event survival for the

ATLAS 2012 data, PYTHIA8 MC and HERWIG++ MC after applying each

cleaning cut is shown in Table C.1. The 2012 data-taking is performed in

the ten data periods, Table C.2 shows cut flow corresponding to each data

period.

L The removal of jets in the HotSpot region is also included in the jet quality criteria.

Same definition is valid for the next table

2 At least two jets with pr > 50 GeV and |n| < 2.8. Same definition is valid for the

next table.
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Appendix D

Jet Kinematic Distributions

The jet ¢, the first leading jet pr and the second leading jet py distributions,
for the exclusive jet multiplicities i.e. N = 2,3, ...,7, are shown in Figures
D.1, D.2 and D.3, respectively. The distributions are shown for the ATLAS
2012 data, PYTHIA8 and HERWIG++ MCs. The distributions for both the

MCs show good compatibility with the data, and with each other.

From Figure D.1, the jet ¢ distributions for the data and MCs are in
agreement within 10% for the most of jet multiplicity cases. There are also
some fluctuations around ¢ = 1.6, especially in low jet multiplicities. These
fluctuations are not reproduced by the MC distributions, which come from

known detector problems.

From Figures D.2 and D.3, the first and second leading jet pr distri-
butions for the data and MCs have the reasonable shapes and good agree-
ment to each other. Most of distributions are within 20% agreement which
remains almost the same when all the jets (pr > 50 GeV and |n| < 2.8) in
an event are used to construct the Hp distributions shown in Figures 4.5
and 4.6. Both the PYTHIA8 and HERWIG++ distributions show almost the

same shapes for the jet pr distributions especially for the low multiplicities.
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Figure D.1: The ¢ distributions of jets for the exclusive jet multiplicities,
N = 2/3,..,7, shown for the ATLAS 2012 data, PYTHIAS (red) and
HERWIG++ (blue) MCs. At the bottom of each plot, the ratio of the data
to MC has been shown for both the MCs.
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Figure D.2: The first leading jet pr distributions for the exclusive jet mul-
tiplicities, N = 2,3, ...,7, shown for the ATLAS 2012 data, PYTHIAS (red)
and HERWIG++ (blue) MCs. At the bottom of each plot, the ratio of the
data to MC has been shown for both the MCs.
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Figure D.3: The second leading jet pr distributions for the exclusive jet
multiplicities, N = 2,3,...,7, shown for the ATLAS 2012 data, PYTHIAS
(red) and HERWIG++ (blue) MCs. At the bottom of each plot, the ratio
of the data to MC has been shown for both the MCs.
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Appendix E

Pileup Study

In pp collisions at the LHC, the proton beams are in the form of bunches.
During a bunch crossing, there may be more than one pp interaction due to
increased per-bunch luminosity, varying bunch configuration and reduced
bunch spacing. All these additional interactions are often referred to as the
pileup effects. Due to reduced bunch spacing and high luminosity in 2012
as compared to pp collisions in years 2011 and 2010 at the LHC, the effects

of event pileup on jets are significantly different.

The average amount of pileup can be described by the number of
reconstructed primary vertices in an event, i.e. NPV, and average number
of interactions per bunch crossing, i.e. . In the next two subsections,
the study of these two variables as a function of the jet pr thresholds is
presented, to find a suitable jet-py threshold to minimize the pileup effects.
After selecting an appropriate jet-pr threshold, the pileup effects are cross

checked for the Hp distributions at the end of this appendix.

E.0.1 Number of Primary Vertices (NPV)

In this study, the events with at least one primary vertex with two or more
tracks are chosen, with a very low inefficiency (< 1%). An average jet
multiplicity (N) in different bins of NPV is computed for different lower
thresholds of the jet pr. The five NPV bins are defined as
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1993

1994

1995

1996

1997

1998

1999

2000

2001

2002

2003

2004

2005

2006

2007

2008

2009

NPV | Average jet multiplicity (N) for different jet pr cuts of
20 GeV | 30 GeV | 40 GeV | 50 GeV | 60 GeV | 70 GeV

0-5 5.29 4.39 3.94 3.63 3.40 3.22

5-10 5.36 4.36 3.89 3.58 3.35 3.18

10-15 5.60 4.38 3.88 3.56 3.33 3.16

15-20 6.03 4.44 3.88 3.56 3.33 3.15

> 20 6.72 4.57 3.91 3.57 3.33 3.15

Table E.1: The five NPV (average number of interactions per bunch cross-
ing) bins, 0 < NPV < 5,5 < NPV < 10, 10 < NPV < 15, 15 < NPV < 20
and NPV > 20, corresponding to average jet multiplicity (N), are shown
for jets with pr > 20, 30, ..., 70 GeV, for the ATLAS 2012 data.

0 < NPV <5

5 < NPV < 10

10 < NPV <« 15

15 < NPV < 20, and

NPV > 20.

For these NPV-bins, the values of average multiplicity (N) are shown in
Table E.1 for jet pr > 20, 30,..., 70 GeV, which are also plotted in Fig-
ure E.1. The pileup effects would be prominent if average jet multiplicity
(N) increases with increase in NPV otherwise a constant trend in (V) cor-
responds to the minimum pileup effects. From Figure E.1, the maximum
pileup effects can be seen for the jets with pr > 20 GeV case and these
effects decrease with increasing jet pr threshold. A tradeoff is set here by
choosing a threshold of jet pr to have minimal pileup effects and reason-
able statistics. Therefore, the jets with py > 50 GeV are chosen where the

pileup effects are minimized and statistics are reasonably high.

Both in Table E.1 and Figure E.1, no errors are being shown on

(N) because the error on mean multiplicity (N)epor is always very small as
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Figure E.1: Average jet multiplicity (N) as a function of number of pri-
mary vertices (NPV) and jet pr thresholds, is shown for the ATLAS 2012
data. The five points in each py curve correspond to five NPV-bins, i.e.
0 < NPV < 5,5 < NPV < 10, 10 < NPV < 15, 15 < NPV < 20 and
NPV > 20.
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compared to (V) and can be ignored, as it is defined as

1

—_ N; — (N))2 ~10"* E.1
Nevents ( < >> ’ ( )

<N> error —

where Neyents are the total number of entries in a NPV-bin, (V) are the
average number of jets or mean jet multiplicity in a NPV-bin and N; are the
total number of jets in an event i. The error on (IV)eyor remains very small

for all the NPV-bins, typically of the order of 107%, and can be neglected.

E.0.2 Average Interactions per Beam Crossing (1)

Similar to NPV study, an average jet multiplicity (V) is also computed in
different p-bins for different jet-pr thresholds. The four u-bins are defined

so that each bin can have almost the same statistics. The p-bins are
e 0 < <15
o 15 < <20
e 20 < p < 25, and
o 11> 25.

The average jet multiplicity (N) as a function of jet pr and p-bins are
shown in Table E.2 and Figure E.2. Again, the pileup effects are dominant
for jet pr > 20 GeV. The choice of p;y > 50 GeV looks reasonable in order

to minimize the pileup effects!.

The errors for (N) are very small, typically of the order of 107%, and

can be ignored.

E.0.3 Choice of jet pr > 50 GeV

From the study of NPV and p variables, the jet pr > 50 GeV is chosen to

minimize the pileup effects.

1 As compared to pr > 20 GeV, the choice of pr > 50 GeV removes the low pr jets,
i.e. 20 < pr < 50, which are more sensitive to the pileup effects.
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i Average jet multiplicity (N) for different jet pr cuts of
20 GeV | 30 GeV | 40 GeV | 50 GeV | 60 GeV | 70 GeV

0-15 5.29 4.34 3.88 3.57 3.35 3.17

15-20 | 5.44 4.36 3.88 3.57 3.35 3.17

20-25 |  5.62 4.39 3.89 3.57 3.34 3.17

>25 5.88 4.43 3.90 3.57 3.34 3.17

Table E.2: The four p (average number of interactions per bunch crossing)
bins, 0 < pu < 15, 15 < p < 20, 20 < p < 25 and p > 25, corresponding
to average jet multiplicity (N) values are shown for jet pr > 20, 30, ...,
70 GeV, for the ATLAS 2012 data.

7.5 [T T T T ‘ T T T T ‘ T T T T ‘ T T T T ‘ T T T T ‘ T T T
-1
2o ®Pr>200ey \s=8Tev, I Ldt = 20.3 1o
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o
3

>
)

Average Multiplicity <N>
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>
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Average Interaction per BX ( n )

Figure E.2: Average jet multiplicity (V) as a function of average number of
interactions per bunch crossing (BX), denoted as p, and jet py is shown for
ATLAS 2012 data. The four points in pr curve correspond to four pu-bins,
e, 0 < pu< 15,15 < pu<20,20 < p<25and p > 25.
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Jet vertex fraction (JVF) is another variable used to study pileup
effects. The JVF estimates the fraction of tracks transverse momentum
associated to a jet from the hard-scattering interaction, therefore it dis-
criminates the jets produced in the hard-scattering and those due to the
pileup effects. The choice of jet pr > 50 GeV eliminates the need of JVF

cut because it is recommended for the low-pr jets.

In this section, the pileup effects for the Hp distributions are cross
checked for the choice of pr > 50 GeV. In earlier sections, different NPV and
u-bins are defined to investigate the pileup effects, the same bins are used
to study the pileup effect in the Hy distributions. If the pileup effects in the
Hy distributions are minimized then the Hr distribution in one NPV-bin
should match to the Hp distribution in any other NPV-bin and similarly
true for the p-bins. The Hrp ratios for four NPV-bins, 0 < NPV < 5,
5 < NPV < 10, 15 < NPV < 20 and NPV > 20 are calculated with respect
to a NPV-bin, 10 < NPV < 15. For the jet pr > 50 GeV, the flat trend of
the Hp ratio as a function of NPV shows that the pileup effects are minimal
(Figure E.3). The NPV-bin 15 < NPV < 20 is the highest statistics bin
and used as the reference. Any NPV-bin can be used as the reference but
the choice of the highest statistics bin is more generic to investigate the

flatness in the Hp ratios.

Similarly, the Hp ratios of three p-bins, 0 < p < 15, 20 < p < 25
and p > 25 with respect to the Hy in 15 < p < 20 are shown in Figure E.4.
The Hr ratio for each p-bin shows the flat trend. Therefore, the pileup
effects are minimized for the Hp distributions constructed from the jets

with pr > 50 GeV.
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Figure E.3: The ratios of the Hp in NPV-bins, 0 < NPV < 5,
5 < NPV <10, 15 < NPV < 20 and NPV > 20 to the Hr in 10 < NPV < 15,
for the ATLAS 2012 data.
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Figure E.4: The ratios of the Hy in p-bins, 0 < p < 15, 20 < p < 25 and
> 25 to the Hy in 15 < pu < 20, for the ATLAS 2012 data.
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