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Abstract

Models postulating large extra dimensions or a warped extra dimension allow the reduc-
tion of the Planck scale to the order of a few TeV. These energies may be accessible by
the Large Hadron Collider particle accelerator. Quantum black holes are predicted to be
produced from particle collisions with energies near the Planck scale. Quantum black holes
decay into few-particle final states. This thesis looks into the simulation of such objects
and their decay to the tt final state in the fully-hadronic and semi-hadronic topologies
with a centre-of-mass energy of 13 TeV. Quantum chromodynamic processes dominate the
background in both topologies. The ADD model (Arkani-Hamed, Dimopoulos, and Dvali)
postulating n = {2,4,6} large extra dimensions and the RS1 (Randall-Sundrum type I)
model are studied. The discovery of quantum black holes with production mass threshold
below {9.1,8.9,8.5} TeV and {10.0,9.8,9.4} TeV using 150 fb~' and 3000 fb™!, respectively,
for the ADD model with n = {2,4,6} could be possible. Quantum black holes in the RS1
model could be found with a production threshold mass below 6.2 TeV and 7.3 TeV, respec-
tively. Also, using 37.4 fb™! of ATLAS data, upper limits at the 95% confidence level on the
quantum black hole production cross-section times branching ratio to the ¢t final state times
acceptance times efficiency versus threshold production mass are calculated. The limits are
found to be 5.9 fb at 4.0 TeV and 0.11 fb at 8.0 TeV. There are no data for masses above
8.3 TeV which sets the limit to 0.08 fb for higher masses. Using the above models, the
result excludes the production of ADD quantum black holes with threshold mass less than
{7.6,7.2,6.2} TeV in the t¢ channel. Due to the lower cross-section of quantum black holes
in the RS1 model, no exclusion limit could be set for quantum black holes decaying to tt in

the RS1 model.
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Chapter 1

Introduction

The Standard Model (SM) of particle physics is the best theory we have so far for explaining
three of the four fundamental forces in nature: electromagnetic, weak, and strong forces.
It has made many successful predictions, but some questions cannot be answered in this
framework, including the hierarchy problem. The hierarchy problem is the huge difference
between the strength of the weak force and the gravitational force. The model of large extra
dimensions proposed by Arkani-Hamed, Dimopoulos, Dvali - often called the ADD model -
is one of the possible ways of addressing the hierarchy problem [1]. Another famous model is
the five-dimensional warped geometry model proposed by Randall and Sundrum |[2, 3] (RS1
and RS2 models). The possible production of quantum black holes (QBHs) from particle
collisions at the large hadron collider (LHC) is a consequence of such models.

In this study, we have two objectives. One of our objectives is to predict the discovery
potential of QBH at the LHC in the ¢¢ channel. The studied models are the ADD model with
n = {2,4,6} large extra dimensions and the RS1 model. Our other task is to set an upper
limit on the production cross-section times branching ratio times acceptance times efficiency
and the production cross-section of QBHs in proton-proton (pp) collisions using the data and
results from ATLAS dijet analysis [4]. Using a total integrated luminosity of 37.4 fb~!, the
ATLAS dijet analysis [4] has excluded QBH production with threshold mass below 8.9 TeV
for the ADD model assuming n = 6. The ATLAS study was in the dijet channel and not
just jets from the ¢t final state. We obtain a lower mass limit for the studied models in the
tt decay channel.

Chapter 2 gives a brief review of theories and models relevant to this thesis including
the SM of particles physics, the theory of General Relativity (GR), and the ADD and RS1
models.

Chapter 3 gives a more detailed review of the physics of black holes, from classical to
quantum black holes. Higher dimensional black holes are also reviewed in this chapter.

Chapter 4 describes the LHC machine. The ATLAS detector and its constituents are
described.



Chapter 5 reviews the object reconstructions in the ATLAS detector.

The procedure for studying the QBHs production and their decay to the tt final state at
the LHC is described in chapter 6. This chapter describes in detail the search for resonances
in the fully- and semi-hadronic topologies.

The results of the discovery potential at the LHC on QBHs mass is presented in chapter 7.
The 95% confidence level (CL) upper limit on the quantum black hole production cross-
section times branching ratio times acceptance times efficiency is also presented.

Finally, chapter 8 summarizes the study and its results.



Chapter 2
Review of Theory and Model

Electromagnetic, weak, and strong interactions are three of the four fundamental interactions
described in a single framework known as the standard model (SM) of particle physics
which is based on quantum field theory. The fourth fundamental force, the gravitational
force, is described by general relativity (GR). Unlike the SM, GR is a classical theory, and
no consistent quantum theory has yet been found for gravitation. A typical problem of a
quantum theory description of gravity is Nonrenormalizability of gravity ( see Ref. [5] for
more information).

The electroweak energy scale, mgw ~ 0.2 TeV ? is given by the vacuum expectation value
of the higgs field. The gravitational scale is known as the Planck scale Mp; = 106 TeV. The
huge difference between these two fundamental scales is known as the hierarchy problem. To
explain all the four forces in a unified picture, the fundamental scales should be of the same
order. The ADD model is one of the proposed models to tackle this problem using large
extra dimensions. The RS1 model is another model which uses a single highly warped extra
dimension to solve this problem.

This chapter reviews the theories and models used in this thesis, and serves as a moti-
vation to our study. We first take a look at the SM of particle physics and GR, followed by
the production of QBHs at the LHC.

2.1 Standard Model

The SM of particle physics is the most successful theory so far that describes the electromag-
netic, weak, and strong interactions in a single framework. It has been capable of explaining
most of the experimental observations and has made significant predictions among which
were the existence of the W and Z bosons, gluons, top and charm quarks, and the Higgs
boson found in 2012.

"'We also have the standard model for cosmology, for example, known as ACDM.
2In this thesis we will use the natural units (unless stated otherwise) in which one takes G = ¢ = h =
€0 = ]{?B =1.
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In the SM, the elementary particles having half-integer spins are called fermions and
obey Fermi-Dirac statistics. Particles carrying integer spins are called bosons obeying Bose-
Einstein statistics. Fermions themselves are divided into two categories: leptons, along with
their corresponding neutrinos, and the quarks. Both come in three generations. The electron
(e), muon (u), tau (7) and their corresponding neutrinos (v) are the three generations of the
leptons. The first three (e, i, 7) have an electric charge of —1¢.! and the neutrinos (v, v, v,)
have no electric charge. The quarks are divided into up-type and down-type quarks each
with three generations. Up-type quarks include up (u), charm (c), and top (t) quarks having
an electric charge of +2. Down-type quarks include down (d), strange (s), and bottom
(b) quarks with an electric charge of —%. Each of the leptons and quarks come with their

3
corresponding anti-particle. Figure 2.1 shows the elementary particles of the SM.
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Figure 2.1: Elementary particles of the standard model.

In physics, symmetries can be categorized in two broad categories. Global symmetry

1ge ~ 1.60 x 10~ Coulombs (C) is the elementary charge carried by a single proton. It also is denoted
by e which is not used here to avoid confusion with the electron particle. We use g. = 1 here.
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which does not depend on spacetime and local symmetry which is dependent on the space-
time. The SM is a gauge theory, meaning that its action is invariant under some local
(internal) symmetries '. These symmetries correspond to gauge fields which in return give
rise to gauge bosons. Gauge bosons are the force carriers. The symmetry groups of the SM
are SU(3)c ® SU(2), ®U(1)y, where the subscripts C, L, and Y are colour, left-handedness,
and weak hypercharge, respectively. U and SU are unitary and special unitary groups,
respectively.

The most straightforward piece of SM Lagrangian is quantum electrodynamics (QED).
QED is a relativistic quantum field theory of the classical version of electrodynamics. It
describes the interaction of electrically charged particles via gauge photons.

With the SU(3)¢ symmetry group, QCD describes the strong interactions. The mediators
of QCD are the eight massless gluons. Gluons bind the quarks to form hadrons. Hadrons
come in two categories, mesons and baryons. Based on the quark model, mesons are made
of a quark and an anti-quark, and baryons are made of three quarks or anti-quarks. These
quarks are called valence quarks. The proton contains two up quarks and a down quark,
and is a baryon. Due to Pauli exclusion principle, two or more fermions are not allowed to
exist the same exact quantum state. Yet, there are three quarks in hadrons. To overcome
this problem another quantum number was suggested, colour charge. There are three colour
charges: red, green, and blue for particles and anti-red, anti-green, and anti-blue for anti-
particles. Quarks carry one of the colour charges and gluons have a combination of a color
and an anti-color. The rest of the SM particles have no colour charge.

In high energy physics, instead of the quark model, the parton model is used. This
model was proposed by Richard Feynman in 1969 [6]. In the parton model, the hadrons are
not just made of the valence quarks but are made of partons. Gluons and quarks together
are called partons. So, in a hadron, like a proton, all the partons are present but with
different energies and probability. That’s the reason in high energy collisions we use parton
distribution functions (PDFs). The PDF f; (z,Q*) determines the probability density of
finding a parton with flavour ¢ with a momentum fraction x of the hadron where @) is the
energy scale of the hard interaction, also referred to as the resolution scale of the PDF [7].

The electromagnetic and weak interactions can be unified, and are collectively known as
the electroweak interactions with a symmetry group of SU(2), ® U(1)y and four massive
gauge bosons, W= and Z for weak interactions and the photon (v) for electromagnetic inter-
actions. The existence of these four bosons can be explained by the spontaneous symmetry
breaking (SSB) mechanism. In quantum mechanics, a set of states that result in the same

energy are called degenerate states. Suppose the ground state, the state with the minimum

Tt is also invariant under the global Poincare symmetry
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energy, of a Lagrangian is degenerate. Also, the Lagrangian is invariant under a group of
transformations which transform these ground states as a member of a multiplet !. The
fact that only one of these states is chosen as the ground state of the system is called SSB.
SSB has a general property of having massless degrees of freedom. In quantum field theory,
the vacuum is the ground state. Suppose the electroweak Lagrangian is invariant under the
continuous symmetry group G and the vacuum is invariant under H, where H is a subgroup
of G (H C G). In such circumstance, the Goldstone theorem |8, 9, 10| states that there
are n (n > 1) massless spin-0 Nambu-Goldstone bosons where n is the number of broken
symmetries or generators. The symmetry group of SU(2);, ® U(1)y has four massless gauge
fields before SSB happens. After SSB, three of the Goldstone bosons are absorbed by three
gauge fields and acquire mass. These fields are the W* and Z bosons which now have a
longitudinal polarization. These extra degrees of freedom come from the Goldstone bosons.
One of the fields remains massless which is the photon. The leftover of the SSB is a massive
field known as the Higgs field with its corresponding particle, the Higgs boson with a mea-
sured mass of 125 GeV. The Higgs boson is the last elementary boson discovered by both
the ATLAS [11, 12] (a toroidal LHC apparatus) and the CMS [13] (compact muon solenoid)
collaborations; completing the SM picture [14].

Although the SM has had many successes in predicting and explaining experimental
observations, there are questions which have not yet been answered. Among the most im-
portant ones are: the nature of dark matter and dark energy, which together make up about
95% of the mass-energy content of the universe; matter/anti-matter asymmetry; strong CP
violation; neutrino oscillations; and the hierarchy problem. These unanswered questions
encourage physicists to look for theories beyond the standard model (BSM) such as those

examined here.

2.2 General Theory of Relativity

Albert Einstein proposed his GR theory in 1915 [15], ten years after his special relativity
theory, attempting to generalize special relativity and Newton’s law of universal gravitation.
Einstein’s field equations (EFE) are a set of non-linear partial differential equations written
as

R, — %ng, + Agu = 87CT—4GTW. (2.1)
They relate the gravitational force to the geometric property of spacetime which is curved

by mass and energy. In Equation 2.1, R, and R are the Ricci curvature tensor and the Ricci

IMultiplet is a terminology used in group theory usually referring to “an irreducible representation of a
Lie group acting as linear operators on a real or complex vector space’https://en.wikipedia.org/wiki/
Multiplet.
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scalar (or scalar curvature), g, is the metric tensor, T),, is the stress-energy tensor, G is
Newton’s gravitational constant, c is the speed of light, and A is the cosmological constant.
The EFE are often written as

8tG
G;uz + Ag;w = W_ij’ (22)

A
where G, = Ry, — %Rgm, is called the Einstein tensor. The left-hand side of Equation 2.2
is a symmetric tensor which describes the curvature of the spacetime. The right-hand side

describes the matter-energy content of the spacetime.

The Minkowski metric is the trivial solution to the EFE equation
Guv = dlag(_17+17+17+1)a (23)

describing a flat spacetime with 7),, = 0. The Minkowski metric is often denoted as 7.
There is a freedom in sign choice in the metric, also known as metric signature. Both
(+———) and (—+++) give the same physical results but the sign of all spatial coordinates
should be the same and opposite to the sign of the time coordinate. We use the former in

our study.

The spacetime interval ds is a Lorentz invariant quantity defined from the metric as
ds® = g, datda”, (2.4)

where 1 and v are indices running from zero to three, and dx is an infinitesimal coordinate

displacement.The components of the metric are the solutions of the EFE.

2.3 Hierarchy Problem

The hierarchy problem can be explained in different ways, each highlighting different aspects
of the fact that there is a huge discrepancy between the strength of the weak and gravitational
force. Regarding the strength of the force, the weak force is more than 10'° times stronger
than the gravitational force. Since the strength of a force depends on the nature of the force
and how far from the source one is performing measurements, it is not the best comparison.
Another way to state this difference is their mass scales. The mass scale of the weak force is

determined by the vacuum expectation value of the Higgs field given by

1 2M,
=2 ~0.25 TeV, (2.5)

mew = =
yveas 9
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where G% = Gp/ (hc)3 is the reduced Fermi constant, g is the weak isospin coupling, and

My, is the mass of the W boson. The mass scale of gravity is the Planck mass defined as

Mp; = ,/? ~ 10" TeV. (2.6)

The ratio of the two mass scales is about 10'% which is bothersome for most physicists. The
problem is in explaining that why the Higgs boson mass is so much lighter than the Planck
scale. The huge quantum contributions to the Higgs mass-squared parameter should result
in a huge Higgs boson mass unless there has been some incredible fine-tuning cancellation
between the different quadratic radiative corrections and the bare mass of the Higgs to yield
the observed Higgs mass. In theoretical physics, fine-tuning means that for a model to
explain the observations, some parameters have to have very precise values and there is no

known physical explanation or mechanism to give rise to such values.
2.4 ADD Models

Gunnar Nordstrom in 1914 was the first person to introduce the idea of adding extra spatial
dimensions to the usual 3 + 1 dimensions [16]. The most famous theories and models that
make use of extra dimension(s) are the Kaluza-Klein (KK) theory, proposed by Theodore
Kaluza and Oskar Klein in 1926, the ADD [1, 17] model, and RS model |2, 3|. In this study,
we will be using the ADD and RS1 models, and we shall give a little bit more detail on them.

The ADD model tries to solve the hierarchy problem by adding large extra dimensions.
This model is also known as the large extra dimensions (LED) model where the size of the
extra dimensions are large compared to the Planck length /p; ~ 1072° m. In models with
extra dimensions, the fundamental scale is the D-dimensional Planck scale and the four
dimensional Planck scale is derived from it.

The universe is filled with baryons and since the Big Bang is believed to be a burst of just
energy with no initial matter distribution, there has to be some baryon number violation
during the Big Bang. If baryon number can be violated, the proton decay process won’t be
forbidden anymore. Considering that new physics is assumed to happen close to the grand
unified theory (GUT) energy scale, 10'% GeV, or close to the Planck energy scale, 101 GeV,
the half-life of proton should at least be about 103! years [18]. The ADD model allows the
violation of baryon and lepton number but it also brings the scale of the new physics down
to a few TeV which means the proton decay should happen a lot more frequent. In such
cases, the proton decay should not be completely forbidden and only suppressed enough to
explain the current observations. In models with extra dimensions, this issue can be solved

in different ways. One way is to add a forth generation of matter [19] or introduce a “baryon
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triality” which suppress the baryon number violation [20]. See Ref. [21] and [22]| for more
information on baryon and lepton number violation, respectively.

Let’s add n extra compactified dimensions with the same radius R and consider a D-
dimensional spacetime with D = n + 4. In such condition, using Gauss’s law, the gravita-

tional potential between the two masses m; and my within r < R is [1]

mime 1
MpyH2 pntt?

Vi(r)~ (r<R), (2.7)

where Mg+2 = M}Z;Ei +4) is the fundamental Planck scale in D-dimensions. Although the
gravitational flux lines at r < R propagate into the extra dimensions and contribute to the

potential, at r > R the gravitational potential reduces to the usual 1/r

mime 1

VO R

(r>R), (2.8)

where the effective four dimensional Planck scale becomes
M3, ~ ME2R" (2.9)

Although adding these extra dimensions weakens the force of the gravity in short distance,
in this case the momentum of the matter fields that travel in these extra dimensions is
quantized along the extra dimension, hence the fields’ masses become quantized as well. This
phenomenon is known as KK tower [23, 24| of masses which overcomes the weakening of the
force of the gravity. Requiring the fundamental Planck scale to be close to the electroweak

scale, Mp ~ mgw, and choosing R such that the observed value of Mp; is reproduced,

32

R~ 107 “m x (

(2.10)

1Te\/) +3
meEw '

The approximate values of R for different number of extra dimensions is given in Table 2.1.

n 1 2 3 4 ) 6 7

R (m) 10t 1072 1078 10~H1 10712 10713 1074

Table 2.1: Approximate values for the size of the toroidal compactified extra dimensions
for different number of extra dimensions in the ADD model.

The large value of R for n = 1 would cause deviation from the Newtonian gravity at

scales of the solar system. Such deviations from Newtonian gravity have not been observed,
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and n = 1 is observationally ruled out. A set of torsion-balance experiments [25] have set an
upper limit on the size of extra dimensions of R < 44 pum which excludes n = 2 case as well.
The treatment of the size of all the extra dimensions to be the same is just for simplification
and not a necessity. Thus, n = 2 is still being studied and considered by ATLAS and CMS.

Although gravity has not been measured down to sizes of about a micrometre, the SM
gauge forces have been probed in the weak scales, 107!®* m, and no evidence of extra di-
mensions have been found. As such, it was proposed that the SM particles are confined
to a 4-dimensional submanifold and only (n + 4)-dimensional gravitons can propagate to
these extra dimensions. This localization of SM fields is explained by embedding the ADD
model in string theory [17]. In the string theory, the SM particles are described by open
strings while the gravitational sector has closed strings capable of propagating into higher

dimensions.

2.5 Randall-Sundrum Models

The RS models (RS1 [2] and RS2 [3]) also use extra dimensions. The RS1 model assumes
two branes as the boundaries of a warped fifth dimension. In RS1, the two branes are located
at the ends of the new dimension. In RS2, one of the branes is moved to the infinity and
one is left with only one brane.

In RS1, the effect of the new dimension on the metric of spacetime does not enter in a

factorizable way. This warped factor multiplies the usual four-dimensional metric |2]
ds? = e %oy datdx” + r2de?, (2.11)

where 7. is the compactification radius. The scale factor k is of the order of the fundamental
Planck scale. Also, the coordinate of the new dimension, ¢, is periodic (0 < ¢ < 7). The
two branes located at ¢ = 0 and ¢ = 7 are often called the Planck-brane and the TeV-brane,
respectively. The TeV-brane is the brane in which gravity is strong and the Planck scale is
of order of a few TeV and thus all the SM particles reside in the Planck-brane. In the RS1

model, a mass parameter mg corresponds to a physical mass m through

e FreTmy. (2.12)

m

For example, to recover the Planck scale, 10'® TeV, from a 1 TeV physical mass scale, one
only requires kr. ~ 12.
As mentioned, the RS2 model has only one brane which is the Planck-brane. Since this

model has no TeV-brane, it is not capable of reducing the Planck scale to orders of a few
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TeV. Its geometry could be interesting for other studies but not for us.

The ADD model and RS1 model reduce the Planck scale using different approaches. In
the ADD model, the Planck scale is determined by the volume of the extra dimensions and
in the RS1 model the Planck scale is reduced by an exponential warped factor. Black holes

in higher dimensional models will be discussed in section 3.2.



Chapter 3
Physics of Black Holes

In this chapter, we give a review of different types of classical four-dimensional black holes
(BHs) with their properties, and then generalize them to higher dimensional BHs. We
conclude this chapter by discussing the production and decay of the QBHs at the LHC.

3.1 Classical Four-Dimensional Black Holes

In GR, the curvature of spacetime is the force of gravity. The curvature is determined by how
matter and energy are distributed and the trajectory of particles is dictated by the spacetime
curvature. When a very massive star collapses at the end of its lifespan, it can create a BH;
a region of spacetime with a gravitational force so strong that the escape velocity of any
particle from it becomes greater than the speed of light. In this section, we will take a look
at three different types of classical BHs in the usual 341 dimensions. Classical black holes
are believed to be the product of massive stars collapsing under their own gravity when they
reach the end of their lifespan. Solving Equation 2.2 is very complex and most of the times,
instead of using the T}, directly for analytic solutions, other properties of the spacetime are

exploit for the derivation of the metric which is out of the scope of this study.

3.1.1 Schwarzschild Black Hole

In 1915, Karl Schwarzschild found the first exact solution to the EFE describing the gravi-

tational field of an electrically neutral non-rotating spherical object of mass M:

2M 1
ds? — — (1 - T) a4 (1 - w) dr® + 12dg%. (3.1)

T

Equation 3.1 is known as the Schwarzschild metric where dQ2 = df? + sin® #d¢? is the usual
metric of a 2-sphere. The Schwarzschild coordinates has two singularities at » = 0 and at
r =2M = ry. The singularity at r = r, is known as a coordinate singularity which appears

only because of the choice of the coordinates, and can be removed. By a transformation to

12
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Kruskal-Szekeres coordinates, the Schwarzschild solution is

2 320
ST =

exp M (—dT? + dX?) + r2dS, (3.2)

where

r 1/2 t
T — (_ . 1) r/AM _; h( —— 7
exp S1n 4M

1/2 ¢
X = <ﬁ — 1) exp”/*M cosh (m) ,

replaces the ¢ and r in the Schwarzschild coordinates. But the singularity at » = 0 cannot be

(3.3)

removed by any transformation and is known as the curvature singularity. Although r = 2M
is not a singularity, it has a specific feature. ry = 2M is called the Schwarzschild radius
determining the location of the event horizon. The event horizon is defined as a boundary
beyond which nothing can escape the gravitational pull of this object. At the event horizon,
the sign of the metric components flip and the spatial coordinates of the metric become time
coordinate and the time coordinate becomes spatial coordinate. Beyond r,, the r coordinate
becomes time coordinate and has to continue in the direction of increasing r. So, in the
Schwarzschild metric the trajectory of every object within » < 2M is doomed to hit the

curvature singularity, even that of the light, hence the name black hole.

3.1.2 Reissner-Nordstrom Black Hole

A Reissner-Nordstrom (RN) BH is the solution to EFE with the assumption of a spherically
symmetric electrically charged but still non-rotating object with mass M and electrical
charge of ). Although in the real world such objects should become electrically neutral
via interaction with matters around the BH, the assumption here is that the charge is static,

resulting in the RN metric

ds® = —Adt* + A7 dr? + r?d$3, (3.4)

with A defined as T
A =1—- —+ = 3.5
()=1-2547% (35

The RN metric can have a more general form by replacing Q?> — Q? + P2, where P is
the magnetic charge. Since no magnetic monopoles have been observed, we will set P = 0
but the above substitution can be done at every step. Note that setting () = 0 yields the
Schwarzschild metric. Usually the quantities ry = 2M and rg = @) are defined, and A takes
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the simple form of
"o
Alr)=1——+ —. (3.6)

This metric also has a curvature singularity at » = 0. The location of the event horizon
can often be found from setting the ¢"" component of the metric to zero which in our case

translates to A (r) = 0!, resulting in
re =M+ \/ M?— Q> (3.7)
The three possible solutions of Equation 3.7 are:

e M? < % In this case, A can never be zero and there are no event horizons around
the singularity. This type of singularity is known as a naked singularity. This is an
unphysical solution because it implies that the mass of the collapsing object has to be
negative since the total energy is less than the contribution of the electromagnetic field

alone.

e M? > (Q*: This condition is the most probable result of a collapsing object. This
case has two coordinate singularities at r. = M + /M? — Q?, where r_ and r, are
called the inner and outer event horizon, respectively. The r, is like r = 2M for the
Schwarzschild BH. When an observer passes r,, he has to continue in the direction of
increasing r since r is a time coordinate now. Unlike the Schwarzschild metric, here
exist another event horizon at r_. This means another sign change of the coordinates
and hence the observer is not doomed to hit » = 0 and can choose to escape the
singularity. But once passed r_ again, she/he cannot return and has to cross r,. This

process can go on forever.

e M? = (Q?: This solution is also known as the extreme RN solution. In this case, there
is only one event horizon at r = M and since A = 0, the r coordinate stays spacelike
on both sides of the horizon and is null at » = M, meaning an observer can escape the

singularity.

3.1.3 Kerr-Newman Black Hole

In 1963, Roy Kerr found the solution of the EFE for a rotating object [26]. Two years
later, the solution was generalized to an electrically charged rotating object with an axial

symmetry by Ezra Theodore Newman known as the Kerr-Newman (KN) [27, 28] metric.

'Note that the coefficients in ds? are guv- If the metric is diagonal, the components of the metric and
the components of its inverse are related as g,, = 1/g"*
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The Kerr solution in the Boyer-Lindquist coordinates takes the form

2 _ 2 , & 2 192
as* = — Z2)dt+AKdr+Ed9

3.8)
2 ) s 0 (
+(r*+ad? —i— sin? @ | sin? 0dp? — ﬂdtdqﬁ,
Z 332

with the length-scale parameters defined as

Y2 (r,0) = r* + a® cos? 0, (3.9)

Ak (r) =r*—rg+d (3.10)

J
= —, 3.11
a 7 (3.11)

rs = 2M is the usual Schwarzschild radius, J is the angular momentum of the BH, and a is

a constant. The Kerr-Newman metric can be written in the form

dr? AKN . 2
ds? = —%? (AKN + d92) + =2 (dt — asin? ngb)

sin® 0
32 ((2

(3.12)
a2) dop — adt)2 ,

where Agn = 72 —rsr+ré+a2 and rg = (). Note the similarity between Ag and Aky used in
Kerr and Kerr-Newman metrics, respectively. In other words, the KN metric can be obtained
from Kerr metric by replacing 2GMr — 2Mr — (Q* + P?). The event horizon of Kerr and

; ; £ _ 2 2 £ _ 2 2 2
Kerr-Newman metrics are given by ric = M4+v/M?2 — a2 and 15y, = M=E/M? — a2 — Q2,

respectively. The curvature singularities happen at > = 0. The outer event horizon is a

rotating surface with an angular velocity of Q1 = 2 . Note that similar to the RN BH,
here we also have three possible solutions for the event horlzon of Kerr and KN BHs. The

two solutions that yield naked singularities and the extreme solution are not discussed.

The curvature singularity happens under the condition of 2 4 a2 cos? # = 0. Since both
terms are strictly positive, it has a solution at

r=0 0= g (3.13)

Instead of a point, the singularity is now a ring.
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3.2 Black Holes in Higher Space Dimensions

Higher dimensional BHs are interesting but complex objects. The analytical solution of
higher dimensional counterparts of the Schwarzschild and Kerr metrics have been found.
Here we will give a brief review of them.

The Schwarzschild-Tangherlini [29] metric is a description of a spherically symmetric BH
in D = n + 4 dimensions with no electrical charge and no rotation. The metric has the
following form

ds* = —pdt* + p~'dr® + r*dQ2 ,, (3.14)

where p = [1 — (’”TH)HH] replaces the coefficient in the Schwarzschild metric, ( — %), Ty is

the higher dimensional event horizon, and Q2 , is the metric of a (n + 2)-sphere. The area

of a n-sphere of unit radius can be calculated as
o

NE)

2

Sy =

(3.15)

where I' is the gamma function. The radius of the BH in the Tangherlini metric can be

defined as
w1 16TGM

H = 04 2) s (3.16)

The symbol p = ;! is often defined.
The Myers-Perry (MP) metric [30] generalizes the Kerr metric to a (n + 4) dimensional

electrically neutral rotating BH. In higher dimensions, the MP BH has a number of rotational

n+2 n+3
2 2

of n. This makes the metric a lot more complicated and different depending if n is even or

axes given by N = for odd number of extra dimensions and N = for even numbers

odd. The metric of the simplest form, when the BH has only rotation along one axis, is

2ap15in% 0 5
4522—(1— a )dtz—wdtd¢+A

dr? + Ydb*
ETn_l ETn_l MP At

(3.17)

+ <T2 +a® + %ﬁ) sin? 0d¢? + r* cos® 0dQ2,
where as before 3 = r? + a? cos? § and Ayp = r* + a* — 5. The definition of mass stays
the same as the one in Schwarzschild-Tangherlini metric. The angular momentum is defined
as
J = 2 alM. (3.18)
n+ 2
Combining the higher dimensional BHs and the ADD or RS1 model, we can study the

possible production of QBHs at the LHC, discussed in the next section.
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3.3 Quantum Black Holes at the Large Hadron Collider

QBHs in (3-+1)-dimensions are predicted to be created from particle collisions with energies
around the Planck scale which is of order 10! GeV. This energy was only accessible during
the big bang and surely cannot be reached by any current accelerator on the Earth. In
low-scale gravity models [1, 17, 2, 3, 31, 32|, the Planck scale can be reduced to a few TeV.
The creation of QBHs at particle accelerators such as the LHC becomes a possibility under
such models. From classical to quantum black holes, there is an intermediate mass regime
with another type of BH known as semiclassical black holes (SBHs). It is believed that the
decay process of SBHs would be a thermal decay at the Hawking temperature and thus can
be described by BH thermodynamics. Unlike SBH, the back-reaction of a QBH decay on
the spacetime is not negligible and as a consequence, it is not in thermal equilibrium with
its radiation and will not decay thermally. In this case, the BH does not have a well-defined
temperature or an entropy big enough to decay thermally. Considering BHs with a mass
just above the Planck scale, it could be expected that decaying to few-particle final states
becomes dominant [33]. Our study of QBHs is based on Douglas M. Gingrich’s model for
QBH production at the LHC [34, 33] which is built on Ref. [35, 36]. Ref.[34] defines a BH
formed by particle collisions as “any matter or energy trapped behind the horizon formed by
the available mass and energy of the particle collision.”

In this section, we will first take a look at (QBH states and their production at the LHC.
The QBH cross-sections will also be discussed. Since we are interested in the decays of the
QBHs to the ditop quark final state, whereby ditop we mean all three possible combinations
of the top and anti-top quark final states (tt,t¢,t¢), we will first give a review of the top
quark and its decay modes followed by the decay modes of QBHs.

3.3.1 Quantum Black Holes Production and Cross-Section

Since QBHs can carry colour and electric charge, their state can be described by their SU(3)¢
and U(1)y representations, respectively. Considering pp collisions at the LHC, the particles

that can contribute to the QBH formation are quarks, anti-quarks, and gluons. Based on the

4
3

in the ditop final states, only charge :I:%1 and 0 are considered. The —l—% (QBH state can only

be created from uu, where u stands for up-type quarks and the —% is from uu, where @

is anti-up-type quark. The 0 state can be formed by either gg or qq where g is a gluon,

electric charge, nine states can be produced: +3,+1, i%, i%, and 0. Since we are interested

and ¢ can be either up-type or down-type quark, and the anti-quark is g. See Ref.[33] for
more information on other quantum numbers carried by the QBH such as colour and angular

momentum.
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Since we do not have a theory for quantum gravity, the production cross-section o of
QBHs is unknown. Since the gravitational radius is the only length scale, and considering

classical arguments [34], the partonic cross-section is assumed to be geometrical:
2
o~ Ty (3.19)

There are factors ignored in this assumption that can impact the cross-section, including:

e Gravitational radiation where all the energy of the colliding particles does not go into
the creation of the QBHs. The numerical results of the trapped surface [37] approach
can be found in Ref. [38, 39, 40].

e The effect of parton charge, spin, and finite size discussed in Ref. [41, 42, 43, 44, 45].

These effects can change the cross-section by more than two orders of magnitude [33].

A spinless QBH with a mass M will have a gravitational radius r, of [46]

(2L -3
ry = [GDM (2%(3—1’)/2%)] : (3.20)

To relate the D-dimensional Newton constant, GGp, to the fundamental Planck scale, one has
to choose a convention. Using the PDG [47] definition, also know as Giudice-Rattazzi-Wells
(GRW) convention [48],

27)"
Mp2= ( 3.21
87TGD ( )
The gravitational radius can be written as
1 [ M\?>
=k(D)— | — 22

where k (D) is a numerical factor

k(D) = <2D 4/r 7F< 2>). (3.23)

k(D) only depends on the total number of dimensions D and the definition of the funda-
mental Planck scale. Recall that based on Equation 3.15, I’ (

of a n-sphere with unit radius.

5 ) can be related to the area

We should determine the mass range over which a BH could be considered a quantum

BH. Recalling that in natural units, the units of mass becomes equivalent to inverse length,
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the minimum mass is taken as the inverse of the gravitational radius while the maximum
mass is taken to be the lower limit of the SBHs. A particle with a Planck mass has a
Compton wavelength equal to its Schwarzschild radius. The Compton wavelength contains
information about the location of a particle which becomes smaller than its Schwarzschild

radius when the mass (energy) of the particle increases [49]. The condition translates to
D-3

M > (%) M p which determines the lower mass of SBHs credibility. Setting this lower

mass limit as our upper bound for QBH, the mass range of a QBH becomes

<%D))g:; < Z\]\Z) s (/j%))gzg (3.24)

with the corresponding values shown in Table 3.1. The minimum mass is less than the fun-

D 6 7 8 9 10

k(D) 0.91 1.34 1.73 2.10 2.44
]

(s7) " 1.07 0.79 0.63 0.53 0.46
=

(+5) 7.17 6.00 5.21 4.63 4.19

D-3 D-3
Table 3.1: Values of k (D), (ﬁ) "7 and (%) "™ for different total number of dimen-

sions from Equation 3.23. The last two rows correspond to the minimum and maximum
allowed mass of a QBH relative to Mp, respectively.

damental Planck scale which is just an artificial outcome of the choice of the Mp definition.
The mass range is also dependent on the total number of dimensions. In our study, we choose
a fixed mass range for all dimensions with M, = Mp and M,.x = 3Mp for n = {2,4,6}.
Our choice of maximum mass is less than what is allowed by Equation 3.24 but very few
events are removed by this requirement. This choice also prevents the QBH reaching the
semiclassical region where thermal decays happens and the two-body decay picture would
not be valid. On the other hand, the maximum allowed mass is also limited by the available
production energy, hence the maximum mass can be written as My, = min (3Mp, /s),

where /s = 13 TeV is the accessible centre-of-mass energy at the LHC so far.

In a pp hard scattering with a centre-of-mass energy of /s, only a fraction of the energy

is available. Defining a and b as two parton types in the colliding protons, and x, and x; as
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their corresponding fractional momentum, the particle-level cross-section will be [33]

o (QBHglm) = ; /J\/;/s AT min /1 d%fa <$21n> fo () 7r7“§, (3.25)

Zmin

where 2, = 2,75 and f,, are the PDFs of the partons in the protons. The PDFs fall quickly
as the energy of the partons increase and so does o, although 7, increases with increasing
v/s. The summation is over all parton pairs giving rise to the specific QBH state. Specifying
the parton types, p; and py, would be sufficient for identifying a QBH state.

3.3.2 Top Quark

Makoto Kobayashi and Toshihide Maskawa first proposed a third generation of quarks in
1973 to explain the CP violation observed in kaon decay [50| and Haim Harari used the
names top and bottom for them in 1975. The top quark was discovered 22 years later in
1995 by the CDF [51] and D@ [52] collaborations. It is the heaviest elementary particle in
the standard model with a mass of 172.5 GeV [53]. Its anti-particle is called the anti-top
quark.

% and an electric charge of —|—§, and feels all the
four fundamental forces. It interacts mainly via the strong force. Due to its enormous mass,

The top quark is a fermion with spin

it has a very short lifetime of about 5x1072° s [47]. Since its lifetime is shorter than the
characteristic time scale of the strong force (< 10722 s), the top quark decays before it can
hadronize!, giving the physicists an excellent opportunity to study a bare quark. The top
quark can only decay through the weak force by decaying to a W and a down-type quark.
Based on the CKM matrix?, the dominant down-quark is the bottom quark, and strange and
down quark come next where the latter is the rarest. Since the branching ratio of ¢t — Wb
is very close to 100%, the other two decays are neglected in most studies, including ours.
With this assumption and the fact that the b-quark always forms hadrons, the decay mode
of the W determines the decay mode of the top quark.

The W has two decay modes, hadronic and leptonic, with measured branching ratios

W —qq 68.32%
W —ev, 10.46% W — Hadrons 68.3%,

= (3.26)
W — uv, 10.50% W — Leptons 31.7%.

W — o, 10.75%

IThe process of hadron formation from quarks and gluons.
2(Cabibbo-Kobayashi-Maskawa matrix, is a unitary matrix characterizing the strength of the flavour
mixing of the quarks. See Ref. [47] for the latest values and complete explanation of the CKM matrix.
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The 7 lepton from the W is not directly seen by a detector itself. It can decay either
hadronically or leptonically. 64.79% of the time a 7 decays hadronically, and the rest of the
times (35.21%) decays leptonically. For simplification and later use, we will call the decay
of the W leptonically only if it decays directly to e or u, and hadronically only if it decays
directly to hadrons. We also denote the hadronic decay of the 7 as 7, and its leptonic decay
as 7.

The top quark is the only quark that has a coupling to the Higgs of order one and plays
an essential role in the SM. In our study, we consider QBH decays to ditop final states
because in most models that naturalness problem is studied, like the hierarchy problem, the
new physics is thought to be connected with the top quark. See Ref. [47| under section
Searches for Physics Beyond the Standard Model for more information on possible new

physics associated with the top quark.

3.3.3 Quantum Black Hole Decay Modes

Our study is concentrated on QBHs decaying to ditop quark final states, and it is useful to
know the decay modes of such states. The decay mode of the top-quark and the anti-top-
quark are the same and only the electric charge of the decay products change. Below we
only show decays of QBH — tt.

Figure 3.1 shows the production and decay chain of the QBH. As mentioned, we have
assumed that the top quark always decays to a W and a b quark. So, up until the decay

of the Ws, the decay products are the same for all the events. Following the discussion

e, 7, q

Ve, Vs Vry (

Figure 3.1: Production and decay chain of the QBH — tt decay. u stands for up-type
quark, ¢ also stands for an up-type quark but excluding the top quark due to the mass
restriction (Mo, > My ) and ¢’ is an anti-down-type quark. The reason for the two different
notations is that u sets the state of the QBH while ¢ is restricted by the W.
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of the W decay modes in the previous section, the contribution of each decay mode of the
QBH in fully-hadronic (or simply hadronic), semi-hadronic (or mixed), and fully-leptonic (or

leptonic) topologies can be characterized as follows:
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e Hadronic!:

— Both Ws decay hadronically (81.4%, 45.9%) (also called type 1 hadronic)
— Both Ws decay to 7, (1.0%, 0.6%) (type 2 hadronic)
— One W decays hadronically and the other to 7, (17.6%, 9.9%) (type 2 hadronic)

o Mixed:

— One W decays hadronically and the other decays leptonically (77.2%, 28.8%)
— One W decays hadronically and the other decays to 7, (14.1%, 5.2%)

— One W decays to 7, and the other decays leptonically (7.0%, 2.6%)

— One W decays to 7, and the other decays to 7 (1.7%, 0.6%)

e Leptonic:

— Both Ws decay leptonically (75.2%, 4.8%)
— Both Ws decay to 7; (2.6%, 0.2%)

— One W decays leptonically and the other decays to 7; (22.2%, 1.4%).

So the branching ratios of the QBH, 5 state is

QBH — Hadronic = 56.4%
QBH — Mixed = 37.2% (3.27)
QBH — Leptonic = 6.4%.

In this study, we consider these decays as categories. We study the hadronic and mixed
decays separately and also the combination of the two. For reasons to be discussed later, the
leptonic decays are not considered in our study. Also, in the mixed decays, we only consider

decays where the lepton from the W or 7 is a muon.

IThe first number in the parenthesis represents the percentage within the category and the second is the
percentage with respect to the whole sample.



Chapter 4
Large Hadron Collider and the ATLAS Detector

The large hadron collider (LHC) located at the CERN laboratory in Geneva, Switzerland is
the largest accelerator and the state of art of particle physics colliders capable of colliding
pp, p-Pb (proton-lead), and Pb-Pb beams. It has six different detectors [54] for different
purposes. The ATLAS [55] and CMS [56] detectors are large general-purpose detectors. The
LHCDb (LHC beauty) [57] detector studies CP violation and also the rare decays of B hadrons.
The LHCf (LHC forward) [58] detector is designed for understanding very high energy cosmic
rays by measuring neutral particles with high energy in the very forward region. The purpose
of the TOTEM (total elastic and diffractive cross section measurement) [59] detector is to
measure the total, elastic, and inelastic cross-section of pp collisions and central diffraction
analysis. The ALICE (a large ion collider experiment) [60] detector is devoted to the study
of quark-gluon plasma which is formed from Pb-Pb nuclei collisions, and after BHs are the
densest material. ALICE and LHCDb are smaller detectors compared with ATLAS and CMS,
and the rest are even smaller.

In this chapter, we will give a short review of the LHC machine with its injection chain

followed by a more detailed description of the ATLAS detector and its constituents.

4.1 The Large Hadron Collider

Between 1984 and 1989, the LEP (large electron-positron) machine was built underground
near Geneva in a tunnel with a circumference of 36.7 km. The depth of the underground
tunnel varies from 45 to 170 m. LEP stopped its operation in 2000 and was removed in
2001 to be replaced by the LHC [54]. Reaching the energy of 209 GeV, LEP still is the most
powerful electron-positron collider ever built.

Figure 4.1 shows the general layout of the LHC ring. It is built from eight arcs each with
a length of 2987 m connected by eight straight sections each 528 m long. Out of the eight
octants, four contain intersection points where the detectors are placed, and the rest are used
by accelerator equipment. ATLAS and LHCf are located at point 1, CMS and TOTEM are
placed at point 5 both of which are new sites. Points 2 and 8 originally built for LEP, host

24
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ALICE and LHCb detectors, respectively.

Low B (pp)
High Luminosity

RF
& Future Expt.

Octant 3
L IR0

(B physics)

Low B (pp)
High Luminosity

Figure 4.1: The overall layout of the LHC ring and the location of each detector [54].

CERN built the LHC in ten years from 1998-2008. The first period of data taking (Runl)
was from 2009 to 2013 reaching total energies of 7 and 8 TeV, and an integrated luminosity
of approximately 50 fb~! and 23 fb~!, respectively. The first long shutdown (LS1) was
during 2013-2015 preparing the LHC to reach its designed centre-of-mass energy of 14 TeV
and higher luminosity. After LS1, Run2 began from 2015 till the end of 2018 collecting an
integrated luminosity of 150 fb~! of which 94% is considered good for physics analysis® with
the centre-of-mass energy of 13 TeV. LS2 is taking place in 2019 and 2020, and Run3 begins
in 2021. The plan is to reach a 300 fb~! luminosity at /s = 14 TeV by the end of 2022 [61].
At this point, most of the equipment reaches the end of its lifetime, due to radiation damage
for example, and needs to be replaced. The LS3 is scheduled to happen during 2023-2025.
The High-Luminosity LHC (HL-LHC) is planned to achieve a luminosity of 3000 fb~! by
2035 and possibly 4000 tb~! by 2037 [62].

https://atlas.cern/updates/atlas-news/atlas-completes-data-taking-run-2
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4.1.1 Injection Chain

The protons reach the desired value of the centre-of-mass energy by going through different
sections of a complex. Figure 4.2 shows the LHC injector complex. The first part of the
injector complex is LINAC2 (linear accelerator 2). At one end, there is a bottle of hydrogen
gas. The electron of the hydrogen atom is removed using an electric field. The protons
leave LINAC2 with an energy of 50 MeV and are injected into the second phase!. In the
proton synchrotron booster (PSB), protons are accelerated to an energy of 1.4 GeV and
later reach an energy of 25 GeV in the third stage at the proton synchrotron (PS) where the
25 ns bunch spacing is also achieved. Before being injected to the main ring, the protons are
further accelerated to an energy of 450 GeV in the super proton synchrotron (SPS) where
they are split into two beams travelling in the opposite direction in the main ring reaching
the final energy of 6.5 TeV for each beam [54].

LINAC?2 stopped its operation at the end of Run2 and will be replaced by LINAC4 for
Run3. LINAC4 will accelerate protons to 160 MeV and is an essential part for the HL-
LHC [63].

LHC 7 TeV p-p
2.8 Tev/n P>-Pb

BOOSTER g
1.4GeV (7 (ps 25 GeV

p ION = PRCTONS
sumw <=> ACCUMULATOR & 1oNS
UNACS /e

Figure 4.2: The LHC injector complex [54].

https://home.cern/science/accelerators/linear-accelerator-2
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4.2 The ATLAS Detector

A full detailed description of the ATLAS detector in the LHC can be found in Ref. [55] from

which we will point out the most important aspects which are relevant to our study.

A right-handed coordinate system is used by the ATLAS detector where the nominal
interaction point (IP) is the origin of the coordinate system with the z-direction set on
the beam direction. The direction from the IP to the centre of the LHC ring defines the
positive z-direction and the positive y-direction is then upward. In the transverse plane, x-y,
cylindrical coordinates (r,¢) are used where the azimuthal angle ¢ is the angle around the
z-axis measured from the x-axis and the polar angle 6 is measured from the z-axis. The most
important parameters in most of studies are the transverse momentum pr = \/m of an
object (muons, electrons, jets), transverse energy Er = E -sin 6 of an object, pseudorapidity
n = —In (tan#/2) and rapidity y = %ln (%ﬁi) of an object, and missing transverse energy
Emiss — fmiss | E;ﬂss in an event,. Another important variable is the distance AR =
\/m between two objects defined in the n — ¢ space. AR is a measure of how much
two objects are separated. Note that except for E{ﬁiss which is an event variable, all others

are object variables.

Figure 4.3 shows the overall view of the ATLAS detector. The detector has a dimension
of 44 m in length by 25 m in diameter, weighing approximately 7000 tonnes. The most inner
part, closest to the interaction point, is the inner detector (ID), followed by the calorimeters,

the magnet system, and the muon spectrometer!.

4.2.1 Inner Detector

The main purpose of the ID is to achieve a high track momentum resolution and vertex
resolution which is very important since every 25 ns there are about 1000 particles produced
from the collision within |n| < 2.5. Three independent subsystems achieve this. The pixel
tracker has three barrel layers and three disks on each end. The silicon strip tracker or
semi-conductor tracker (SCT) has eight layers of silicon microstrip detectors. The transition
radiation tracker (TRT) covers || < 2.0 and uses many layers of gaseous straw tubes.
Figure 4.4 shows the ID and its constituents. A cylindrical envelope contains the ID within
a 2 T solenoidal magnetic field. The field bends the tracks of the charged particles to allow

measuring their momentum by the ID.

!See also http://atlasexperiment.org/detector.html for a better view of the components of the
detector.
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Figure 4.3: Cutaway diagram of the ATLAS detector [55].

4.2.2 Calorimetry

The next detector part on the outside of the ID is the calorimeter, shown in Figure 4.5. The
calorimetry consists of two main parts that are the electromagnetic (EM) and the hadronic
calorimeters which together cover a range of || < 4.9. Their purpose is to measure the
energy of both the hadronic and EM showers, and also contain them as much as possible to
reduce their punch-through to the muon system. The part of the EM calorimeter matching
that of the ID in 7 has a fine granularity. This high granularity is necessary for precise
measurements of electrons and photons. The remaining calorimeter does not have the same
granularity but is sufficient for both the reconstruction of the jets and measurements of the
E¥ss. Another way to measure the thickness of the calorimeters is radiation and interaction
lengths. High energy electrons and photons mainly loose their energy via Bremsstrahlung
and eTe™ pair production, respectively. The radiation length (Xj) is a property of a material
which is related to both (a) the mean distance that the energy of an electron reduces to 1/e
and (b) § of the mean free path of the produced pair from photon [47]. The interaction
length () is the mean path of a shower of particles in a material that reduces the number

of relativistic charged particles to 1/e.
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Figure 4.4: Cutaway diagram of the ATLAS inner detector [55].

Liquid Argon Electromagnetic Calorimeter

The EM calorimeter is a lead-LAr (liquid argon) detector. The LAr is used as the scintillating
material and the lead as the absorber. It has a barrel part with a total thickness of greater
than 22X, which at z = 0 is halved into two identical half-barrels with a small gap of 4 mm
and covers the region of || < 1.475. Using the same vacuum vessel as the central solenoid
(from the magnet system) reduces the material in front of the calorimeter. Each of the two
end-cap parts has a thickness of greater than 24X, and are made into two coaxial wheels.
The outer wheel covers 1.375 < |n| < 2.5 and the inner wheel covers 2.5 < |n| < 3.2. Each
wheel has a separate cryostat for itself. The EM calorimeter was built with an accordion

shape to achieve the full azimuthal symmetry and have no cracks in the ¢ direction.

Hadronic Calorimeter

The hadronic calorimeter consists of three different parts. The first part is the tile calorimeter
which is right outside the LAr EM barrel and covers |n| < 1.0. It uses steel as the absorber
and scintillating tiles as the active material. The tile calorimeter also has two extended
barrels which cover 0.8 < |n| < 1.7. The calorimeter has a diameter of about 2 m which

extends from 2.28 m to 4.25 m from the centre. The barrel and extended calorimeter have
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Figure 4.5: Cutaway diagram of the ATLAS calorimeter system [55].

three layers. The three layers in the barrel have thicknesses of about 1.5, 4.1, and 1.8 A and
those in the extended barrels have thicknesses of about 1.5, 2.6, and 3.3 A.

The other two parts are the hadronic end-cap calorimeter (HEC) and the forward calorime-
ter (FCal). The HEC is placed right behind the EM end-cap and shares the same cryostats
as the LAr EM calorimeter. Each end-cap has two independent wheels where each wheel is
also divided into two parts (in depth) that makes four layers overall in each of the end-caps.
The pseudorapidity coverage of the HEC is 1.5 < |n| < 3.2. It overlaps with FCal near
In| = 3.1 and with the tile at around |n| = 1.7. The reason for the overlap is to reduce the
decrease in the density of the material when transitioning from tile or the end-cap to the
FCal. The FCal covers the region 3.1 < |n| < 4.9 and uses the same cryostats as the end-
cap. With a depth of about 10 A, the FCal has three layers per end-cap. The first module
is made of copper, and its job is electromagnetic measurements. The energy measurements
of the hadronic interactions are obtained by the next two layers that are made of tungsten
absorber. The FCal uses LAr as the active material [55].
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Figure 4.6: Cutaway diagram of the ATLAS muon system [55].

4.2.3 Muon System

The muon system, shown in Figure 4.6, is the largest subpart of the ATLAS detector placed
at the outer part of the ATLAS detector. The muon system will detect the charged particles
that were not absorbed in the calorimeter system. Their momentum will be measured in a
range of |n| < 2.7 with a resolution of about 10% for a 1 TeV track. Its operation is built on
the deflection of the muon tracks caused by the magnet system. This magnetic deflection
is provided in different ways in different 7 regions. In the range || < 1.4 the large toroid
does the bending with a power of 1.5 to 5.5 Tm. The two smaller end-cap magnets placed at
both sides of the barrel, with a power of 1 to 7.5 Tm, do the deflection over 1.6 < |n| < 2.7.
For 1.4 < |n| < 1.6 (transition region) both the barrel and end-caps are used to provide
the bending of the tracks where the bending power is the lowest. Other than the toroids,
the muon system has four other important components. The monitored drift tubes (MDTs)

are used to measure the momentum of the charged tracks in the range || < 2.7 (only the
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innermost layers for |n| < 2.0). For 2.0 < |n| < 2.7, the cathode strip chambers (CSCs)
are utilized. The identification of the muon tracks (or the trigger system) is done by the
other two components, resistive plate chambers (RPC) in the range || < 1.05 and thin gap
chambers (TGCs) over 1.05 < |n| < 2.4 (TGC covers up to |n| = 2.7 but triggering is only
covered up to n = 2.4) [55].

4.2.4 Luminosity Detectors

There are two small detector systems in the forward region of the ATLAS detector to measure
the luminosity. LUCID (luminosity measurement using cerenkov integrating detector) is a
relative luminosity detector, and its main goal is to monitor the luminosity online. It is
located at a distance of £17 m from the IP and detects the inelastic scattering of pp collisions.
Placed at £240 m is the ALFA (absolute luminosity for ATLAS) detector. Using the optical
theorem, in the forward region, the elastic-scattering amplitudes can be related to the total
cross-section which further can be used to measure luminosity. Using these scatterings is a

well-known method for measuring the absolute luminosity at a hadron collider [64].

4.2.5 Trigger System

When the LHC is operating, there is a proton bunch pair collision every 25 ns in ATLAS and
CMS; a rate of 40 MHz. It is impossible to store data at such a frequency, due to limitation
of storage space. On top of that, most collisions are low energy scatterings and thus not
of interest. For this reason, there is an event selection procedure to reduce the amount of
stored data and also choose the collisions that could be most interesting. This trigger system
consists of three levels which are Level-1 (L1), Level-2 (L2), and the event filter. The last
two triggers combined comprise the high-level trigger (HLT). The most important difference
between these two triggers is that L1 uses custom-made electronics, while the HLT is mostly
based on computers and network hardware.

In the first trigger step, the L1 looks for signatures of objects with high transverse
momentum, events with large EMsS or events with large total Ep. For high-py muons,
the L1 trigger uses the information from the RPC and TGC while for all the other cases
information is obtained from calorimeter subsystems. In both cases, only reduced-granularity
information is utilized. At this stage, the trigger acceptance rate cannot exceed 75 kHz. The
L1 trigger also defines one or more regions-of-interest (Rol) which is determined in the n— ¢
coordinates. These are the regions where the L1 has found features of interest. The Rol also
contains the information on what this feature is and the criteria (a threshold on quantities
like pr, for example) that was passed. This information is subsequently used in the next

level. The processing time of the L1 trigger should be less than 2.5 us after the corresponding
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bunch-crossing.

The L2 trigger uses all the available information of the detectors, this time with full
granularity and precision, in the Rol found by the L1 trigger. On average, the processing
time at L2 is about 40 ms, and the rate is reduced to less than 3.5 kHz. In the last step,
using an offline analysis and a processing time of about 4 s, the event filter reduces the event
frequency to about 200 Hz which is manageable by the event data recording. Events passing
these three trigger levels are stored in permanent storage with an average size of 1.3 MB per
event which accounts for more than 250 MB/s worth of data [55].



Chapter 5

Object Identification and Reconstruction in
ATLAS

In each collision, many different particles are produced, and the ATLAS detector is designed
to identify object type and reconstruct their kinematics using the information it gathers from
its different subsystems. In this section, we will cover the identification and reconstruction
of muons, electrons, jets, and missing transverse momentum. In this study, we will not be
using any information from photons, 7 or b-jets, and will not describe them here (See Ref.
[55]).

5.1 Charged Leptons

Charged leptons, e and p, are very important to most studies and their energy, momentum
and charge should be measured by the ATLAS detector. For both leptons, the information
from the ID is necessary. For the case of electrons, the ID information is combined with
the information of the LAr calorimeter while for muons it is combined with the information

gathered from the muon system.

5.1.1 Electron

Reconstruction of electrons and photons, is one of the most challenging tasks at the LHC for
two main reasons. Firstly, they can be misidentified easily with a hadronic jet. Secondly, in
front of the electromagnetic calorimeters, there is a large amount of material which makes
the identification of these objects, and measuring their energy and direction difficult [55].
For reconstructing electrons, first “a seed cluster is taken from the electromagnetic calorime-

ter”[55], and then if the object matches a reconstructed track in the ID, it will be identified
as an electron. However, these electrons could be classified as photons if consistency is found
between the matched track to tracks coming from a photon conversion or a conversion vertex
[65]. More identification cuts are applied to these objects to reduce fakes which based on

their fake rejection ability are called loose, medium, and tight electrons [66].

34
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5.1.2 Muon

The muon system is the outermost part of the ATLAS detector, and since most of the
particles that interact hadronically or electromagnetically are absorbed by the calorimetry
system, any charged particle that makes it to the muon system are muon candidates. Based
on the reconstruction algorithm, there are four types of muons. Stand-alone muons are those
that only muon detector information is available for reconstruction, but at least two layers
of the muon chambers must be crossed by the candidates. To measure the momentum of
the muon at the IP, the momentum measured in the muon system is corrected to take into
account the energy loss in the calorimeter system. Combined muons utilize the momentum
of the stand-alone muons and combines it with the measurements of the ID. Segment tagged
muons are those where a trajectory in the ID is extrapolated to the muon system, and then
nearby hits in the muon system are searched for. Calorimeter tagged muons are also defined
as a trajectory in the ID but with the condition that a minimum ionization signal is found

in the calorimeter system.

Stand-alone muons can be found over the full range of the muon system, |n| < 2.7 with
gaps at |n| ~ 0 and 1.2 which are covered by the calorimeter tagged muons. Low-pr muons,
pr < 5 GeV, bend too much to cross at least two layers in the muon spectrometer and must
be found by the stand-alone algorithm. The segment tagged algorithm works best for low
pr muons but the coverage is limited by the ID 1 coverage which only covers |n| < 2.5. This

n coverage is the same as that of the combined muons. See Ref. [67, 68] for more details.

5.2 Jets

Jets are one of the most important objects in any hadron collider and are of crucial impor-
tance to many different studies. ATLAS uses the anti-k; algorithm [69] for jet reconstruction.
The inputs to the jet reconstruction are topological clusters [70] which are reconstructed from

the energy deposits of hadrons in the calorimeter cells.

One of the most critical points in the jet reconstruction algorithm is infrared and collinear
safety. The former means that if a soft particle is added or subtracted from the jet, the
number of jets found by the algorithm should not change. In other words, if two particles
initially made a jet, the soft particle should not change that and they should still form a jet.
Collinear safety means if a specific amount of transverse momentum is given to one particle
or that particle decays (splits) into two collinear particles, the pr of the final jet should not
be affected [67].
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The two important variables in the jet reconstruction algorithms are

Ay + A, A2

2p 2p) ij
R2

2p  2p _ :
) win (P, p;) s (5.1)

d;; = min (pTi,ij

dip = p2T1;,
where A?j = Ay?j + Agb?j, and pr;, v;, and ¢; are transverse momentum, rapidity, and the
azimuthal angle of calorimeter energy cluster i, respectively. R is a free parameter and
the values of 0.4 and 1.0 are the most common choices in ATLAS. Three possible choices
of p define three different algorithms. For p = 0, the Cambridge-Aachen [71] algorithm is
recovered, and p = 1 corresponds to the kr algorithm |72] where the distance d;p becomes
important. ATLAS uses the anti-k; algorithm [69] which means a choice of p = —1, and has

the advantage of being infrared and collinear safe.

This choice of p has interesting features due to the definition of d;; = min (p}f, p;?) Afj /R?
which now is proportional to the inverse of the transverse momentum. Suppose we have two
well-separated high energy calorimeter clusters called 1 and 2, and some low energy calorime-
ter clusters j. The d;; is mostly dependent on pr of the high energy calorimeter cluster and
the distance A;; while the distance between low energy calorimeter cluster, d,;, becomes
huge due to low pr. This way, high energy calorimeter clusters, cluster with low energy
calorimeter cluster close to them and low energy calorimeter cluster do not get the chance
to cluster with themselves. Moreover, if the distance between two high energy calorimeter
cluster is greater than 2R, then a jet with a conical shape is formed from the high energy
calorimeter cluster and all the low energy calorimeter cluster around it within a circle of

radius R.

If two high energy calorimeter cluster have a distance R < A3 < 2R, two jets will still
be reconstructed, but since there is an overlap between them, both cannot have a conical
shape. There are three possible conditions based on the py of the particles. If pr1 > pro,
jet 1 is conical and jet 2 misses the overlap and is just partially conical. If pr; = pro, the
overlap is equally divided between them by a straight line and neither are conical. This

non-conical shape also happens for pr; ~ ppo, but this time the boundary, b, is defines by

A1b/PT1 = AQb/pT2-

The only case where one jet is formed is when Ay < R. For pr; > pro, the jet has a
conical shape around prq. If pq ~ pre, around each calorimeter cluster there will be a cone

of radius less than R and the overall shape is a cone with radius R around the final jet.
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5.3 Missing Transverse Energy

Neutrinos are the only SM stable particles that do not interact with any parts of the detector
and therefore cannot be detected directly. Since the incoming protons have no transverse
momentum before the collision and energy-momentum conservation should be obeyed, the
vector sum of the transverse momentum of the produced particles should add up to zero.
The fact that the vector sum of the transverse momentum of the reconstructed particles is
not zero can be associated with the production of neutrinos', and the negative of this value is
assigned as the pr of the neutrino. Like all the other objects, the missing transverse energy
variable (missing Er or MET) plays a vital role in many different studies like searches for
new physics, such as supersymmetry and extra dimensions, or measuring the mass of the top
quark from ¢ ¢ production [67]. In this section, we follow the description of the reconstruction

algorithm of MET given in Ref. [73].

The missing transverse momentum vector is defined as
miss __ 7omiss miss
Ep™ = B + B, (5.2)

with a magnitude and azimuthal angle defined as

ErTniSS = \/ (E;niss)2 + (Elf/niss)2 and @™ = arctan (E;“iss / E;“iss) ) (5.3)
The missing transverse momentum has two main terms: calorimeter and muon terms

miss __ miss,calo miss, L

Calorimeter Term

The calorimeter term in MET is defined as

Ncell Ncell
Ermisscalo — E E;sinf; cos ¢; and E;“ss’calo = — E E; sin 0; sin ¢;, (5.5)
i=1

=1

where Nge is the number of all the cells of the calorimeter in the range |n| < 4.5, E;
is the energy, and the polar and azimuthal angles are ; and ¢;, respectively. For a better
calibration, this term is decomposed to different terms based on the association of each energy

cluster to a well reconstructed high py parent object in order of: electrons, photons, 7-leptons

I This is the case if we only consider SM particles. This missing energy can also be associated with BSM
particles that do not interact with the detector, such as gravitons.
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decaying hadronically, hadronic jets, and muons. In this way, each term is calibrated based
on the identified object. So

miss,calo __ r-miss,e miss,y miss,T miss,jets miss,softjets miss,calo,u miss,CellOut
Bay = Fay TEew) TEay) TEa)” T Ty T Ea , (5.6)

where the following conditions have been used for reconstruction of each term:
o EXS: from medium electrons with pr > 10 GeV using the electron calibration [65].
o EXSS7: from tight photons with pp > 10 GeV using EM scale [65].

o [ ST, from tight taus with pp > 10 GéV [74] calibrated with local cluster weighting

(local hadronic calibration or LCW) scheme.

o ERSUS: high pp jets (pp > 20 GeV) using LCW calibration with applied jet energy
scale (JES) factor.

o BRSOl Jow pr jets (7 < pr < 20 GeV) using LCW calibration scheme.

ERss ok, the energy loss of muons passing through the calorimeter system.

o Eiss CellOut. the energy cluster of cells not associated with any of the above objects

and uses the LCW calibration scheme.

Note that each term is the sum of all the objects falling into a specific category. Also, each
term is the negative of the cell energies which is the reason for plus signs in Equation 5.6

rather than a minus.

Muon Term

The muon term is defined as

miss,p "
By == 2. Py (5.7)

selected muons

which includes all the muons in the fully covered region (|n| < 2.7) of the muon system.
In the range of || < 2.5 these muons are matched with a track in the ID which reduces
the contribution from fake muons significantly. If the muon is isolated! with |n| < 2.5, its
momentum is reconstructed using the muon spectrometer and ID measurements, and its

energy loss will not be included in the EF " term to prevent double counting. For the

L An isolated muon is defined as a muon with AR, jer > 0.3 from its closest jet.
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non-isolated muons, the energy loss is not separable from that of the jet and the cluster

energies are already included in a jet term.



Chapter 6

Analysis

This chapter is dedicated to describing the analysis used in our study for searching for QBHs.
Our study is based on Monte Carlo (MC) simulated kinematics of particle four-vectors with
no detector simulation. Some of the information available in this simulation may not be
available in the data or full detector simulation. Only information that would be available in
the ATLAS reconstructed data is used. We determine the discovery potential of the QBHs
threshold mass assuming an integrated luminosity of 150 fb~! and 3000 fb~!. Possible sources
of background include QCD multijet process, ¢¢ production, and W /Z plus jets processes.
Using the results of ATLAS dijet analysis corresponding to 37.4 fb~! of data, we set a 95%
CL upper limit on the production cross-section times branching ratio (BR) times acceptance

(A) times efficiency (€), and production cross-section.

6.1 MC Simulated and Data Samples

As mentioned previously, in our study we are pursuing two goals. Firstly, we determine the
discovery potential on the QBH threshold mass. We also set an upper limit at 95% CL on the
QBH production cross-section times BR times A times €, production cross-section, and set
a lower limit on the production mass threshold using the results of ATLAS dijet analysis [4].
The type of analysis used for the discovery potential and limit setting is completely different.
The discovery potential uses MC samples of simulated QBH signals and MC samples of
different possible contributing backgrounds without detector simulation or reconstruction.
The QBH signal is simulated using the QBu generator! [75]. QCD multijet background
is simulated using PyTuia8 [76] and Herwic [77]. Additional potential backgrounds like t#
production and W/Z + jets are simulated using the Pownrc [78| generator. Appendix A
lists the set of ATLAS official MC simulated samples that are used in our study. Fach will

be discussed in the subsequent sections.

!The name of the generator, QBH, should not be mistaken with the acronym QBH for quantum black
holes.

40
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6.2 QBH Signal Samples

For the QBH signal, both the ADD model assuming n = {2,4,6} extra dimensions and
the RS1 model will be considered. Note that in the RS1 model n = 1. Recall that in the
ADD model, the case of n = 1 is excluded. Also, ATLAS usually considers up to six extra
dimensions. So, choosing n = {2,4,6} allows the interpolation for odd number of extra
dimension. In other words, there is nothing special about even number of extra dimensions.

To avoid repetition, we will represent the different ADD models as ADDn2, ADDn4, and
ADDn6, respectively. For the Planck scale, we use eight values ranging from 4-10 TeV in
1 TeV steps, and 9.5 TeV. As discussed earlier, the minimum or threshold mass of the QBH
is set to be the same as the Planck scale. The maximum QBH mass is 13 TeV, except for
the Mp = 4 TeV sample in which the maximum QBH mass is 12 TeV, i.e only one sample is
different. In the QBH generator, we use CTEQG6L1 [79] as our PDF set. Appendix B shows
the set of parameters we have used in the QBH generator for our study.

Note that model refers to the ADD model with the different choices of n and the RS1

model. The choice of different QBH parameters is referred to as samples.

6.2.1 (QBH States and Signal Validation

We are interested in QBH states decaying to ditop quark pairs. There are four different states
shown in Table 6.1. Each state is distinguished by two codes, Q-state and I-state, QBHIngf;fe.
Q-state is the electric charge, and I-state is the initial state with three possible choices, 0
for ¢-¢ (quark-quark), 1 for ¢-g (quark-gluon), and 2 for g-g (gluon-gluon) production [75|.
The branching ratio of a given state depends on particle degrees of freedom that conserve

quantum numbers and symmetries. Table 6.1 shows the different ditop BRs.

QBH Production QBH Decay Branching Ratio to Ditop
uu — QBHY, QBHY,;y — Lt 0.074
uu — QBH94/3 QBH94/3 —tt 0.074
qq — QBH] QBH — tt 0.039
99 — QBH? QBH? — tt 0.030

Table 6.1: Possible QBH production states decaying to ditop quark pairs and their branch-
ing ratio. u stands for up-type quark, ¢ for up- or down-type quark and ¢ for gluon.

Figure 6.1 shows the pp cross-section times branching ratio of the different QBH states
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decaying to ditop final states for RS1 QBH and ADD QBH with n = {2,4,6} as a function
of threshold mass (My,). The uncertainty of the cross-section comes from the QQBH generator
which is a statistical uncertainty based on the number of events used to integrate the cross-
section. As can be seen from these two plots, the only significant QBH state giving ditop
final states is the QBH) /3 From now on, our study only includes the QBHY /3 state that
decays to tt and that is what we shall mean by ditop hereafter. This choice underestimates
the cross-section by about 7% for the 4 TeV samples and less than 1% for samples with with
My, greater than 7 TeV.

Figure 6.2 shows the pp cross-section of the QBHZ /3 state for different models as a function
of My,. In the ADD model, this cross-section increase with increasing number of extra
dimensions. Although the RS1 model corresponds to the choice of D = 5, the definition of
the fundamental Planck scale is different. In the RS1 model, the fundamental Planck scale

is defined as )

402m)2 Gy
where D = 5. The signal shape of the QBH can differ between the models because both the

partonic-level cross-section, Equation 3.25, and the resolution scale of the PDF @) = 1/r,

ME2 = (6.1)

depends on 4. The dependence of the gravitational radius on the number of extra dimensions
and the Planck scale definition affects both.

For the bulk of our study we use the ADDn6 model and only represent the final and
important intermediate results for all four models. Hereafter, all the results are for the
ADDn6 model unless stated otherwise. For each mass threshold sample in each model, we
have simulated 1 million QBH,/3 events decaying to ¢t final state.

Figure 6.3 shows the simulated mass distributions of the events for the eight different
My, samples. In Appendix C we show the kinematics of the QBH and each of the top quarks
of the QBH decay for the 4 TeV and 9 TeV My, samples for the ADDn6 model to validate

the simulated events.
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Figure 6.1: Proton-proton cross-section times the branching ratio of different QBH states
decaying to tt, tt and tt for (a) RS1 QBH and ADD QBH with (b) n =2, (¢) n =4, and

(d) n = 6 as a function of threshold mass My,.
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6.2. QBH SIGNAL SAMPLES 45

3
~ 10° P e e ~ 350X
[0 = = [0 [ -
E 3 M,=4TeV
(O] = = (O] [ th -]
= Vs=13 TeV B F— M,=5Tev Vs=13 TeV B
S 105 1"'-,_1"'1 CTEQ6LI ] 8 300~ — M, =6TeV CTEQ6LI -
T ADDn=6 = —— Mn=7Tev ADDn=6
; E ~LLLL n= = ; C _Mnfg¥g¥ n= B
g RYE N £ 2s0 —no3iRly E
o 10 3 N C M,, = 10 TeV J
- F HH‘L.H 1"'1 i 2 o0k .
100 ““1&‘1 .LHI - B ]
F \HHHHLLILLL B 150/ 3
| —— M,=4TeV b C m
10 Mp-5Tev \1'111‘\111,1 = ook E
F — M,=6TeV 3 C n
— Mp=7TeV -LLLL.LLLL F ]
107—Mm=8TeV | C .
E — M,=9TeV E 50— 3
F— M;=95TeV B C B
X M, =10 TeV ] C 1
gl b b b b by P ] . Y L PR AP PRI I Ll
3 5 8 9 0 11 12 18 3 4 5 6 7 8 9 0 11 12 13
M, [TeV] M, [TeV]
(a) Log scale (b) Linear scale
S A0 [ T [ [ [ T
© — M,=4TeV o
= i
- —_— = e —
S 10°¢ — WISy =
S E —Mp-8TeV T
~ L — Mr=9TeV.
L2 ol ——Mh-95TeyV |
5 E M, =10TeV 5
> = |
wr Vs=13 TeV, 150 fb"' 7
10°= CTEQ6LI =
S ADDn =6 B
10 E
10 = =
= -
10717\\\\ TR B L L Fﬂﬂ\‘\\\\i
3 4 5 6 7 8 9 0 11 12 13
M, [TeV]

(c) Normalized log scale

Figure 6.3: Ditop mass distribution for ADDn6 QBH samples with (a) log scale and (b)
linear scale normalized to 1 million events in each sample, and (c) log scale normalized to

150 b1,



6.3. OBJECT DEFINITION AND ALGORITHM 46

6.3 Object Definition and Algorithm

Both QBH simulated signal events and simulated background events, discussed in section 6.8,
are produced using MC event generators. PyTria [76] simulates the final states of high-
energy collisions down to stable particles by showering, fragmentation, hadronizing, and
decaying [80]. After these processes, we run a jet reconstruction algorithm using the particle

four-momentum as inputs. After this stage we have four main truth containers:

e TruthParticles: Using the PDG IDs [47], one can find the particles involved in an
event and its four-momentum. The decay chain can be followed using Parent and
Child information which is useful to determine the top decay mode which will be used
later in this study. The other important use of this container is for identifying electrons

and muons.

o AntiKt4TruthDressedWZJets: A jet container with anti-k; algorithm jets with a dis-
tance parameter of R = 0.4 [69]. Dressed WZ means that electrons and muons produced
from W /Z /T decays are not included in the jet. We will refer to these jets as small-cone

jets. These jets have mass.

e AntiKt10TruthTrimmedPtFrac5SmallR20Jets: Another jet container with anti-k; jets
with distance parameter of R = 1.0 and also pr > 100 GeV. TruthTrimmedPtFrach
Ptsubjet

means that if —= < 0.05, the subjet is removed from the jet. SmallR20Jets means
jet

that the subjets use R = 0.2. These jets also have mass.

e MET Truth: This container contains information about the missing transverse mo-

mentum in an event.

The reason the containers are called truth is that they are based on MC simulated four-
vectors. Unlike what happens in data, the input of the jet reconstruction algorithm are
particle four-vectors rather than the energy deposits in the calorimeter. These jets are
also often referred to as truth jets. The first three containers have the four-momentum of
the objects, and the MET_Truth container has the components p, and p, of the missing
transverse momentum of an event. The truth algorithms have the ideal information of the
objects.

The jets reconstructed with the anti-k; algorithm with R = 0.4 (R = 1.0) are often
referred to as small-R (large-R) jets. The large-R jets were developed mostly to use the
substructure information of jets, for example for b-tagging [81| and t-tagging [82]. These
information are mostly used to reject background to make the signal observable. In our case,

as we will see, the simulated signals are well above the background and although these tags
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could reduce the background, they would also reduce the signal as well. Also, the subjet
working points are tuned for jets with pr less than 2 TeV while our higher QBH threshold
mass samples produce jets with py greater than 4 TeV that have no counterpart in data. In
our study we will only be using the small-R jets and simply refer to them as jets. We also

will not use any tagging, or 7 reconstruction.

6.4 Detector Effects

All the truth algorithms mentioned above are for the MC event simulations (event generators)
which differ from the reconstruction algorithms for data and ATLAS detector simulated
events and reconstruction. Although this study is only based on the particle generator level
and no detector simulation or object reconstruction is used, we can try to incorporate some
of the effects of the ATLAS detector without any simulation. Some of the detector effects

include:
e object misidentification
e geometrical (pseudo-rapidity) acceptance
e trigger efficiency
e object efficiency
e muon energy resolution
e jet energy resolution (JER) and its uncertainty
e jet energy scale (JES) and its uncertainty
e pileup effects.

In this section we will discuss these effects and apply some of them to our simulated events.

One of the most important differences between MC simulation and data is the misiden-
tification of objects. The most important one being misidentification of electrons and jets.
This misidentification of electrons and jets has two consequences. Firstly, as was mentioned,
in our jet container, the electrons and muons that are produced from W /Z /7 decays are
not included in jets. The case of muon is not problematic but if an electron is within the
cone size of a jet, the ATLAS detector will not be able to separate the electron and it will
be included as a part of the jet. To make our simulation more like data, if the electrons

produced from W or 7 are within a distance less than the jet cone size, AR.; < R = 0.4,
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the four-momentum of the electron will be added to the jet. The information of the sepa-
rated electrons would not be reliable and realistic, and this is the reason it was previously
mentioned that we only consider the mixed decays where the lepton is a muon. The other
consequence of this misidentification, is the ability of the ATLAS detector to distinguish
an electron from a jet since they leave similar traces in the EM calorimeter. So, the same
energy deposits in the EM calorimeter can be reconstructed as a jet and also as an electron.
In every ATLAS study, we have an overlap removal algorithm to take care of this double
counting of objects. Since our study is based on MC simulated events and truth information,
there is no double counting, and we do not need this overlap removal. We will assume that
in data, the overlap removal will pick the right object with 100% efficiency and neglect this
effect. So, the only objects that we use in this study will be muons and jets. If one does not
need electrons, all tracks can simply be considered to be jets.

Another effect is the geometrical acceptance of the ATLAS detector for different objects,
shown in Table 6.2 [67]. In Appendix D we show the 7 distribution of the jets and muons.

Object n|
Jet <49
Muon < 2.7

Table 6.2: Detector pseudo-rapidity acceptance for jets and muons in the ATLAS detector
[67].

Trigger efficiency is an effect of the ATLAS data taking. The trigger system is responsible
for deciding whether to keep an event or not. In our study, we used a jet py trigger that
requires at least one jet with pr greater than 420 GeV [83]. The efficiency of My, = 4 TeV
and My, = 9 TeV QBH samples are 96.9% and 98.8%, respectively. Since these events would
have not been recorded by the ATLAS detector, the events that do not pass this trigger
threshold are excluded from the study.

Another effect is the object efficiency, which is the probability that an object will be
detected. Figure 6.4 shows the efficiency of the muons with pr > 10 GeV as a function n. To
include this effect, first we find the n of the muon and generate a linearly distributed random
number between zero and one. If the random number is less than the value of the efficiency
for the given 7, we keep the muon, otherwise it will be discarded. There is no efficiency for
jets and missing transverse momentum; in another word, it is always 100%.

Another effect we can include is the pr resolution of the objects and MET. The pr
resolution is a measure of the ability of the detector to accurately determine the pr of the

objects. Since the angles (the direction that the particle hits the detector) are found with
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Figure 6.4: The efficiency of muons with pr > 10 GeV as a function of pseudo-rapidity
[84].

great accuracy, the pr resolution will be introduced to p, and p, components such that the
azimuthal angle doesn’t change. Figure 6.5 shows the pr resolution of muons as a function
of 1. Similar to the muon efficiency, we first find its n so that we can find the corresponding
resolution. We then create a Gaussian distribution with mean of the truth pr and a standard
deviation of pr x o,, where o, is the relative pr resolution. The py of the muon is then

picked from this distribution.
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Figure 6.5: pr resolution of muons as a function of n [85].

For jets, the mass and angular resolutions are often neglected and jet energy resolution
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is considered the same as jet pr resolution

(o)) Opr
— &~ —. 6.2
R (6.2)
For sampling calorimeters, the JER can be parameterized as [86]:
N S
e g g0, (6.3)

pr pbr \VPr

where the terms correspond to noise, stochastic, and a constant uncertainty, respectively. N
is mostly due to pileup and electric noise which is significant in the low pr region (~30 GeV).
S comes from the statistical Poisson fluctuations which is the sampling nature of the calorime-
ter and is the dominant term in the intermediate pr region (30 < pr < 500 GeV). C'is a
constant term that can, for example, be due to signal lost in passive materials and is the
dominant term for high pr jets (above 400 GeV). JER is found as a function of pr for dif-
ferent 1 regions [87]. The resolution is about 10% for jets with p; = 0.1 TeV and reduces to
about 3% for jets with pr = 1.0 TeV. The absolute JER uncertainty is about 3% (0.5%) for
jets with pr = 20 GeV (pr = 1 TeV). Figure 6.6 shows the pr resolution of anti-k; R = 0.4
jets in the region of 0.0 < 1 < 0.2 [87]. The official ATLAS results are for internal use only
and cannot be shown in this study. The five 7 regions used in this study are: 0.0 < n < 0.2,
02<n<07,07<n<13 13 <n<18, and 1.8 < n < 2.5. The smearing process is
similar to the pr resolution of u. First, we find the 7 of the jet to determine the n region.
Using the truth py of the jet, we find its resolution. We then create a Gaussian distribu-
tion with mean of the truth pr and a standard deviation of pr x o,, where o, is the pr
resolution. The pr of the jet is then picked from this distribution. To consider the JER
uncertainty, a similar Gaussian distribution is created, this time with a standard deviation
of pr x (0,, £ JER uncertainty) where JER uncertainty is a linearly distributed random
number from zero to the difference of the nominal value of JER and its highest (lowest)

value.

In the case of jets, in addition to jet energy resolution, we also have jet energy scale (or

response). The jet energy response defined as

reco
- Etruth

R (6.4)

corrects the MC simulation of events to the response in data, shown in Figure 6.7 [88]. Since
we are using truth level jets, we do not need to apply this factor. But the uncertainty of

JES should be and will be considered. For including JES uncertainty, a linearly distributed
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Figure 6.6: pr resolution of anti-k; R = 0.4 jets in the region of 0.0 < 1 < 0.2 [87].

random number from zero to the difference of the nominal value of JES and its highest

(lowest) value is generated and the pr of the jet is scaled with 14+ the random number.
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Figure 6.7: Jet energy response of jets and its uncertainty as a function of pr [88].

Since MET is the vector sum of the pr of all the contributing objects, its resolution is also
based on the resolution of the objects. We take the MET resolution to be the py difference
of the objects (muons and jets) before and after considering their resolution. Note that in
the case of i, only those that pass the efficiency requirement are included. In Appendix E
we show the pr ratio of jets, muons, and MET before and after adding the resolution.

There are still other effects that are ignored in our study, such as pileup effects. The
cross-section of pp collisions is the sum of elastic and inelastic events, i.e 0ot = Oal + Cinel-

Elastic events are not of interest since none of the beam particles break apart, and go down
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the beam pipe. On the other hand, the inelastic events are the events we are interested
in. The dominant inelastic events are soft interactions and hard scattering does not happen
very often. Soft and hard scatterings refer to events with low and high momentum transfer,
respectively. In each bunch crossing that happens every 25 ns, there are about 50 pp collisions
[89]. Whenever a hard pp collision happens, the additional particles produced from other soft
pp collisions in the same bunch crossing, make it harder to reconstruct the hard scattering.
This effect is known as pileup [89].

The definition of minimum-bias events depends on the triggers used in an experiment. In
general, it refers to inelastic events that are accepted with a minimum set of requirements [90].
The minimum-biased pileup events are those soft interactions that have passed the minimum-
biased trigger and produce some soft particles along with those created by the hard scattering.

The readouts of the detector often span over the time range of a few bunch crossings and
creates out-of-time pileup [89].

Previous studies by ATLAS shows that the pileup effects can be dealt with and their
effect can be completely ignored for jets with pr greater than 50 GeV [91]|. For jets with
pr > 50 GeV, jet multiplicity as a function of the number of primary vertices becomes flat,
i.e no extra jet is reconstructed from pileup events. For the HL-LHC, the number of pp
collisions per bunch crossing will be about 132 [92] and can become an issue. In this study
we will assume that even at these high pileup condition, we will have algorithms to take care
of it and the effects remain negligible.

From now on, the study includes the geometrical acceptance of the detector for the
objects, the efficiency of muons, and the pr resolution of the muons, jets, and MET un-
less explicitly stated otherwise. As previously mentioned, we are interested in higher QBH
threshold masses. On top of choosing the ADDn6 model, we take the 9 TeV mass threshold
sample for our study. Some of results will also be shown for the 4 TeV mass threshold sample
to show the difference. The final and important results will be shown for all threshold mass

samples and models.
6.5 Object Preselection

We have two different selection criteria, object selection and event selection. The event
selection will be discussed in the next section. The object selection criteria are shown in
Table 6.3. The n cut is just a geometrical acceptance requirement to make sure that the
object goes into the well-instrumented detector and not down the beam pipe. For muons,
the pr cut removes low energy muons that are produced later in the decay chain and are not
direct products of the W or 7. The pr cut on jets removes the low energy jets created from

low pr hadrons failing to cluster around the hard jet and created a low pr jet themselves.
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Object pr (GeV) > In| <
Jet 100 2.5
Muon 25 2.5

Table 6.3: Object selection cuts applied to jets and muons.

6.6 Event Selection and Cut Flow

Our goal is to reconstruct the four-momentum of the QBH that was produced by the QBH
generator. To this end, we first have to identify the QBH decay mode so that we can use the
proper algorithm for the reconstruction. At the same time, we should keep an eye on the
background rejection. A looser cut might pick more signal events but at the cost of more
background. Note that since the W bosons are W, the decay product is an anti-lepton but
for simplicity we will call it a lepton.

In our study, we found that identifying leptonic decays and separating them from the
other two decay modes is very difficult; low efficiency and high contamination. Leptonic
decays are only 6.4% of all the events and ignoring them is not going to affect our study by
much. Although in the leptonic case the background is significantly lower, the background
is not the issue. In QBH production, in the high mass region especially, the cross-section is
a lot larger than the SM cross-section. This means that if the hypothesized process exists,
it won’t be hard to distinguish it from the background. So, it is more important to get
more signal events than to reduce the background. For the same reason, since the hadronic
decays have the highest probability, we concentrate on finding hadronic events with high
efficiency. The exception to this argument is the RS1 model which has a significantly lower
cross-section compared to the ADD model and the background becomes important.

For identifying events using the objects previously selected, we choose the two highest
pr jets. The leading pr jet will be called jetl and the second leading pr jet will be jet2. As
for muons, there are two different cases. For leptonic decays, we need two muons while for
mixed decays we only need one. The muon in mixed decays will be called the match muon,
the muon coming directly from the W boson. For the leptonic case, at least two muons must
have been found. We first take the highest pr muon as our first muon, called muonl, since
it is most likely to be a decay product of one of the Ws. Then, we take the other muons
and check if it is well-separated from the first muon, AR > 2.5'. If there is more than one

muon, we take the highest pr one among them as our second muon which will be called

In some studies a A¢ > 7/2 is used to require the objects to be back-to-back in the transverse plane
which in our study was also studied and yielded very similar results.
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muon2. Another way of choosing these two muons would be by taking the two highest pr
muons that are close, AR < 2.5, to the two highest pr jets, which also ended up with very
similar results. On the other hand, for mixed decays, we only need one muon. In case there
is already only one muon found, we choose it as our match muon. If there are more than
one, we first pick all the muons that are close to the jet2, AR < 2.5 and if there are more
than one muon satisfying this condition, we take the highest pr muon as our match.

Now that we have our objects selected, we try to identify the QBH decay mode by putting
cuts on the kinematics of these objects based on the kinematic properties of each decay mode.
First, we will try to reduce the contamination of leptonic decays and then search for hadronic
and mixed decays. If we find two well-separated muons where each have a pr > 50 GeV,
that event is discarded since it is a candidate for leptonic topology.

Next, we would like to find mixed decays. For mixed events, we concentrate on finding
events where the lepton produced from the W is a muon. This is due to the fact that, for
example for the case of My, = 9 TeV QBH sample, 87% of the times the electron is close
to the jet and cannot be separated in real data. Using the information of electrons in these
cases would not be useful. In the mixed decays, one W has decayed hadronically and the
other one has decayed leptonically. This means that jetl should have a higher p; compared
to jet2. So, the jetl and jet2 are required to be well-separated and have a pr ratio % >
1.25. The highest pr jet is required to have pz,,, > 1.2 TeV and mje; > 120 GeV. The match
muon should have pp > 75 GeV, and the event should have MET > 200 GeV.

In the hadronic case, both W's have decayed to hadrons which form jets. We require each
jet to have pr > 1 TeV. As we will see later, in hadronic decays, the two highest pr jets are
top quark candidates. As such, we also require m; > 100 GeV for these two jets. After all
these requirements, there are still about 18% of the ¢t signal events that have not passed
any of the selections. Table 6.4 shows the event selection criteria for each category in the

order they are applied.

Event type Selection criteria
Leptonic AR, > 2.5, pr, , > 50 GeV
Mixed ARj; > 2.5, 200 > 1.5, pr. > 12 TeV, pr,,,,., > 75 GeV,

jet2

Mier1 > 120 GeV, MET > 200 GeV

Hadronic AR;j; > 2.5, pry,,, > 1 TeV, Mier, , > 100 GeV

etl,2

Table 6.4: Summary of selection criteria for identifying each event topology.

To better understand the selection criteria used, the cut-flow of the hadronic decay se-
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lection is shown in Table 6.5. Table 6.6 shows the cut-flow of the mixed decays selection.
Note that in these tables, contamination from other decay modes have been removed using
the cuts shown in Table 6.4. By misidentified events we mean the events that belong to a
category have passed the cuts of another category and are misidentified. The distribution
of the variables used in the selection criteria for the three decay modes of the QBH signal
and also the QCD dijet background (from PyTHia), discussed in Sec. 6.8.1, are shown in
Figure F.1-F.9 in Appendix F.

Selection criteria Mixed (%) Misidentified (%)
ARj; > 2.5 58.3 437
Pher - 1.25 49.0 7.9
ijet2
1y > 1.2 TeV 47.5 77
Mjer1 > 120 GeV 44.0 7.5
MET > 150 GeV 40.6 6.5
DToarer, > 10 GeV 35.6 4.3

Table 6.5:
9 TeV sample.

number of observed mixed events

. nur_nber of real mixefi events .
ination of leptonic events is removed first.

and misidentified =

The impact of each selection criteria on the mixed decay of the QBH
Percents are with respect to the mixed decays, i.e mixed =

number of observed misidentified events

number of real mixed events

The contam-

Selection criteria Mixed (%) Misidentified
(%)
AR;; > 2.5 96.4 67.7
pr > 1.0 TeV 92.4 54.0
m; > 100 GeV 85.8 33.0

Table 6.6: The impact of each selection criteria on the hadronic decay of the QBH
My, = 9 TeV sample. The pr and mass cuts are applied to both of the two highest pr jets.
Percents are with respect to the hadronic sample, i.e hadronic = numbei)Of OFserYe}? gad@mc evfnts

fad : ber of observed misidentified events : pamiber o Toa- hadrotic evens
and misidentified = 2= . velt® - The contamination of leptonic and mixed
number of real hadronic events

events are removed first.
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To summarize the result of the event selection cuts we define an efficiency matrix as:

Ny Nae MM MHL  TH ny
Ny | | ue Mvam Mve M nu | (6.5)
Np ML MLv MLL  "HI nr
Ny mE MM L T n

where Ny is the number of observed events in each category (H = hadronic, M = mixed, L
= leptonic, [ = lost) and nx is the number of real events in that category. n is found using
truth information which is exact and N is found using the selection criteria and contains
the misidentified events as well. The diagonal elements shows that the event’s topology is
found correctly and off-diagonal elements mean that the event is placed in a wrong topology.
We refer to off-diagonal elements as misidentified events. So, the goal is to get the diagonal
elements close to one and off-diagonal elements to zero. Choosing the set of cuts discussed
for the QBH M, = 9 TeV sample with 50,000 events we get

30423 0.84 0.33 0.17 0O 28155

7468 _ 0.03 0.33 0.17 0 18651 (6.6)
2716 0.02 0.07 024 0 3194

9393 0.11 0.27 042 0 0

Since the misidentified events are significant, it’s important to see what kind of events they
are. 33% of mixed decays have pass the cuts designed for choosing hadronic decays. Recall
that one of the criterion for picking hadronic and mixed decays was the pr ratio of the two
leading jets. About 89% of these misidentified mixed events are those that one of the W'
have decayed to an electron. For this reason, the second highest pr jet is only missing a
neutrino and becomes very similar to a hadronic event. The leptonic misidentified events
are negligible, 2% of Ny, and about 55% of them are those leptonic decays that both Ws
have decayed to electron. It’s harder to track how 3% of hadronic events have passed mixed
decays. In the decay chain of hadronic events, a muon has been produced that is close to
jet2 and has a high enough p7 to pass the pr threshold. About 84% of the leptonic decays
that have been categorized as mixed decays are those that one W has decayed to muon and

the other one has decayed to an electron.

It is useful to see how these cuts affect the lower mass threshold samples. Using our
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lowest threshold mass sample, i.e My, = 4 TeV, we have the following efficiency matrix:
23531 0.69 0.20 0.07 0 28255
5003 | 0.02 0.23 0.07 0 18575 (6.7)
1861 | | 0.01 0.05 0.19 0 3170 '
19605 0.28 0.52 0.67 0 0

Since our cuts were optimized for higher threshold masses, our efficiencies for hadronic and
mixed decays are down to 69% and 23%, respectively, compared to 84% and 33%.

Note that the matrix elements are the acceptance with respect to the given topology, not
the whole sample. Finding the decay mode correctly is important for applying the proper
event reconstruction algorithm. Since we want events with a reconstructed mass above a
given threshold mass, the misidentified events are not necessarily a bad thing. We will not
have the proper reconstruction but as long as the reconstructed mass is below the threshold

mass of the sample, it will not contaminate our sample.

6.7 Event Reconstruction Algorithm

Having chosen the essential objects and classified the decay mode, we will reconstruct the
kinematics of the events, or in other words, the four-momentum of the QBH. As was seen
in the previous section, we are only able to pick hadronic and mixed decays with reasonable
efficiencies. The reconstruction algorithm is different for each of them. First, we will consider
the hadronic case since it is the easier of the two, and then will move on to mixed decays.
Since the misidentified events in both categories are significant, we show the results for both
real and misidentified events. The reconstruction algorithm study uses 100,000 events for

each My, sample.

6.7.1 Hadronic Decays

Top quark reconstruction for the hadronic decays is straightforward. Both top quarks have
high energies, and the decay products are highly boosted, and they fit in a small cone-jet.
In this case, the four-momentum of the two highest pr jets are our top quark candidates. To
reconstruct the QBH state we just need to add the four-momentum of the two jets together.
Figure 6.8 and Figure 6.9 show the mass distribution of each jet and the dijet mass for
the QBH M, = 9 TeV and M, = 4 TeV samples, respectively. Figure 6.10 compares the
reconstructed QBH mass versus its truth mass for QBH M, = 9 TeV and M, = 4 TeV
samples. In this figure, the case of hadronic, misidentified mixed, and misidentified leptonic

events are shown separately. As could be expected, the case of misidentified mixed and
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misidentified leptonic events have a lower reconstructed mass due to the missing neutrino(s).

We denote the QBH reconstructed mass from the hadronic decay mode as m;;.
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Figure 6.8: Mass distribution of first and second leading pr jets and the dijet mass dis-
tribution. The three columns from left to right show the mass distribution of (a) the first
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hadronic, (ii) misidentified mixed, and (iii) misidentified leptonic events. The results are
for the QBH M, = 9 TeV sample.
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pr leading jet, (b) the second pr leading jet, and (c) dijet. The three rows show the (i)

hadronic, (ii) misidentified mixed, and (iii) misidentified leptonic events. The results are

for the QBH M, = 4 TeV sample.
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Figure 6.10: Comparison of the QBH reconstructed mass and the QBH truth mass. The
two columns from left to right show the QBH (a) My, = 9 TeV sample, and (b) My, =
4 TeV sample. The three rows show the (i) hadronic, (ii) misidentified mixed, and (iii)
misidentified leptonic events. The horizontal line indicates the threshold mass of the sample.
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6.7.2 Mixed Decays

To reconstruct the mixed events, the highest py jet is considered as one of the top quark
candidates. To reconstruct the second top, we should first reconstruct the W and add it
to the b-jet which is our second highest pr jet. The b-jet is jet2 because since the W has
decayed to pu, the produced hadrons are the decay product of the b-quarks. The QBH four-
momentum would be the four-momentum of the two highest pr jets plus the four-momentum
of the reconstructed W.

The W decays to a muon and the corresponding neutrino. For reconstructing the W,
we need the four-momentum of its products. We have already chosen our muon in the
object selection, where we called it the match muon. The neutrino appears as the missing
transverse momentum. First, let us see how good we are doing at picking the right muon
coming from the W or 7, both in the case of mixed decays. Using the PDG ID and the
Barcode information, about 95% of the times we pick the exact muon that comes from W
or 7;. Having found the muon, we follow the method in Ref. [93] to reconstruct the four-
momentum of the W. In our case, the W is a real particle, not a force mediator, and so
it is on its mass shell. Using its mass as a constraint, we can get a quadratic equation
for the z-component of the four-momentum of the neutrino. The mass of the W is set to
80.4 GeV [53]. To avoid too many subscripts let us first set some notations. We use normal
variables for muon and primed ones for neutrino, boldface for three-vectors and normal font

for four-vectors. So

Pu=0=(E, P2 Dy, p:) po =1 = (I0'|. P}, P, 1) , (6.8)

where we have supposed that the neutrino is massless and so E’ = |p’|. Since W — puv, then

pw = p+ p’ and using the mass constraint

my =py = (p+p)’=(E+E)’—-(p+p)°
= (E+1p')* = (p+p)? (6.9)
=E*—p/+|p'P = [p']?+2E|p'| - 2p- P,

where E? — |p|> = m?. We can ignore the mass of the y compared to the mass of the TW.

Rearranging Equation 6.9, we get

m2

Elp|==*+p-p. (6.10)
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Squaring Equation 6.10 and using |p/|? = p/Z + p/?

4

m
B (p7 + %) = == + (pr - ) + 9292 + miy (pr - p + papl) + 207 ppp-p, o)
6.11

4
m
P2(E? = p2) = —E*pf + pL(miyp: + 27 - prp:) + =% + (pr - pp)” + miypr - Pl
Defining 1 = @ +pr - plp where pr-plp = |pr||plp| cos ¢ and ¢ is the azimuthal angle between

the muon and the missing transverse momentum vector. So,

” po. ., EPF —
—2— — =0 6.12
which in general has two possible solutions
202 292 _ 2
p,=ty B 2T (6.13)
pr Pr pr

In our study, 77% of the time the discriminant is positive, and between the two solutions
people usually take the one with smaller |p,|. This is because when a heavy particle like W
decays, its products tend to have a high pr and thus a small |p,| [93]. In our studies, it was
shown that there is not much of a difference between the two solutions and we also took
the smaller |p.|. In case of imaginary solutions, we only choose the real part but now the
combined four-momentum of the muon and the neutrino does not yield the mass of the IW.

So, we modify the energy of the neutrino such that we still get my = 80.4 GeV.

Figure 6.11 shows the comparison of the top quark and QBH reconstructed mass with
and without reconstructing the p, of the neutrino and the QBH reconstructed mass using
both values of p, of Equation 6.13 in cases of positive discriminant. The impact of using the
P, is significant for reconstructing the top quark but it does not affect the QBH mass very
much. Also, the two different values of p/, in Equation 6.13 do not have a notable effect on
the QBH reconstructed mass.

Figure 6.12 and Figure 6.13 show the mass distribution of the first p; leading jet, recon-
structed jet mass, and reconstructed QBH mass for the QBH M, = 9 TeV and M, = 4 TeV
samples. Figure 6.14 shows the reconstructed QBH mass versus its truth mass for QBH
M, = 9 TeV and M, = 4 TeV samples. In this figure, the case of misidentified hadronic,
mixed, and misidentified leptonic events are shown separately. We denote the QBH recon-
structed mass from the mixed decay mode as m; ;..

In Appendix G, we show the QBH reconstructed mass versus its truth mass for inclusive

hadronic and mixed decays for all the eight QBH samples in ADDn6 model. By inclusive
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we mean they contain the matched and misidentified events altogether.
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Figure 6.11: Comparison of the top quark and QBH reconstructed mass with and without
reconstructing the p. of the neutrino and the QBH mass using both possible solutions of
Equation 6.13. The two columns from left to right show the QBH (a) My, = 9 TeV, and
(b) M, = 4 TeV samples. Row (i) shows top quark mass distribution. Row (ii) shows the
QBH mass distribution with and without reconstructing the p, of the neutrino where the
smaller value of Equation 6.13 is chosen as the value of p,. Row (iii) shows the QBH mass
using both values of p/,. Misidentified events are excluded from these plots.
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Figure 6.12: Mass distribution of first and second pr leading jets and the dijet invariant
mass. The three columns from left to right show the mass distribution of (a) the first leading
pr jet, (b) the second leading pr jet, and (c) dijet. The three rows show the (i) misidentified
hadronic, (ii) mixed, and (iii) Misidentified leptonic events. The results are for the QBH

My, = 9 TeV sample.
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Figure 6.13: Mass distribution of first and second pr leading jets and the dijet invariant
mass. The three columns from left to right show the mass distribution of (a) the first leading
pr jet, (b) the second leading pr jet, and (c) dijet. The three rows show the (i) misidentified
hadronic, (ii) mixed, and (iii) misidentified leptonic events. The results are for the QBH
M, = 4 TeV sample.
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Figure 6.14: Comparison of the QBH reconstructed mass and the QBH truth mass. The
two columns from left to right show the QBH (a) My, = 9 TeV sample, and (b) My, =
4 TeV sample. The three rows show the (i) misidentified hadronic, (ii) mixed, and (iii)
misidentified leptonic events. The horizontal line indicates the threshold mass of the sample.
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6.7.3 Mass Distribution

We have found a satisfying event selection algorithm to identify the decay modes and applied
an appropriate mass reconstruction for each decay mode. Figure 6.15 shows the reconstructed
QBH invariant mass for all the samples of the ADDn6 model in each topology. Appendix H
shows the comparison of the mass distribution of the different models for QBH sample with
M, ={4,6,8,10} TeV.
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Figure 6.15: The reconstructed QBH invariant mass distribution for (a) mixed decays,
(b) hadronic decays, and (c) all the decay modes normalized to 150 fb~!. The distributions
are for ADDn6 model.

6.8 Background Sources

Having an algorithm for signal reconstruction, we need to consider the different possible

contributions to the background of a QBH — ¢t signal. The most important contribution to
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the background comes from the QCD multijet events and, possibly, the ¢¢ production and

W /Z plus jet processes, each to be discussed in the next sections.

6.8.1 QCD Dijet

As we will see, the most important contribution to the background comes from the QCD
multijet processes which are modeled as a 2 — 2 scattering process followed by showering
and hadronization. We use both PyTnia and Herwic to simulate these events and compare

their results.

PYTHIA

To simulate the QCD multijet process the PyThia generator is used with LO NNPDF2.3 [94]
as the PDF set. The ATLAS A14 [95] set of tuned parameters is used for the parton shower
and hadronization.

In this process, there are two incoming and two outgoing partons. The MC simulation of
such processes is sliced in 13 regions of the leading jet pr and are called JZ{0-12}W. The W
at the end means that each event has a weight [96]. The properties of each region are shown
in Table 6.7. In each region, there are two pr requirements. One on the incoming partons,
shown as pr in the centre-of-mass frame. The other py requirement is on the leading jet, in
the lab frame, using the anti-k; jet algorithm with R = 0.6, shown as pr. The most significant
difference between these two parameters is that pr is at the generator level and does not have
any physical meaning. On the other hand, pr is for the jets which are observable objects,
created after parton showering, hadronization, fragmentation, and jet reconstruction.

There are two reasons for the pr cut. The first is that in calculating the differential
cross-section of QCD scattering, two types of divergences happens. The infrared divergence
happens in theories with massless particles and appears from the contribution of particles
with energies close to zero. These types of divergences vanish by including one-loop vertex
corrections which are not included in PyThia dijet. Also, in high energy collisions where one
can assume the quarks to be massless, like in our case, the mass divergence happens when
the incident quark emits a collinear gluon. The latter is also not physical and can be dealt
with, but one can simply ignore it by setting a minimum on pr and ignoring the details as
pr — 0 (See Ref. [97] for more details). This cut can be applied using the PyTHia member
function called PhaseSpace:pTHatMin |98] which has a default value of 0. As can be seen
from Table 6.7, the first two JZW slices have no pr cut but the divergence is avoided by
another member function: PhaseSpace:p THatMinDiverge [98] has a default value of 1 GeV
and a minimum of 0.5 GeV. Pvrhia uses the larger of pTHatMin and pTHatMinDiverge

when necessary to avoid divergences in processes where pr — 0.
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The second reason is computational-wise. If one wants to generate events inclusively, it
takes a huge amount of time and power to produce enough number of events in the higher
pr region. To deal with this problem, a cut is placed on pr. To produce these events, a
looser cut on pr is applied at the generator level to increase the efficiency of generating these
events. If we only consider the pr requirement, the distribution would look like Figure 6.16a.
An event is stored only if the pr criteria on the outgoing jets are also satisfied which in return
changes the distribution of pr to Figure 6.16b. Note that Figure 6.16 is just a schematic plot
of JZ3W and except for the cut values, it is not the actual distribution and is just shown for
explanation. The ratio of the two distributions defines the filter efficiency of a given slice.

See Ref. [99] for more information on JZW slices.
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Figure 6.16: A schematic plot of pr and pr using JZ3W cuts for illustration.

It was shown in our study that the first five dijet pr slices do not contribute to masses
above 4 TeV, but we only neglected the first four slices in case some events pass the cuts due

to emulated detector effects.
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Total Minimum | Minimum | Maximum o Filter
Sample | number of Pr pr T (pb) efficiency
events (GeV) (GeV) (GeV)
JZOW 1999400 0 (N/A) 0 20 7.8420e+10 | 9.76e-01
JZ1IW 1999000 0 (N/A) 20 60 7.8420e+10 | 6.71e-04
JZ2W 1994600 15 60 160 2.4332e+09 | 3.34e-04
JZ3W 7884500 50 160 400 2.6454e+07 |  3.20e-04
JZ4W 1997000 150 400 800 2.5463e+05 | 5.31e-04
JZ5W 1999500 350 800 1300 4.5535e+03 | 9.24e-04
JZ6W 1997000 600 1300 1800 2.5753e+02 | 9.42e-04
JZTW 1996500 950 1800 2500 1.6215e+01| 3.93e-04
JZ8W 2000000 1500 2500 3200 6.2503e-01 1.02e-02
JZ9W 2000000 2200 3200 3900 1.9639e-02 1.21e-02
JZ10W | 2000000 2800 3900 4600 1.1962e-03 5.91e-03
JZ11W | 1999000 3500 4600 5300 4.2300e-05 2.68e-03
JZ12W | 1997500 4200 5300 00 1.0000e-06 | 4.26e-04

Table 6.7: Basic information of each JZW slice for the Pyraia QCD dijet background. pr
cut in the lab frame is used for the jets and pr cut in the centre-of-mass is used for hadrons.
The four samples above the drawn line are not used.
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Normalizing MC Dijet to the Data. The simulation of the QCD multijet processes
usually do not exactly agree with data. In our case, there are two main reasons for this
discrepancy between MC simulation and data. The first is detector effects which we have
tried to consider by including the p7 resolution of the jet’s momentum. The second reason is
that although the dijet mass shape produced by simulation is similar, its total cross-section
prediction is not. This is because the data includes all QCD processes while MC simulation
is just the QCD 2 — 2 scattering process with showering used to estimate higher order

effects.

For comparing the MC simulated background and data, we need to reconstruct the dijet
invariant mass in the simulated background with a set of criteria that are identical to those
for data since we are using preselected data [100|. Using the same requirements as Ref.[4],

we require the leading (sub-leading) jets to have pr > 440 (60) GeV, and |y*| < 0.6 where

y* = 5% and y is the rapidity of the jet. Figure 6.17 shows the simulated events and
ATLAS data.
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Figure 6.17: The reconstructed dijet mass distribution from PyThia simulation of QCD
processes for small-cone jets, R = 0.4, using events with pr > 440 GeV for the leading and
pr > 60 GeV for the sub-leading jet satisfying |y*| < 0.6. The data is taken from [100].
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Using the event-by-event generator weights, cross-sections, filter efficiencies, and lumi-
nosity, the MC simulation does not reproduce the total cross-section. As can be seen from
Figure 6.17, the shapes are similar but the area is not. The ratio of the integrals of these two
distributions is 0.76 which is used to normalize MC simulation to data. Figure 6.18 shows

the distribution after normalizing the MC simulation to data.
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Figure 6.18: The reconstructed dijet mass distribution from PyThia simulation after nor-
malizing the PyTHia simulation to the data. The data is taken from [100].

Background Cut Flow. Table 6.8 and Table 6.9 shows the cut-flow of the QCD dijet
background using the event selection used for the QBH signals, see Table 6.4. Note that in
these tables, the individual weights of the events, and also the weights of the JZW slices are

included.

HERWIG

Another well-known event generator for simulating multijet process is Herwia |77] in which
ATLAS uses the UEEED5 [101] tune and the CTEQ6L1 PDF set. As in PyTHia, properties of
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ARj; > ;% DTjeny > Mjet1 > MET > | prjien > Acceptance

etz (TeV) (GeV) (GeV) (%)

2.5 1.4

2.5 1.25 0.7

2.5 1.25 1.2 _ 1x1073

2.5 1.25 1.2 120 1x10~4

2.5 1.25 1.2 120 150 _ 1x107°

2.5 1.25 1.2 120 150 75 1x107°

73

Table 6.8: The impact of each selection criteria, made for picking mixed decays of the QBH
signals, on the acceptance of the QCD dijet background.

AR;; > pr > (TeV) | m; > (GeV) Acceptance
(%)
2.5 _— _ 95.21
2.5 1.0 _ 0.18
2.5 1.0 100 0.01

Table 6.9: The impact of each selection criteria, made for picking hadronic decays of the
QBH signals, on the acceptance of the QCD dijet background.

the bottom and charm hadron decays are described using the EvtGen program [102]. ATLAS
HerwiG has a very similar slicing to ATLAS Pytaia, but it uses JZ slices instead of JZW.
Meaning that the events themselves have equal weight of one. Following the same procedure
as used in the case of PyTnia, we normalize the HErwic distribution to data. Figure 6.20
shows the dijet invariant mass distribution of events with the leading (sub-leading) jet having
apr > 440 (60) GeV with a rapidity difference of |y*| < 0.6. The mass distribution of the
Herwic simulation of the QCD multijet events also follows the same shape as the data as can
be seen in the lower panel of Figure 6.19. The ratio of the integrals of these two distributions
is 1.61. Figure 6.20 compares the simulated mass distribution to data after normalizing the
MC events.
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Figure 6.19: The reconstructed dijet mass distribution from Herwic simulation of QCD
processes for small-cone jets, R = 0.4, using events with py > 440 GeV for the leading and

pr > 60 GeV for the sub-leading jet satisfying |y*| < 0.6. The data is taken from [100].
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Figure 6.20: The reconstructed dijet mass distribution from HerwiG simulation after nor-
malizing the HErwic simulation to the data. The data is taken from [100].

PYTHIA and HERWIG Comparison

As was seen in the previous sections, both PyTnia and HErwiG reproduce the shape of the
data invariant mass distribution for the QCD multijet events. To normalize to data, PyTnia
is multiplied by 0.76 and Herwic is multiplied by 1.61. Figure 6.21 shows the dijet mass

distribution from both generators along with the data before normalization.
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Figure 6.21: The reconstructed dijet mass distribution of HErwic and PyTHiA simulation
of the QCD dijet background along with the ATLAS data. The data is taken from [100].

A clearer comparison between the two simulations is shown in Figure 6.22, where the
ratio of the number of events Npyruia / Nugrwic is plotted after normalizing each to the
data.
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Figure 6.22: The ratio of HErwiGc to PyTnia events after normalizing each distribution to
the ATLAS data.

For PyTaia, we have more entries compared to HErwic. To have less statistical uncer-
tainty, we pick PyTHIA as our main generator and take the difference with HErwiG as an

estimate of systematic uncertainty due to the choice of generator, discussed in section 6.10.
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6.8.2 Other Background Sources

We also considered three other backgrounds that might contribute to our signals, ¢¢ produc-
tion, W + jets, Z + jets.

tt production is also simulated using the ATLAS Al4 set of tune parameters using
Powneg, PyTaia, and EvtGen (PhPy8EG) with a hdamp parameter of 258.75 (hdamp258p75)
and all hadronic decays of ¢¢ (allhad). hdamp is a user parameter in Powheg which is a re-
summation scale (See Ref.[103] for more details). Like the QCD dijet background, the ¢¢
background is also sliced but in invariant mass of the top quarks at the parton level instead
of pr. The slices we have used in this study are 1.7 TeV - 2.0 TeV, and 2.0 TeV - 14.0 TeV.
These slices do not have official names and we will simply refer to them as Slicel and Slice2.

Table 6.10 shows the basic information of these two slices.

Total Minimum | Maximum . Filter
Slice number of mass mass officienc Acceptance (%)
events (GeV) (GeV) (pb) Y
Slicel 345830 1700 2000 7.2975e+02 | 4.2639E-04 0.005
Slice2 194150 2000 14000 7.2976E+402 | 2.4874E-04 0.7

Table 6.10: Basic information of the two slice for the ¢¢ production background.

About 0.7% of tt production events passed the hadronic event cuts and non passed the
mixed event cuts. Figure 6.23 shows the dijet mass distribution of ¢¢ production. Neglecting
the t¢ background means less than 1% background events compared to dijet in the 4.0-
4.1 TeV mass bin and there are no events for masses above 5 TeV. In Figure 6.23, the small
extra number of events in the range 4.2 - 4.4 TeV is not an indication of any new physics
and is only due to small number of events.

The two background mentioned so far, QCD multijet and ¢¢ production, were expected
to dominate in the hadronic decay mode. For mixed decays, W + jets and Z + jets were
considered. Previous studies have recorded lepton+jet masses below 3 TeV [104]. More recent
studies (ATLAS internal results at this point) using /s = 13 TeV and 140.4 fb~! show no
events above 4 TeV for Z + jets and only about two events in the range of 4.0-5.0 TeV for
W + jets.

Hereafter, the only background source we will consider in our study is the QCD multijet.
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Figure 6.23: The reconstructed dijet mass distribution from ¢ production normalized to
150 fb~! of data.

6.9 Event Selection Summary

In this section we summarize the effect of the object and event selection criteria on both signal
and background. Table 6.11 shows the basic information of each slice of the background, for
both PyTuia and Herwia. Table 6.12 shows the basic information of different signal samples
for all the models. These two tables also show the effect of the cuts discussed in Sec. 6.6
on each of the dijet pr slices and signal samples. Since the background is multijet, very few
events are passing the cuts designed to pick mixed decays of the QBH signal. Note that in
Table 6.11 the individual weights of events are not considered for calculating the fraction,

it’s just the raw number of events passing the cuts.
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Total number _ Fraction (%)
Sample Weight (pb)
of events Hadronic Mixed

JZ4W 1.9970e+06 6.773e-05 0.0 0.0
JZ5W 1.9995e+-06 2.104e-06 1.9 0.00
JZ6W 1.9970e+06 1.215e-07 10.4 0.02
JZTW 1.9965¢+06 3.192e-09 22.1 0.04
PYTHIA JZ8W 2.0000e+06 3.188e-09 27.7 0.05
JZ9W 2.0000e-+06 1.188e-10 36.1 0.05
JZ10W 2.0000e+06 3.53He-12 43.2 0.05
JZ11W 1.9990e+-06 5.671e-14 49.0 0.04
JZ12W 1.9975e+06 2.133e-16 53.1 0.03
JZ4 0.9800e-+06 1.726e-03 0.0 0.0
JZ5 0.9800e-+06 3.286e-05 0.3 0.00
JZ6 0.9840e-+06 1.220e-06 7.8 0.01
JZ7 0.9840e+06 9.388e-08 17.9 0.02
HERWIG JZ8 0.4920e+06 7.138e-09 29.6 0.04
JZ9 0.4920e-+06 2.747e-10 39.4 0.05
J7Z10 0.4890e-+06 8.047e-12 47.4 0.06
J7Z11 0.4890e+06 1.186e-13 54.1 0.06
JZ12 0.4902e+06 4.141e-16 58.5 0.06

Table 6.11: Basic information and the effect of the event selection cuts on each of the
background slice, for both Pyrnia and Herwic. The weights of the pr slices are defined as
W = Cross_siiggTftzig;ﬁ:mency. The fractions are with respect to the whole sample, and not

the two subsample created by the different topology cuts.
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Sample Total number Weight (pb) Acc.eptance (%)
of events Hadronic ‘ Mixed
4 TeV 1.0e+-06 1.468e-07 47.7 9.8
5 TeV 1.0e+-06 2.282e-08 53.3 114
6 TeV 1.0e+06 3.342e-09 56.6 12.6
ADD n — 6 7 TeV 1.0e+-06 4.240e-10 56.5 13.5
8 TeV 1.0e+-06 4.240e-11 60.5 14.2
9 TeV 1.0e+-06 2.904e-12 61.7 14.8
9.5 TeV 1.0e+06 6.152e-13 62.2 15.0
10 TeV 1.0e+-06 1.065e-13 62.6 15.2
4 TeV 1.0e+06 3.488e-07 47.8 9.8
5 TeV 1.0e+4-06 5.425e-08 53.3 11.2
6 TeV 1.0e+-06 7.942e-09 56.6 124
ADD n — 4 7 TeV 1.0e+-06 1.008e-09 59.0 13.2
8 TeV 1.0e+06 1.008e-10 60.7 14.0
9 TeV 1.0e+-06 6.902e-12 61.8 14.6
9.5 TeV 1.0e+06 1.462e-12 62.4 14.8
10 TeV 1.0e+-06 2.532e-13 62.7 15.1
4 TeV 1.0e+-06 1.685e-07 47.9 9.8
5 TeV 1.0e+-06 2.582e-08 53.1 11.4
6 TeV 1.0e+-06 3.730e-09 56.5 12.6
ADD 1 — 2 7 TeV 1.0e+-06 4.673e-10 58.8 13.5
8 TeV 1.0e+06 4.613e-11 60.4 14.2
9 TeV 1.0e+-06 3.117e-12 61.6 14.7
9.5 TeV 1.0e+06 6.550e-13 62.2 15.0
10 TeV 1.0e-+06 1.125e-13 62.6 15.2
4 TeV 1.0e+-06 1.435e-09 47.5 9.8
5 TeV 1.0e+06 2.017e-10 53.0 11.3
6 TeV 1.0e+-06 2.688e-11 56.4 12.6
RS1 7 TeV 1.0e+06 3.112¢-12 58.8 13.4
8 TeV 1.0e+-06 2.822e-13 60.4 14.1
9 TeV 1.0+ 06 1.723e-14 61.6 14.7
9.5 TeV 1.0e+-06 3.398e-15 62.1 15.0
10 TeV 1.0e+-06 5.377e-16 62.6 15.2

Table 6.12: Basic information and the effect of the event selection cuts on each of the

QBH signal samples for all the models. The weight is defined as W =

cross-section

number of events "

The

acceptances are with respect to the whole sample, and not the two subsample created by the
different topology cuts.
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6.10 Background Uncertainties

As was discussed, the most dominant background comes from the QCD multijet. Now
that we have an estimate of the background, we should try to find the uncertainty of the

background. There are two sources of uncertainty:
e Statistical uncertainty of MC samples.

e Systematic uncertainty, which in our case, includes the theory modelling (generator
difference), the emulated detector effects. We include the PDF difference in the theory

modelling.

The subsequent sections describe these uncertainties.

6.10.1 Statistical Uncertainty

Because of the way that the QCD multijet process is sliced, the statistical uncertainty calcula-
tion needs explanation. For calculating the statistical uncertainty for the PyTnia background,

one should realize the two different weights used for the simulation of the background. First

cross-section), X (filter efficiency),
(number of events),

on luminosity, cross-section, or filter efficiency is included. In addition to W;, each event also

of all, each slice has its own weight which is W; = (

. No uncertainty

has its own weight. To find the statistical uncertainty one should use the unweighted events
first, and then scale the uncertainty with the same weight as the content itself. We denote
the number of events excluding the individual weights as N, and N,, denotes the weighted
events.

Instead of simply taking v/N as the uncertainty for a given N, we use the Feldman-
Cousins method with CL = 68.27% which gives an asymmetric uncertainty, lower and upper
limits. This method is accessible in the ROOT language [105] through the TFeldman-
Cousins() class. This class only works for N < 36, and so we switch back to v/N for N > 36
which has a 6% difference between the two methods at N = 35.

The calculation method for the upper and lower uncertainties are the same, and the only
difference comes from the asymmetric value coming from the Feldman-Cousins method. For

a given slice s in a given bin b ! the unweighted (u) uncertainty o, is

Ng if Ng > 35 (614)
Ou,, = )
' TFeldmanCousins(Ng,) if Ny < 35 (6.15)

INot to be mistaken with s and b in the next chapter used for number of signal and background events.
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Now that the uncertainty of the slice in the bin is found, it should be properly weighted.
The first weight is the W mentioned above. The second one comes from the weights of the
events contributing in that bin. Instead of following the weight of each event, we introduce

an overall weight for the bin b which is

Nwsb

qgp = ——.
Nsb

(6.16)
This overall factor replaces all the individual weights. The weighted (w) uncertainty for bin
b from slice s becomes

Owy = Ouy, X W X Qg (6.17)

The next step is to combine all the slices for the given bin yielding the final uncertainty

Oun = |3 (00s) (6.18)

s

6.10.2 Systematic Uncertainty

One of the systematic uncertainties is the choice of a generator. PyTnia and Herwic produce
similar results and since we have better statistics for PyrHaia, it will be chosen as our main
generator. We use the difference between PyThia and HErwic as an uncertainty. We apply
the same cuts as used for the QBH signal to the background simulated by both PvyThia
and HErwiG. Because we want to find the difference coming directly from the generators,
we exclude the detector effects. Then we take the ratio of the two and fit a second order
polynomial to them. The difference from unity is introduced as a relative uncertainty. Fig-
ure 6.24 shows the comparison of the two generators for each decay mode and their ratio
with the curve of best fit. This uncertainty ranges from about 1% for the 4 TeV sample to
about 16% for the 10 TeV sample.

Another contribution to the systematic uncertainty comes from the emulated detector
effects, i.e JER and JES uncertainty. First, for including JER and its uncertainty, we run
the same event selection and event reconstruction algorithm thousands of times (pseudo-
experiments). The reason for this is that for a given truth level jet, the jet pr has a Gaussian
distribution and running the algorithm just once only samples the distribution once. This
effect is reduced by the number of events since similar events are simulated. Since we will be
using counting experiments for the potential discovery, we count the number of background
events above the threshold masses for a given QBH signal. The number of background
events is the average value of the pseudo-experiments, and its 1 ¢ deviation is included as

an uncertainty on the background due to JER and its uncertainty. Appendix I shows the
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Figure 6.24: The comparison of PyTuia and Herwic for each decay mode and a second
order polynomial fit to their ratio.

distribution of the number of events for each decay mode and threshold mass of the QBH
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sample and also the background. This uncertainty in negligible (less than 1%) for the entire
range, except in the case of mixed decays.

Similar to JER uncertainty, we use pseudo-experiments for JES uncertainty. We scale
the pr of the jet, both up and down, based on the JES uncertainty. The difference between
the number of events between the two cases, the average number of events with including
the JES uncertainty and not including JES uncertainty, is another systematic uncertainty
of the background. This uncertainty ranges from about 7% for the 4 TeV sample to about
59% for the 10 TeV sample.

Figure 6.25 shows the background contribution for each decay mode with the statisti-
cal and systematic uncertainty. Note that only the systematic uncertainty of the theory
modelling is done bin-by-bin and the JER and JES uncertainty are calculated for the num-
ber of events above a threshold mass. Appendix L shows the contribution of the different

background uncertainties for each decay mode and threshold mass.
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Figure 6.25: Background contribution to each decay mode with statistical and total un-

certainty.



Chapter 7

Results

In this chapter we present the results of the discovery potential on QBH threshold mass at
the LHC and the 95% CL upper limit on the quantum black hole production cross-section

times BR times A times €, and production cross-section.

7.1 Discovery Potential

Figure 7.1 shows the mass distribution of each ADDn6 signal sample including detector
effects, for all the topologies along with the background. The distributions are normalized
to a luminosity of 150 fb~!. The normalization factors make it possible for the number of
events to be non-integer which is not physical. As an example, Figure 7.1d shows the same
distribution as Figure 7.1c with rounding the number of events in each bin to the nearest
integer number. Appendix J shows the mass distribution of the QBH signal samples and the

background in different topologies for all the models.

For calculating the discovery significance of signal above background, different statistical
methods can be used, such as Gaussian approximation, Poisson model, Poisson-Poisson
and Poisson-Gaussian model with asymptotic formulae. All these have been studied and
compared [106]. The results are shown in Ref. [106] where it is suggested to use the Poisson-

Poisson model. In a counting experiment, the likelihood function then takes the form [107]

L (s,b) = Pois (n|s + b) Pois (m|1d) , (7.1)

where n, s, and b are the number of observed events, number of expected signal events, and
number of expected background events. We take s to be known and take b as a nuisance
parameter. Since we are not using data, we use n = s+b. s = 0 is referred to as background-
only or null hypothesis. The second Poisson distribution is another set of measurements,
called control measurement. It is used to constraint the nuisance parameter(s) which is

often taken to be the background uncertainty. 7 = 0% where o is the absolute background

86
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Figure 7.1: The reconstructed mass distribution of the QBH signal and PyTnia QCD dijet
background using (a) mixed, (b) hadronic, and (c) all the decays. (d) shows the same
distribution as (c) with rounding the bin content of the signal in each bin to the nearest
integer value. The results are for the ADDn6 model.

uncertainty. The profile likelihood ratio

A(s) M (7.2)

is often used to test a hypothesized value of s [107]. b is the value of b which maximizes £
for a given value of s (conditional). § and b maximize the £ for the general case (uncondi-

tional). They are often referred to as maximum likelihood estimators (ML estimators). For
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a discovery potential, the test statistic
g = —2InX(0), (7.3)

is used (given § = n—>b > 0). It is to check the theory against the background-only (or null)
hypothesis. The p-value is then found from

[e.o]

po = £ (90l0) dqo, (7.4)

q0,0bs
where f (go|0) is the probability distribution function (p.d.f) of gy under the null hypothesis
and goobs i the observed value of ¢y from data. The p-value is usually converted to a

significance level using

Z=0"1(1-p)), (7.5)

where ®~! is the quantile of the standard Gaussian distribution. The significance can also
be directly found from ¢q via [106, 107]:

Z = /o= \/2 ((3+b)ln {(Hb)(b“”g)} —i’_—Zm {Hb(%ii’)b (7.6)

b+ (s +b) o} b b+ a,

Note that op is the total uncertainty. the statistical and systematic uncertainties for each
mass bin are added in quadrature. The different systematic uncertainties are due to or-
thogonal sources and have been added in quadrature. Recall that we are using counting
experiments and s, b, and o, are the sum of the events and uncertainties above the threshold
mass. When summing the uncertainties in each mass bin, we add them linearly since the
cumulative mass bins are highly correlated with the same events. Also, since Z takes the
absolute uncertainty, we cannot use asymmetric uncertainties. So, we take the larger of the

two as og,. Appendix K shows a detailed derivation of Equation 7.6.

The usual value for Z for considering a discovery is Z > 50 (p-value < 2.9 x 1077). The
statistical significance is a way of quantifying that the observed events are due to a new
phenomenon and not background fluctuations. Z > 50 means that the probability that the
observed events are due to background fluctuation is the same or smaller than the probability
of observing a value of a Gaussian statistic five standard deviation away from its mean. This
is a probability of 5.7 x 10~7 or 2.9 x 107 depending on if one uses a deviation from the
mean or a one-sided fluctuation [108]. In simpler words, it declares a new phenomenon with
99.99994% confidence. Z > 5o can also happen if the background and signal both are small.

Usually, another condition is imposed on the number of observed events, s > 10. So, for a
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potential discovery, we should have

s > 10 and,

755 (7.7)

With the condition on the significance, we make sure that the signal can be detected above
the background and then with the condition on s we make sure that there are enough signal

events so that it can be seen in the experiment.

Figure 7.2 shows the number of signal and background events, the relative and absolute
background uncertainty and the significance of each decay mode of the signal samples using
a Poisson-Poisson model and also the minimum required luminosity so that the signal sample
would satisfy Equation 7.7. Over the entire mass range, the minimum required luminosity
is determined by satisfying the condition on the number of signal events which is expected

since, in all decay modes of all the samples, the signal is significantly above the background.

Table 7.1 shows the number of signal and background events, background uncertainty
and the significance for each signal sample. It also shows the minimum required luminosity

for each decay mode of each signal sample to satisfy Equation 7.7.

Although the lower mass threshold samples have high significance and signal events,
these regions have been well probed, and no QBH signal has been observed [4, 104|. The
ATLAS dijet analysis [4] has excluded QBH production decaying to all quark final states
with threshold mass below 8.9 TeV for the ADDn6 model.

With the total integrated luminosity of 150 fb~! of the LHC run 2, 9.14 TeV is the highest
mass threshold we can hope to be able to find a QBH signal decaying to tt using fully- and
semi-hadronic topologies. With the coming HL-LHC, 9.98 TeV threshold mass would be

detectable. Table 7.2 shows the highest detectable mass using an integrated luminosity of
150 fb~! and 3000 fb=! for each decay mode and each model.

QBHs in the ADD model with different number of extra dimensions, behave very sim-
ilar. Since the cross-sections of the QBH signals are big and the signals are well above
the background, the highest detectable threshold mass is only set by the condition s > 10.
For this reason, the combined topology is more favourable because it provides more signal
events. This is different for the RS1 model. Since the cross-section is smaller than those in
the ADD model, the number of signal events are close to the number of background events
(s &= b). As such, the criterion Z > 5 also becomes important. Since the hadronic topology
has the biggest background, the hadronic topology is not favourable in this model, and the

semi-hadronic topology is the more favourable topology.

Appendix L shows the number of background events and different contributions to the
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background uncertainty for each decay mode. Appendix M shows the number of signal

events, and statistical and systematic uncertainties of the QBH signals for the different

threshold mass and models.
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My, Decay s b ap zZ Linin [fb™1]
[TeV] Mode

Mixed 1.4360e+4-05 | 6.9734e+00 | 1.68e+00 | 3.0235e+4-02 | 1.0446e-02

4.0 Hadronic | 6.4863e+05 | 3.5055e+03 | 1.34e+02 | 2.5746e+02 | 2.3126e-03
All 7.9223e+05 | 3.5238e+03 | 1.38e+02 | 2.7050e+02 | 1.8934e-03

Mixed 2.3574e+04 | 1.2377e+00 4.13e-01 2.1445e+02 | 6.3629e-02

5.0 Hadronic 1.0052e+-05 | 7.2235e+02 | 2.48e+01 1.3786e+02 | 1.4923e-02
All 1.2409e+4-05 | 7.2496e+4-02 | 2.56e+01 1.5021e+02 | 1.2088e-02

Mixed 3.5129e+03 | 1.4491e-01 2.68e-02 1.2822e+4-02 | 4.2700e-01

6.0 Hadronic 1.4277e+04 | 1.2305e+02 3.39e+00 1.0115e+02 | 1.0507e-01
All 1.7790e+04 | 1.2332e+02 | 3.44e+400 1.1205e+4-02 | 8.4319e-02

Mixed 4.3703e+02 | 1.0239e-02 2.80e-03 6.7508e+01 | 3.4323e+00

7.0 Hadronic | 1.7260e+03 | 1.8540e+-01 6.68e-01 4.5639e+01 | 8.6906e-01
All 2.1630e+03 | 1.8550e+01 6.74e-01 5.1318e+01 | 6.9347e-01

Mixed 4.2297e+01 | 9.4671e-04 3.04e-04 2.4734e+01 | 3.5463e+01

8.0 Hadronic 1.6188e+-02 | 1.5598e+00 9.08e-02 2.5122e+01 | 9.2659e+-00
All 2.0418e+02 | 1.5607e+00 9.95e-02 2.8429e+01 | 7.3464e+00

Mixed 2.7632e+00 | 3.5230e-05 9.80e-06 7.2740e+00 | 5.4285e+02

9.0 Hadronic 1.0235e+4-01 | 9.6312e-02 5.95e-03 8.3480e+00 | 1.4655e+02
All 1.2999e+4-01 | 9.6347e-02 5.95e-03 9.6279e+00 | 1.1540e+02

Mixed | 5.6853¢-01 | 6.1629¢-06 | 2.200-06 | 3.4184c+00 | 2.6384c 103

9.5 Hadronic | 2.0719e+00 | 2.5348e-02 1.60e-03 3.6918e+00 | 7.2399e+02
All 2.6404e+00 | 2.5354e-02 1.60e-03 4.2847e+00 | 5.6810e+402

Mixed | 9.5751e-02 | 1.9039¢-06 | 5.00e-07 | 1.3688¢-100 | 1.5666¢ 04

10.0 Hadronic 3.4066e-01 | 6.1901e-03 5.09e-04 1.4387e+00 | 4.4033e+03
All 4.3641e-01 | 6.1920e-03 5.09e-04 1.6849e+-00 | 3.4372e+03

Table 7.1: Number of signal (s) and background (b) events, absolute background uncer-
tainty (oy), significance (Z), and the minimum required luminosity (L) for each decay
mode of each signal sample to satisfy Equation 7.7. The minimum required luminosity is
determined by the number of signal events for all decay modes over all mass ranges. The
results are for the ADDn6 model.
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My, [TeV]
Model Decay mode
L =150 fb™1 L = 3000 fb~*
Mixed 8.81 9.57
ADD n =6 Hadronic 9.01 9.95
All 9.14 9.98
Mixed 8.50 9.37
ADD n =4 Hadronic 8.92 9.77
All 8.95 9.84
Mixed 7.87 8.94
ADD n =2 Hadronic 8.33 9.32
All 8.48 9.38
Mixed 6.18 7.69
RS1 Hadronic 4.73 7.03
All 4.88 7.30

Table 7.2: Maximum detectable QBH mass threshold using 150 fb~! and 3000 fb~! for

each decay mode and model.

7.2 Limit Study

In this section, we will put limits on the 0 x € x A x BR, and o of the QBH,/3 decaying

to tt as a function of threshold mass and QBH,/3 in general. The considered models are
ADD models with n = {2,4,6} and RS1 model. This study uses the results of ATLAS dijet

analysis [4].

As mentioned previously, in Ref. [4], the m;; distribution is reconstructed from events
where the pr of the leading (sub-leading) jet is pr > 440(60) GeV. The rapidity difference of
the two leading jets should also satisfy |y*| = |(y1 — y2)/2| < 0.6. Since we are using a cut-

and-count method, we also require M;; > My, for different values of My, which reduces A.
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Figure 7.3 shows the distribution of data points and the fit function taken from [4].
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Figure 7.3: The dijet mass distribution of events with py > 440 GeV for the leading and
pr > 60 GeV for the sub-leading jet satisfying |y*| < 0.6. Both the data and background fit
are taken from [100].

For setting a 95% CL upper limit of the quantities mentioned above, we use the Frequen-
tist C'Ly method. For this study, the same profile likelihood ratio as Equation 7.2 is used
with the condition § < s. But in this case, another form of p-value and threshold is used.

The p-value used for the limit setting is defined as

CLoty  DPstb
CL, — _ , 78
CLy I—py (7.8)

where C'Lg.p is the p-value of the signal+background hypothesis and C'L; is one minus the

p-value of the background-only hypothesis. The p-values are found in the same way as
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Equation 7.4, meaning

Gobs

Ps+b = f (Q|S + b) dQ7 (79)
0
Gobs

1—p= [ fab)da. (7.10)
0

The p-value threshold used in most studies is o < 0.05 where « is also called the size of the

test. The confidence level is CL =1 — a. A 95% CL limit corresponds to the biggest value

of s (often referred to as s,) for which C'L, < 0.05. So, any model predicting s > s,, will

be excluded. In the case of no data

CLs, = =e° = s=—InCL,, (7.11)

which for the 95% CL limit
Sup = —1n0.05 = 3. (7.12)

The C'Lg method cannot set a lower limit on s, than s,, < 3 when there is no data.

The number of data (signal+background) and background events are modeled with Pois-
son distributions and the systematic uncertainties (nuisance parameters) of signal or back-
ground are modeled with the convolution of Gaussian p.d.fs (no correlation matrix is used).
The systematic uncertainties of the background are taken from the ATLAS dijet analysis [4]
which correspond to the choice of the fit function and the uncertainty of the fit parameters.
There is a 2% uncertainty for the luminosity recorded by ATLAS detector [109]. Note that
in Hepdata [100], the absolute uncertainties are given for each bin. Since we are using cut-
and-count method, we sum the uncertainties in each mass bin linearly since the cumulative

mass bins are highly correlated with the same events.

The uncertainties of the signal are those related to A and e. Figure 7.4 shows the A and
€ of the considered models as a function of threshold mass. The € increases with M, since
the leading jet pr increase with M;,. A decreases with M, because of the mass cut. The
peak of the distribution is at M, and can only extend to 13 TeV. With increasing mass, the

area above the M, decreases and so does A.

The uncertainty of € due to the JER and JES uncertainties is negligible (< 1%). The
statistical uncertainty on the determination of € is also negligible and ignored. The significant
uncertainty related to the signal is the uncertainty of A from the uncertainties of JER and
JES.

First, we will consider the uncertainty of A due to the JER uncertainty. In Appendix N,
Figure N.1 shows the mass distribution of QBH samples with and without applying the
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nominal JER. Figure N.2 shows the mass distribution of QBH samples with applying the
nominal JER and JER uncertainties. Figure 7.5a shows the acceptance of QBH samples with
applying nominal JER value and JER + JER uncertainty. Figure 7.5b shows the uncertainty
of A due to JER uncertainty.

Although we are using truth jets and should not apply any JES, the JES uncertainty
should be considered. Figure N.3 in Appendix N shows the mass distribution of QBH samples
with applying JES uncertainty. Note that nominal JER is considered to already be applied
to the jets in this case. Figure 7.6a shows the acceptance of QBH samples with applying
nominal JER value and JES uncertainty. Figure 7.6b shows the uncertainty of A due to JES
uncertainty. These uncertainties are calculated from using the ADDn6 model. Since the
different models have very similar mass distributions, Appendix H, we use the same results
for all the models.

The BR is the same for all the models and all the QBH mass threshold samples. Based
on the QBH generator, BR can have two values. In the QBH generator, the global symmetries,
like baryon and lepton number, can be violated (V') or kept conserved (C). If the global
symmetries can be violated, Q BHy/3 can decay both to an anti-lepton and an anti-down-type

quark, and two up-type quarks with a probability of 1/3 and 2/3, respectively. So, the BR of

2
3

the fact that ¢t is one combination out of nine possible combinations for the two outgoing

(QBH,/3 — tt can be either % for conserved or % x % for violated. The factor of % comes from
up-type quarks. If global symmetries can be violated, % of the times the QBH decays to an
anti-lepton and anti-down-type quark while the rest of the time it decays to up-type quark,
hence the extra factor of %

Recall that because we are using a cut-and-count method, limits for each cumulative
mass bin are highly correlated. The dataset for each cumulative mass bin is not unique and
includes the events of each mass bin above the given mass bin.

Figure 7.7 shows the 95% CL upper limit of o x A x BR x € for QBHy/3 — tt in the
ADD model with n = {2,4,6} and the RS1 model, and Figure 7.8 shows the 95% CL upper
limit on 0. The expected values quantify the sensitivity of the experiment and the £No
bands are the error bands obtained by varying § (see Equation 7.2) by +No around § [107].
The numerical values are collected in Table 7.4. Note that in the C'Lg method, if there
is no uncertainty, when number of data events is greater than the number of background
events, the observed limit is higher than the expected and vise versa. If the number of events
are equal, so are the observed and expected limits. In the presence uncertainties, this rule
may not hold. Our observed exclusion limits are biased and give slightly lower limits than

expected for all the mass bins, except the last one.
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Absolute Absolute Absolute Absolute
TN [ L T
uncertainty uncertainty uncertainty uncertainty
403 | 20270 | 20209 +0.94 (0.05) | +36.1(1.8) o) Toriine)
455 | 663.0 670.0 +0.87 (0.13) |+ 196 (2.9) e s
5.02 | 249.0 249.7 +0.79 (0.32) | + 111 (4.4) s o
5.54 84.0 87.3 +0.65 (0.74) + 5.7 (6.5) oo Tontee)
599 | 350 34.7 +0.58 (1.67) | + 3.0 (8.6) oo e
6.59 8.0 9.7 +0.36 (3.70) | +1.1(11.8) oS o)
6.98 5.0 4.1 +0.23 (5.64) | +0.6(13.9) o) o)
7.54 2.0 1.11 +£0.10 (9.45) | =+ 0.2 (17.0) oo oiatom
7.98 2.0 0.31 +0.04 (13.38) |+ 0.06 (19.2) o) ooy

Table 7.3: The cumulative number of data and background events and the systematic
uncertainties with m;; > My, using results of Ref .[4] given in Hepdata [100]. The systematic
uncertainties of fit function and fit parameter are symmetric while JER and JES uncertainties
or not. The luminosity uncertainty is 2% and the same for all mass points.
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Figure 7.4: Trigger efficiency and acceptance of QBH samples in ADD models with n =
{2,4,6} and RS1 model. The two columns from left to right show (a) the trigger efficiency,
and (b) the acceptance. The four rows are the (i) ADDn6, (ii) ADDn4, (iii) ADDn2, and
(iv) RSI models.
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Figure 7.5: (a) Acceptance, and (b) acceptance uncertainty of QBH samples due to JER

uncertainty. Results are for the ADDn6 model.
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uncertainty. Results are for the ADDn6 model.
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Figure 7.7: The 95% CL upper limit on QBH production cross-section times branching
ratio times acceptance times efficiency for QBH, 3 — ¢t in the ADD model with n = {2,4,6}
and the RS1 model, using the results of ATLAS dijet analysis corresponding to 37.4 fb~! of
data [4], with global symmetries (a) violated and (b) conserved.
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Figure 7.8: The 95% CL upper limit on o of QBH,/3 — tt using the results of ATLAS
dijet analysis corresponding to 37.4 fb™! of data [4] with global symmetries (a) violated and

(b) conserved.
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95% CL exclusion limit [TeV]
Model Global symmetries conserved | Global symmetries can be violated
Observed Expected Observed Expected
ADDn6 7.8 7.8 7.6 7.6
ADDn4 7.4 7.4 7.2 7.2
ADDn2 6.5 6.3 6.2 6.0
RS1

Table 7.4: The 95% CL upper limits on o x BR x A x € of the QBH,/35 — t¢ mass threshold
for ADD model with n = {2,4,6} and RS1 model.

As a conclusion to this study, we compare our results to those in the ATLAS dijet
analysis [4]. As mentioned previously, we used a cut-and-count and the Frequentist C'L,
method while a Bayesian method [110] and the signal shape had been used in the ATLAS
analysis. Since they have been using the signal shape, the definition of A is not due to
the mass cut. For the same reason, the limits are not just limited to the observed data
and extends to 10 TeV. Since our acceptance also includes a mass threshold requirement,
M;; > My, our lower mass limit is lower than that of the ATLAS. Also, the samples in the
ATLAS analysis are inclusive QBH samples and there is no BR factor. Figure 7.10 shows
the 95% CL upper limit of 0 x A X €.
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Figure 7.10: The 95% CL upper limit on QBH production cross-section times A times €
for QBH,4/3 in ADD model with n = {2,4,6} and RS1 model. The limits are taken directly

from the ATLAS dijet analysis [4].



Chapter 8

Summary

Low-scale gravity models like the ADD model introduce a fundamental Planck scale which
can be as low as a few TeV and the usual four-dimensional Planck scale can be derived from
it. In this model, the production of quantum black holes from particle collisions at energies
accessible at the LHC becomes an interesting possibility. We studied the creation of QBHs
and their decay to the t¢ final state at the centre-of-mass energy of /s = 13 TeV using MC
simulated events. Our study achieved two outcomes: finding the discovery potential limit
on the QBH mass threshold and setting a 95% CL upper limit on the cross-section times
branching ratio times acceptance times efficiency of QBHs using a cut-and-count approach
and the Frequentist C'L; method. For the latter we used the results of ATLAS dijet analysis
with an integrated luminosity of 37.4 fb~! [4].

We reconstructed the four-momentum of the QBH in the fully- and semi-hadronic topolo-
gies of the tt state which have a branching ratio of about 56% and 37%, respectively.

We studied different possible background processes. The most important and the only
significant contribution to the background of the QBH — ¢t signal for both of the decay
topologies came from the QCD multijet processes.

For declaring a potential discovery, we imposed two criteria: observing at least ten signal
events above the background (s > 10) and a significance level of Z > 5 standard deviations.
Assuming an integrated luminosity of 150 fb~!, we set the mass threshold limit for potential
discovery in the ADDn6 model at M, = 9.1 TeV. Using L = 3000 fb~*, which will be
reached using the HL-LHC, this limit increases to M, = 10.0 TeV. We also set the potential
discovery limit on the quantum black hole production mass for the {ADDn4, ADDn2, RS1}
models using L = (150,3000) tb~! at {(8.9,9.8),(8.5,9.4), (6.2,7.3)} TeV.

Using the results of ATLAS dijet analysis corresponding to 37.4 fb~! of data, our limit set-
ting calculation excluded QBHs decaying to t¢ final state with Mp = My, < {7.6, 7.2, 6.2} TeV
for the {ADDn6, ADDn4, ADDn2} models. We also set a 95% CL on 0 x BR x A X € in the
range of 4 TeV to 10 TeV. The limit reduces from 5.9 fb at 4 TeV to 0.11 fb at 8.0 TeV. There

were no data for masses above 8.3 TeV which sets the limit to 0.08 fb for higher masses.
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Appendix A

List of MC Simulated Samples used in the
Analysis

List of MC samples used in this study.
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Sample

Name

mcl5 13TeV.410287.PhPy8EG A14 ttbar hdamp258p75 allhad mtt 1700 2000.evgen. EVNT.e6686

mcl5 13TeV.410288.PhPy8EG A14 ttbar hdamp258p75 allhad mtt 2000 14000.evgen. EVNT.e6686

PYTHIA

mcl6  13TeV.361024.Pythia8EvtGen A14NNPDF23LO jetjet JZ4W evgen. EVNT.e3668
mcl6 13TeV.361025.Pythia8EvtGen A14NNPDF23LO jetjet JZ5W evgen.EVNT.e3668
mcl6_13TeV.361026.Pythia8EvtGen  A14NNPDF23LO jetjet JZ6W evgen. EVNT.e3668
mcl6 13TeV.361027.Pythia8EvtGen A14NNPDF23LO jetjet JZTW evgen.EVNT.e3668
mcl6_13TeV.361028.Pythia8EvtGen A14NNPDF23LO jetjet JZ8W evgen. EVNT.e3668
mcl6_13TeV.361029.Pythia8EvtGen A14NNPDF23LO jetjet JZI9W evgen. EVNT.e3668
mcl6 13TeV.361030.Pythia8EvtGen A14NNPDF23LO jetjet JZ10W evgen.EVNT.e3668
mcl6 13TeV.361031.Pythia8EvtGen A14NNPDF23LO jetjet JZ11W evgen. EVNT.e3668

mcl6 13TeV.361032.Pythia8EvtGen A14NNPDF23LO jetjet JZ12W evgen.EVNT.e3668

Table A.1: List of Powngc ¢t and PYTHIA QCD background MCs.
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Sample Name
mcl5 13TeV.364434.HerwigppEvtGen UEEE5 CTEQ6L1 jetjet JZ4.evgen. EVNT.e5899
mcld 13TeV.364435.HerwigppEvtGen UEEE5 CTEQG6L1 jetjet JZ5.evgen. EVNT.e5899
mcld 13TeV.364436.HerwigppEvtGen UEEE5S CTEQ6L1 jetjet JZ6.evgen. EVNT.e5899
mcl5 13TeV.364437.HerwigppEvtGen UEEE5 CTEQ6L1 jetjet JZ7.evgen.EVNT.e5899
HERWIG

mcld 13TeV.364438.HerwigppEvtGen UEEE5H CTEQ6L1 jetjet JZ8.evgen.EVNT.e5899
mcld 13TeV.364439.HerwigppEvtGen UEEE5 CTEQG6L1 jetjet JZ9.evgen.EVNT.e5899
mclb 13TeV.364440.HerwigppEvtGen UEEE5 CTEQG6L1 jetjet JZ10.evgen.EVNT.e5899
mclb 13TeV.364441.HerwigppEvtGen UEEE5 CTEQG6L1 jetjet JZ11.evgen. EVNT.e5899

mcl5  13TeV.364442. HerwigppEvtGen UEEE5 CTEQ6L1 jetjet  JZ12.evgen. EVNT.e5899

Table A.2: List of Herwic QCD background MCs.




Appendix B

Parameters of the Qsa Generator

The set of parameters used in the QBH generator for this study. A set of Planck scales
ranging from 4-10 TeV in 1 TeV steps plus 9.5 TeV is used. The maximum QBH mass
is 13 TeV, except for the Mp = 4 TeV which the maximum QBH mass is 12 TeV. RS1
model correspond to a total number of dimensions of five using Randal-Sundrum definition
of Planck scale. ADD model is considered with three different choices of number of extra
dimensions, n = {2,4,6}, with the PDG definition of Planck scale. In the QBH generator,
the global symmetries, like baryon number and lepton number, can be violated which affects
the branching ratios and both were considered in our study.
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Parameter Parameter description Parameter value
name
mplanck Planck scale (TeV) {4.0,5.0,6.0,7.0,8.0,9.0,9.5,10.0}
minmass Minimum black hole mass = Planck scale
maxmass Maximum black hole mass (TeV) {12.0,13.0}
gstate Black hole charge state {£4/3,0}
istate Black hole initial state {0,2}
ecm Proton-proton centre-of-mass 13.0
energy (TeV)
RS1 ADD or RS1 model Both
totdim Total number of extra dimensions {5,6,8,10}
planckdef Planck scale definition Randall-Sundrum and PDG
lhaglue Parton distribution function CTEQ6L1 [79]
gscale QCD scale definition Inverse gravitational radius
trap Yoshino-Rychkov trapped surface 0
[40]
yrform Yoshino-Rychkov factors [40] 0
poisson Two-particle decay probability 0
sm Global gauge symmetries conserved {%0,1}
higgs Include standard model higgs as 1
particle
graviton Include graviton as particle 1
chiral Neutrions left- and right-handed left-handed neutrinos only
majorana Majorana neutrinos Dirac neutrinos

Table B.1: Basic parameters of the QBu generator used in this study. 0 stands for false
and 1 for true; i.e using or not using a specific property. See Ref. [75] for more information
on each parameter definition and also other possible choices available in the QBH generator.



Appendix C

Particle Kinematics

For validating the QBH generator, we will plot some of the kinematics of the top quarks,
Figure C.1-C.2, and the QBH, Figure C.3, for the 4 TeV sample and also for 9 TeV sample
in Figure C.4-C.6, respectively.

Each particle at the parton showering level can be identified with its PDG ID but each
particle has a unique BarCode. In each event, the top quark with BarCode = 5 is called
topl and the top quark with BarCode = 6 is called top2. The QBH is simply the addition
of the two top quarks.
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C.1. 4 TEV MASS THRESHOLD

C.1 4 TeV mass threshold

Events /0.5 GeV

Events / 200 GeV

Events / 200 GeV'

Events /0.2 Bin

3

P ey Enirles 20000
Mean 1725
St4Dev  0.001074
Underfiow 0
Overflow 0

|
3 B0 80 100 1% 140 160 180 200
Top1 Mass [GeV]

(a) Topl mass

Enties 20000
T Mean

0003615
Std Dov 1635
Undertlow o
Overtiow. 0

T R B
o
Topt p, [TeV]

(d) Topl p.

Entries

20000
2.4

StaDev 05636
Underfiow 0
Overfiow. o

PR i "
2 3 4 5 6
Top1 energy [TeV]

(g) Topl energy

Enties 20000

T Mean 0002736

r SuDev 09564
Undertlow ]

Overflow. o

,\,4
-

(j) Topl 7

Figure C.1:

Events / 200 GeV

Events / 200 GeV

Events /0.1 Bin

2

3

2

2

3

-2 0
Topt p, [TeV]

(b) Topl p,

(e) Topl pr

3
Top1 p, [TeV]

Entries 20000
Mean 001029
StiDev 1388
Underflow )
Overtiow 0

Entries
Mean
Std Dev

20000
1859
05969

Underflow o
Overfiow 0

2

-10

-08

-06

(h) Topl cos(6)

-04

02 00 02
Top1 Cos(6)

04

06

Entries 20000
Mean 0002183
SWDev 05992
Undertiow o

Overtlow o
08 10

Events / 200 GeV/

Events / 200 GeV

Events /0.4 Bin

3

120

: : : : : Entfis 20000

" Mean 00013

10° SdDev  1.374

0

3
107
101

L | |
-6 = E 0 4 G
Top1 p, [TeV]

Entries 20000

Mean 2483

StDev 05649

Underow 0

0 Overflow 3

3 s
Top1 Momentum [TeV]

(f) Topl

momentum

Entries
Mean
StaDev 1813
L Underflow 0

Overflow.

A = N . AN
1 2 3 4 5 6

Top1 ¢ [Radians]

(i) Topl ¢

Topl kinematics for My, = 4 TeV mass threshold sample.



C.1. 4 TEV MASS THRESHOLD

Envies 20000
Moan

StdDev 0001058
Underflow

Overllow 0

Events /0.5 GeV
2

| L |
20 40 80 80 100 120 140 160 180 200
top2 Mass [GeV]

(a) Top2 mass

Entries
Mean 001266
StaDev 1632
Underliow 0
Overflow.

Events / 200 GeV

-
top2 p, [TeV]

(d) Top2 p.

~ Envies 20000
E Mean 48
F Std Dev. 0.5641
F Underfow 0
Overtow 0
> ]
3
3 ]
°
3 J
S El
a 1
2 ]
2
w 10—
L B
| | | | | |
T z 3 4 3
top2 energy [TeV]
: ) ) ) ) Ervies 20000
7| Mean 0006208
Sabev 09566
10" Underflow 0
Overtow 0
&
[}
o 10°
S
2
2
<
@ 10

[
top2 n

(j) Top2 7

Figure C.2: Top2 kinematics for My, = 4 TeV mass threshold sample.
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Figure C.3: QBH kinematics for M, = 4 TeV mass threshold sample.
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Figure C.6: QBH kinematics for M, =9 TeV mass threshold sample.



Appendix D
n Distribution

7 distribution of the two highest pr jets for hadronic and mixed decays of the QBH and the
Pyraia QCD. Also the 7 distribution of the highest pr lepton of the mixed decay and the
two highest py leptons of the leptonic decays of the QBH signal.
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Figure D.1: 7 distribution of jets for (a) hadronic, and (b) mixed decays of the My, = 9 TeV
of ADDn6 QBH sample, and jets from (c) Pyrnia. (d) n distribution of the highest py lepton
for mixed decays of the QBH and (e) the two highest pr leptons for leptonic decays.
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Appendix E

pr Resolution

The pr ratio of muons, jets and MET before and after including the pr resolution. These
ratios for the QBH signal and Pyraia QCD dijet are shown in Figure E.1 and Figure E.2,
respectively. The n acceptance of all the objects are included.
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Figure E.1: The pr ratio of (a) jets ,(b) muons, and (¢) MET before and after the
resolution for the My, = 9 TeV QBH signal.
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Appendix F

Distribution of the Event Selection Variables

The distribution of the variables used for event selection for the three decay modes of the

My, =9 TeV ADDn6 QBH sample and the QCD background.
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Figure F.1: First leading jet pr for (a) hadronic, (b) mixed, and (c) leptonic decays for
My, = 9 TeV signal and (d) the QCD dijet background.
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(d) PytHIA background

leptonic decays for My, = 9 TeV signal and (d) the QCD dijet background.
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Figure F.7: MET distribution for (a) hadronic, (b) mixed, and (c) leptonic decays for
My, = 9 TeV signal and (d) the QCD dijet background.
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Figure F.8: pr of the highest pr lepton for (a) hadronic, (b) mixed, and (c) leptonic
decays for the My, = 9 TeV signal and (d) the QCD dijet background.
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Figure F.9: pr of the second highest pr lepton for (a) hadronic, (b) mixed, and (c)
leptonic decays for the My, = 9 TeV signal and (d) the QCD dijet background.



Appendix G

Truth versus Reconstructed Mass Distribution

The comparison of the reconstructed mass distribution versus the truth mass for all the
decay modes and all the QBH signal samples in the ADDn6 model.

138



139

&
&

4 TeV
=0 [TeV]

i
3
3
3

®
IRERREEE S
N R
Invariant Mass (m )*° [TeV]
©
IRERREEE S
Invariant Mass (m)®* [TeV]
®

Invariant Mass (m_ )

S
S
S

i Mth

N

N
T
N

) S T N P EA U I I [z« L e e b

I
8 10 i2 8 10 12
Invariant Mass (mu)'““” [Tev] Invariant Mass (mu)'““” [TeV] Invanam Mass (m, )' ! [TsV]

— —r 0
. . 107
10
.)“‘
1

8 10 12 8 10 12
Invariant Mass (m)"" [TeV] Invariant Mass (m)"" [Tev] Invarlant Mass (m,)" i rov)

6 TeV

i: My, =5 TeV
Invariant Mass (mw ) [Tev]
S o o 3 B
,
Invariant Mass (mu)'” [Tev]
s e e 3§
. : i" 1 ' i
B, . " -
B T . 1 L 2N
| I
- 3 3 2
Invariant Mass (m)** [TeV]
s e e 3§
B
P
A
!

s = = 10°
2 1 g 12 2 12
g Er £t
3 10— o S E 0 . E o[
I & R i €0
e 0 18 . g r
N EIE e fe w
X NE b3 & -‘
s NS - o s -
H H 8 H ;-
s 6 N E o [
.. £ f ] F F
= 4 1 4 5 10 i 10
o C ] L £ L 3
oL 3 o ) 2 -
C 1 | | 1 I | | | L 1 )z I | 1
2 4 6 8 10 12 2 4 3 L L B 2 4 6 !
Invariant Mass (m)"" [TeV] Invariant Mass (m,)"" [TeV] Invanan(Mass(mn) [TeV]
%
H = T T . 10° >
3 ) 3 10°
g 12 £ 12 & 12
D~ g i r £
|| i 10 ) £ 10— E 10—
E e g [
< 8 ] 2 o L= ©
s = - S L
z 5 2
E 8 s g r
g 9 g S £ s
.. E r r
> 4 4 10 4 10
A [ [
i F E
of . 2 ‘
L | | | | L] - L L 1 ; ; ; !
2 4 [ [ 10 12 2 4 6 8 10 12 2 4 6 B ariant M (m W 2
InvaviamMass(mn)'"""[TeV] Invariant Mass (m )" [TeV] Invariant Mass (m )" [TeV]

(a) Mixed (b) Hadronic (c) All

Figure G.1: Comparison of the QBH reconstructed mass and the QBH truth mass. The
three columns from left to right show the (a) mixed, (b) hadronic, and (c) all decay modes.
The four rows show the QBH (i) My, = 4 TeV, (ii) My, = 5 TeV, (iii) My, = 6 TeV, and
(iv) My, = 7 TeV samples. The results are for the ADDn6 model
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Figure G.2: Comparison of the QBH reconstructed mass and the QBH truth mass. The
three columns from left to right show the (a) mixed, (b) hadronic, and (c) all decay modes.
The four rows show the QBH (i) My, = 8 TeV, (ii) My, =9 TeV, (iii) My, = 9.5 TeV, and
(iv) My, = 10 TeV samples. The results are for the ADDn6 model



Appendix H

Comparison of the Mass Distribution of the
Different Models

Comparison of the reconstructed mass distribution of the QBH signal samples for all the
considered models. The distributions include the detector effects and hence the bin contents
are the average value of the generated pseudo-experiments. The comparison is done for the
mixed, hadronic and all decays using even QBH threshold mass samples, i.e 4, 6, 8, and
10 TeV samples. Only in this section, for the labels we have used n6, n4, n2, and nl to
represent the ADDn6, ADDn4, ADDn2, and the RS1 model, respectively.
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H.1 4 TeV mass threshold
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Figure H.1: Mass distribution comparison of the M, = 4 TeV QBH sample for different
models. The three columns from left to right represent the (a) mixed, (b) hadronic and (c)
all decay modes. The three rows show the ratio of the ADDn6 model to (i) ADDn4, (ii)
ADDn2 and (iii) RS1 models.
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Figure H.2: Mass distribution comparison of the M, = 4 TeV QBH sample for different
models. The three columns from left to right represent the (a) mixed, (b) hadronic and (c)
all decay modes. The three rows show the ratio of the ADDn4 model to (i) ADDn2 and (ii)
RS1 models, and (iii) the ratio of ADDn2 model to RS1 model.
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H.2 6 TeV mass threshold
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Figure H.3: Mass distribution comparison of the M, = 6 TeV QBH sample for different
models. The three columns from left to right represent the (a) mixed, (b) hadronic and (c)
all decay modes. The three rows show the ratio of the ADDn6 model to (i) ADDn4, (ii)
ADDn2 and (iii) RS1 models.
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Figure H.4: Mass distribution comparison of the M, = 6 TeV QBH sample for different
models. The three columns from left to right represent the (a) mixed, (b) hadronic and (c)
all decay modes. The three rows show the ratio of the ADDn4 model to (i) ADDn2 and (ii)
RS1 models, and (iii) the ratio of ADDn2 model to RS1 model.



H.3. 8 TEV MASS THRESHOLD 146

H.3 8 TeV mass threshold

(i) n6/n4

(ii) n6/n2

(iii) n6/nl

T e A e AL R R

=
3
3 bbbl bl 1 vl oo 1

(a) Mixed (b) Hadronic (c) All

Figure H.5: Mass distribution comparison of the M, = 8 TeV QBH sample for different
models. The three columns from left to right represent the (a) mixed, (b) hadronic and (c)
all decay modes. The three rows show the ratio of the ADDn6 model to (i) ADDn4, (ii)
ADDn2 and (iii) RS1 models.
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Figure H.6: Mass distribution comparison of the M, = 8 TeV QBH sample for different
models. The three columns from left to right represent the (a) mixed, (b) hadronic and (c)
all decay modes. The three rows show the ratio of the ADDn4 model to (i) ADDn2 and (ii)
RS1 models, and (iii) the ratio of ADDn2 model to RS1 model.
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H.4 10 TeV mass threshold
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Figure H.7: Mass distribution comparison of the M, = 10 TeV QBH sample for different
models. The three columns from left to right represent the (a) mixed, (b) hadronic and (c)
all decay modes. The three rows show the ratio of the ADDn6 model to (i) ADDn4, (ii)
ADDn?2 and (iii) RS1 models.
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Figure H.8: Mass distribution comparison of the M, = 10 TeV QBH sample for different
models. The three columns from left to right represent the (a) mixed, (b) hadronic and (c)
all decay modes. The three rows show the ratio of the ADDn4 model to (i) ADDn2 and (ii)
RS1 models, and (iii) the ratio of ADDn2 model to RS1 model.



Appendix I

Distribution of the pseudo-experiments

The distribution of the number of events for the generated pseudo-experiments for each decay
mode of the ADDn6 QBH signal samples and the PyTuia QCD. The number of events is the
integral of the distribution with M > Mj,.
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Figure I.1: The distribution of the number of events for the generated pseudo-experiments
for each decay mode of the My, = 10 TeV QBH signal sample and the Pyruia QCD. The
number of events is the integral of the distribution with M > M.
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Figure I.2: The distribution of the number of events for the generated pseudo-experiments
for each decay mode of the My, = 10 TeV QBH signal sample and the Pyruia QCD. The
number of events is the integral of the distribution with M > My,.
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Figure 1.3: The distribution of the number of events for the generated pseudo-experiments
for each decay mode of the M, = 10 TeV QBH signal sample and the Pytuia QCD. The
number of events is the integral of the distribution with M > M.
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Figure I.4: The distribution of the number of events for the generated pseudo-experiments
for each decay mode of the My, = 10 TeV QBH signal sample and the Pyruia QCD. The
number of events is the integral of the distribution with M > My,.



Appendix J

Mass Distribution of Signal and Background for
the Different Models

The mass distribution of the QBH signal samples and the background in different topologies
for the different models used in this study.
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Appendix K

Likelihood Calculation

In this section we show the derivation of Equation 7.6 using the Poisson-Poisson model. The
likelihood function was taken to be

L (s,b) = Pois (n|s + b) Pois (m|7b) , (K.1)

where s is the number of signal events, b is the number of background events, and n is the
number of observed events which in our case comes from MC simulation. The second Poisson
distribution is a control measurement to constrain b. It has a mean of 7m where m is the
number of events in a sample where signal is not present and 7 is a scale factor which its
uncertainty is often neglected. In simpler words, the second Poisson distribution encodes
the background uncertainty which serves to constrain the number of background events. We
used the profile likelihood ratio

A(s) = £ <S’b) (K.2)

_L(g,é)’

g =—2InX(0). (K.3)

and the test statistic

First, we will find the conditional and unconditional ML estimators. To find l;, we use

d
mlnﬁ(s,b) =0, (K.4)

for a given value of s, where

m

L(s,b) = (Sj;—!b)ne_(”b)%e T (K.5)
So
InL(s,b)=nln(s+b) —In(n!) —s—>b+mlnt+mlnb—In(m!) — 7b. (K.6)
Taking the derivative and simplifying the equation
V(1+7)+b[s(1+7)—n—m]—ms=0, (K.7)
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which has the solution

n—i—m—s(l—i—7’)+\/(n+m—s(1+7))2+4sm(1+7)

b(s) = K.8
which for the special case of the null hypothesis reduces to
A n+m
b(0) = : K.9
0 =" (K.9)
For finding the the unconditional ML estimators we need to solve
d_1n L 0, -1 =0
ap ML D) =0, g 143 ’ (K.10)
d(s IIl,C( b) 0, m—lzo,

which gives

S=n-—m/T,
{l;—m/T. (K.11)
)-

o
/N
v
Il
=
>
N——
Il
—
=
[
/N
V2]
Il
=
>

In A (0) = In ) In L (s 13) . (K.12)

Let’s first find the logarithm of each of the likelihood functions

InL S:O,I;> —nln(l )—ln(n!)—"+m+mln<M) _ln(m!)_T(n+m)’

+7 147
In L §,l;>:nlnn—ln( D—n+mlnm —1In(m!) —m,
(K.13)

which reduces In A (0) to

n+m 7 (n+m) n+m n+m
InA(0)=nln| ————= 1 — — K.14
nA(0) nn(n(1+7))+m<nm(1+r)) 147 71+T+n+m ( )

=0

Before finding Z, we can take another step and get rid of 7 in the favour of background
uncertainty. In a Poisson distribution, the mean of the distribution is equal to its variance,
SO

V' [m| = 7b, (K.15)

and
vmzﬁ:vmng (K.16)
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Also, instead of n and m we use their expectation values, s + b and 7b, respectively. Since
7 =0b/o?, m becomes m = b*/c}. The test statistic becomes

s+b+ % b2 U—Z<s+bg—22)
g =-2InA(0)=-2|(s+b)In : + | =
wen(teg)) NG 0E) ] e

e () )]

and significance is simply Z = |/qo.



Appendix L

Background Uncertainties

Contribution of different background uncertainties for each decay mode and threshold mass
from the PyThia dijet.
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My, Decay Absolute (relative %) uncertainty
b
[TeV] Mode Theory JER S Statistical Total
Modelling Uncertainty Uncertainty
Mixed 6.973e-+00 3.5e-01 (5.0) 1.7e+00 (24.8) | 3.6e+00 (51.5) | 1.6e+00 (23.0) | 4.3e+00 (61.8)
40 | Hadronic | 3.506e+03 | 4.1e+01 (1.2) | 4.4e-01 (0.0) | 2.5e102 (7.2) | 1.8e+01 (0.5) | 2.5¢+02 (7.3)
All 3.524e+03 | 4.2e+01 (1.2) 1.8e+-00 (0.1) 2.7e+02 (7.5) 1.8e+4-01 (0.5) 2.7e+02 (7.7)
Mixed | 1.238¢+00 | 3.2e-02 (2.6) | 2.1e-01 (16.7) | 7.4e-01 (59.9) | 3.9e-01 (31.7) | 8.6e-01 (69.9)
50 | Hadronic | 7.224e4+02 | 1.4e+01 (1.9) | 3.1e-03 (0.0) | 8.2e+01 (11.4) | 7.2e+00 (1.0) | 8.4e+01 (11.6)
All 7.250e+02 | 1.4e+01 (1.9) 2.1e-01 (0.0) 8.4e+01 (11.6) 7.3e400 (1.0) 8.6e+01 (11.8)
Mixed | 1.449¢-01 | 2.8¢-03 (1.9) | 3.2e-02 (22.2) | 1.2e-01 (80.9) | 2.4e-02 (16.8) | 1.2¢-01 (85.6)
6.0 | Hadronic | 1.230e+02 | 2.0e+00 (1.6) | 6.2¢-04 (0.0) | 1.6e+01 (13.1) | 2.4e+00 (2.0) | 1.6e+01 (13.3)
All 1.233¢ 102 | 2.1e+00 (1.7) | 3.2e:02 (0.0) | 1.6e+01 (13.3) | 2.4e+00 (2.0) | 1.7e+01 (13.5)
Mixed | 1.024e-02 | 7.7e-05 (0.7) | 4.8¢-04 (4.7) | 7.0e-03 (68.2) | 2.3e-03 (22.7) | 7.4e-03 (72.1)
7.0 | Hadronic | 1.854e+01 | 1.1e-01 (0.6) 1.4e-04 (0.0) | 4.5¢+00 (24.3) | 4.9e-01 (2.6) | 4.5e+00 (24.4)
All 1.855e+01 | 1.2e:01 (0.6) | 4.7e-04 (0.0) | 4.5e+00 (24.3) | 4.9e-01 (2.6) | 4.5e-+00 (24.4)
Mixed | 9.467¢-04 | 3.5¢-05 (3.7) | 5.7e-05 (6.0) | 7.6e-04 (80.3) | 5.9e-05 (6.2) | 7.7e-04 (80.8)
8.0 | Hadronic | 1.560e+00 | 4.7e-02 (3.0) | 6.4e-06 (0.0) | 4.3e-01 (27.6) | 8.6e-02 (5.5) | 4.4e-01 (28.3)
All 1.561e+00 | 4.6e-02 (3.0) | 5.7e-05 (0.0) | 4.3e-01 (27.6) | 9.5e-02 (6.1) | 4.4e-01 (28.5)
Mixed | 3.523¢-05 | 2.6e-06 (7.5) | 2.4e-06 (6.8) | 3.1e-05 (88.8) | 2.3¢-06 (6.7) | 3.2¢-05 (89.6)
9.0 | Hadronic | 9.631e-02 | 7.5¢-03 (7.8) | 5.2e-07 (0.0) | 2.5¢-02 (26.0) | 5.3e-03 (5.5) | 2.7e-02 (27.7)
All 9.635¢-02 | 7.5e-03 (7.8) | 2.4e-06 (0.0) | 2.5e-02 (26.0) | 5.3¢-03 (5.5) | 2.7e-02 (27.7)
Mixed | 6.163e-06 | 4.2e-07 (6.8) | 4.3e-07 (6.9) | 4.6e-06 (74.8) | 1.2¢-06 (19.9) | 4.8¢-06 (78.0)
9.5 | Hadronic | 2.535e-02 | 3.1e-03 (12.1) | 1.3e-07 (0.0) | 1.1e-02 (42.5) | 1.3e-03 (5.0) | 1.1e-02 (44.4)
All 2.535¢-02 | 3.1e-03 (12.1) | 4.4e-07 (0.0) | 1.1e-02 (42.5) | 1.3e-03 (5.0) | 1.1e-02 (44.4)
Mixed 1.904e-06 2.0e-07 (10.5) 1.4e-07 (7.5) 1.8e-06 (94.8) 3.8e-08 (2.0) 1.8e-06 (95.7)
10.0 | Hadronic | 6.190e-03 | 1.0e-03 (16.3) | 1.3e-07 (0.0) | 3.6e-03 (58.6) | 3.8¢-04 (6.1) | 3.8e-03 (61.2)
All 6.192e-03 | 1.0e-03 (16.4) | 1.9e-07 (0.0) | 3.6e-03 (58.6) | 3.8¢-04 (6.1) | 3.8¢-03 (61.2)

Table L.1: The absolute and relative uncertainty from statistical, theory modelling, and
JER and JES uncertainty for the considered topologies.




Appendix M

Signal Uncertainty

The statistical and systematic uncertainty of the My, = 2,6,8,10 TeV QBH samples for
the ADD model with n = 2,4,6 and RS1 model. The systematic uncertainty is due to the
detector effects and the randomness associated with including them.
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My, [TeV]| Decay Modé Model . Absolute (relative %) uncertainty
Statistical JER+JES Total
ADDn6 | 1.44e+05| 5.20e+02 (0.36) 3.94e+03 (2.74) 3.97e+03 (2.77)
\feoq | ADDnd | 6:9let04] 2510102 (0.36) | 1820103 (263) | 183003 (266)
ADDn2 | 1.78¢+04| 6.45¢+01 (0.36) | 4.54e+02 (2.55) | 4.59¢102 (2.57)
RSL | 5.96e+02| 2.15¢+00 (0.36) | 1.53¢+01 (2.56) | 1.54e+01 (2.59)
ADDn6 | 6.49¢+05| 1.11e+03 (0.17) | 3.25¢+04 (5.02) | 3.26¢+04 (5.02)
0 g | ADDnd | 313105 5330102 (017) | 1550104 (495) | Lsbe:04 (4.95)
ADDn2 | 8.11e+04| 1.37¢+02 (0.17) | 3.91e+03 (4.82) | 3.91et03 (4.82)
RS1 | 2.71e103| 4.58¢100 (0.17) | 1.260102 (4.66) | 1.26e+02 (4.66)
ADDn6 | 7.92¢405| 1.22¢403 (0.15) | 3.65¢+04 (4.60) | 3.65¢+04 (4.61)
Al ADDnd | 3.82¢405| 5.89e102 (0.15) | 1.73¢+04 (4.53) | 1.73¢+04 (4.53)
ADDn2 | 9.89e+04| 1.52¢102 (0.15) | 4.36e+03 (4.41) | 4.36e+03 (4.41)
RS | 3.30e-03| 5.06e+00 (0.15) | 1.41e+02 (4.28) | l.4let02 (4.28)
ADDn6 | 2.36e+04| 8.31et+01 (0.35) | 8.39¢+02 (3.56) | 8.43¢+02 (3.58)
Vg | ADDnd | L100104] 3.920101 (0.36) | 3.64c102 (3.30) | 366002 (3.2)
ADDn2 | 2.81e+03| 9.87¢+00 (0.35) | 9.33¢+01 (3.32) | 9.38¢+01 (3.34)
RS1 | 8.84e101| 3.10e-01 (0.35) | 2.87e+00 (3.25) | 2.89e+00 (3.27)
ADDn6 | 1.01e+05| 1.72¢+02 (0.17) | 6.61e 103 (6.58) | 6.61e+03 (6.58)
-0 g .| ADDnd | 4830104) 821e:01 (017) | 8140103 (651) | 31403 (6.51)
ADDn2 | 1.20e+04| 2.04e101 (0.17) | 7.60e+02 (6.33) | 7.60e+02 (6.33)
RS1 | 3.77e+02| 6.41e-01 (0.17) | 2.4le+01 (6.40) | 2.42e+01 (6.40)
ADDn6 | 1.24¢405| 1.91e+02 (0.15) | 7.45¢+03 (6.00) | 7.45¢+03 (6.01)
Al ADDnd | 5.93¢+04| 9.09¢+01 (0.15) | 3.51e+03 (5.91) | 3.51e+03 (5.91)
ADDn2 | 1.48¢+04| 2.27e+01 (0.15) | 8.53¢+02 (5.76) | 8.53¢+02 (5.76)
RS1 | 4.66e102| 7.12e-01 (0.15) | 2.70¢+01 (5.80) | 2.70e+01 (5.80)

Table M.1: A table of number of signal events for each decay mode of M, = 4 TeV and
My, = 5 TeV samples for all the considered models. The absolute and relative statistical
uncertainty, the uncertainty due to JER and JES uncertainty from the emulated detector
effects, and the total uncertainty are also shown.
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My, [TeV]| Decay Modé Model . Absolute (relative %) uncertainty
Statistical JER+JES Total
ADDn6 | 3.51e+03| 1.23¢4+01 (0.35) | 1.58¢+02 (4.50) | 1.59¢+02 (4.52)
Vg | ADDnd | L62403| 571100 (035) | T13e+0L (441) | 7.16e+01 (443)
ADDn2 | 4.02¢+02| 1.40e+00 (0.35) | 1.76e+01 (4.37) | 1.76¢+01 (4.39)
RSI | 1.19e+01| 4.16e-02 (0.35) | 5.15e-01 (4.32) | 5.16e-01 (4.33)
ADDn6 | 1.43¢104| 2.47e+01 (0.17) | 1.18¢103 (8.30) | 1.18¢+03 (8.30)
0o togeors | ADDnd | 6.756108| L17e 0L (017) | 5.600+02 (830) | 5.60e+02 (8.30)
ADDn2 | 1.63¢+03| 2.82¢4+00 (0.17) | 1.33¢+02 (8.17) | 1.33¢+02 (8.17)
RS1 | 4.87e101| 8.41e-02 (0.17) | 3.99¢100 (8.20) | 3.99¢+00 (8.20)
ADDn6 | 1.78¢+04| 2.76e+01 (0.16) | 1.34e+03 (7.55) | 1.34e+03 (7.55)
Al ADDnd | 8.36¢+03| 1.30e101 (0.16) | 6.3le+02 (7.55) | 6.31e+02 (7.55)
ADDn2 | 2.04e+03| 3.15¢+00 (0.15) | 1.51e+02 (7.42) | 1.51et02 (7.42)
RS | 6.06e-01| 9.38¢-02 (0.15) | 4.51e+00 (7.43) | 4.51e+00 (7.44)
ADDn6 | 4.37e+02| 1.54e1+00 (0.35) | 2.46e+01 (5.64) | 2.47e+01 (5.65)
\feoq | ADDnd | 1990102| 7.00-01 (0.36) | 1100101 (5.53) | 110c+0L (5.54)
ADDn2 | 4.80e+01| 1.69e-01 (0.35) | 2.61e+00 (5.44) | 2.62e+00 (5.45)
RS1 | 1.35¢100| 4.77¢-03 (0.35) | 7.32e-02 (5.41) | 7.33e-02 (5.43)
ADDn6 | 1.73¢103| 3.06e+00 (0.18) | 1.79¢ 102 (10.37) | 1.79¢ 102 (10.37)
-0 Hdvonie | ADDA | 8.050402| 1436100 (0.18) | 8.44e 401 (10.48) | 8.44e+01 (10.49)
ADDn2 | 1.90e+02| 3.37¢-01 (0.18) | 1.97e+01 (10.36) | 1.97¢+01 (10.36)
RS1 5.34e+00| 9.47e-03 (0.18) 5.56e-01 (10.42) 5.56e-01 (10.42)
ADDn6 | 2.16e+03| 3.43¢4+00 (0.16) | 2.04e+02 (9.41) | 2.04e+02 (9.41)
ATl ADDn4 | 1.00e+03| 1.59¢+400 (0.16) 9.53e+01 (9.50) 9.54e+01 (9.50)
ADDn2 | 2.38¢+02| 3.77¢-01 (0.16) | 2.23e+01 (9.37) | 2.23¢+01 (9.37)
RSL | 6.69¢+00| 1.06e-02 (0.16) | 6.29¢-01 (9.41) | 6.29e-01 (9.41)

Table M.2: A table of number of signal events for each decay mode of M, = 6 TeV and
My, = 7 TeV samples for all the considered models. The absolute and relative statistical
uncertainty, the uncertainty due to JER and JES uncertainty from the emulated detector
effects, and the total uncertainty are also shown.
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My, [TeV]| Decay Modé Model . Absolute (relative %) uncertainty
Statistical JER+JES Total
ADDnG | 4.23¢+01| 1.52¢-01 (0.36) | 2.82e+00 (6.68) | 2.83¢+00 (6.68)
\feoq | ADDnd | L9let01] 6.806-02 (0.36) | 1240100 (6.52) | 124000 (6.53)
ADDn2 | 4.49¢4+00| 1.61e-02 (0.36) | 2.89e-01 (6.44) | 2.89e-01 (6.45)
RSI | 1.18¢-01 | 4.24e-04 (0.36) | 7.98¢-03 (6.76) | 7.99e-03 (6.77)
ADDn6 | 1.62¢102| 2.97e-01 (0.18) | 2.14e+01 (13.24) | 2.14e+01 (13.24)
80 Hadronic ADDn4 | 7.45e+01| 1.36e-01 (0.18) 9.76e+00 (13.10) | 9.76e+00 (13.10)
ADDn2 | 1.72¢+01| 3.14¢-02 (0.18) | 2.25e+00 (13.13) | 2.25¢+00 (13.13)
RS1 | 4.53¢-01 | 8.31e-04 (0.18) | 5.96e-02 (13.15) | 5.96e-02 (13.15)
ADDn6 | 2.04¢402| 3.33¢-01 (0.16) | 2.43¢+-01 (11.88) | 2.43¢+01 (11.88)
All ADDn4 | 9.36e+01| 1.53e-01 (0.16) 1.10e+01 (11.76) | 1.10e+01 (11.76)
ADDn2 | 217+ 01| 3.53¢-02 (0.16) | 2.54e+00 (11.74) | 2.54e+00 (11.74)
RSI | 5.71e-01 | 9.33¢-04 (0.16) | 6.76¢-02 (11.83) | 6.760-02 (11.83)
ADDn6 | 2.76e+00| 1.01e-02 (0.37) | 2.21e-01 (8.01) | 2.22¢-01 (8.02)
\ieoq | ADDnd | 123e100| 454003 (0.37) | 980002 (T98) | 9.81e-02 (7.99)
ADDn2 | 2.80e-01 | 1.03e-03 (0.37) | 2.25e-02 (8.02) | 2.25¢-02 (8.03)
RS1 | 6.86¢-03 | 2.53¢-05 (0.37) | 5.58¢-04 (8.13) | 5.59e-04 (8.14)
ADDn6 | 1.02¢401| 1.95¢-02 (0.19) | 1.71e1+00 (16.70) | 1.71e+00 (16.70)
o0 g .| ADDnd | 4640100| 883003 (019) | 7.81e-01 (1684) | 7.8Le-01 (16.84)
ADDn2 | 1.04e4+00| 1.98¢-03 (0.19) | 1.73¢-01 (16.63) | 1.73e-01 (16.64)
RS1 | 2.54e-02 | 4.86e-05 (0.19) | 4.25e-03 (16.72) | 4.25e-03 (16.72)
ADDn6 | 1.30e+01| 2.20e-02 (0.17) | 1.93¢+00 (14.86) | 1.93¢+00 (14.86)
Al ADDnd | 5.87¢+00| 9.94e-03 (0.17) | 8.79¢-01 (14.99) | 8.79¢-01 (14.99)
ADDn2 | 1.32¢+00| 2.23¢-03 (0.17) | 1.95¢-01 (14.81) | 1.95¢-01 (14.81)
RS | 3.23¢-02 | 5.48¢-05 (0.17) | 4.81e-03 (14.89) | 4.81¢-03 (14.89)

Table M.3: A table of number of signal events for each decay mode of M, = 8 TeV and

My, = 9 TeV samples for all the considered models.

The absolute and relative statistical

uncertainty, the uncertainty due to JER and JES uncertainty from the emulated detector
effects, and the total uncertainty are also shown.
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My, [TeV]| Decay Modé Model . Absolute (relative %) uncertainty
Statistical JER+JES Total
ADDn6 | 5.69e-01 | 2.12¢-03 (0.37) | 5.11e-02 (8.98) | 5.11e-02 (8.99)
Vi | ADDRA | 250001 | 9.400:04 (0.38) | 21102 (8.43) | 211602 (8.44)
ADDn2 | 5.63¢-02 | 2.10e-04 (0.37) | 5.14¢-03 (9.14) | 5.15¢-03 (9.14)
RSI | 1.32e-03 | 4.92¢-06 (0.37) | 1.21e-04 (9.13) | 1.21e-04 (9.14)
ADDn6 | 2.07¢+00| 4.04e-03 (0.20) | 3.91e-01 (18.87) | 3.91e-01 (18.87)
o Hdvonie | ADDA | 93401 | 18203 (0.19) | 17701 (18.95) | 1.77-01 (18.95)
ADDn2 | 2.06e-01 | 4.01e-04 (0.20) | 3.88¢-02 (18.87) | 3.88e-02 (18.87)
RSl | 4.77¢-03 | 9.35e-06 (0.20) | 9.12¢-04 (19.13) | 9.12¢-04 (19.13)
ADDn6 | 2.64e+00| 4.57e-03 (0.17) 4.42e-01 (16.74) 4.42e-01 (16.74)
Al ADDn4 | 1.18e4+00| 2.05¢-03 (0.17) | 1.98¢-01 (16.73) | 1.98e-01 (16.73)
ADDn2 | 2.62e-01 4.53e-04 (0.17) 4.39e-02 (16.78) 4.39¢-02 (16.78)
RSI | 6.09¢-03 | 1.06e-05 (0.17) | 1.03¢-03 (16.96) | 1.03¢-03 (16.96)
ADDnG | 9.58¢-02 | 3.62¢-04 (0.38) | 9.23¢-03 (9.64) | 9.24e-03 (9.65)
\feoq | ADDnt | 416002 | 15904 (0.38) | 4.06e-03 (9.78) | 4.07e-03 (9.79)
ADDn2 | 9.25¢-03 | 3.50e-05 (0.38) | 9.02¢-04 (9.76) | 9.03¢-04 (9.77)
RS1 | 2.01e-04 | 7.64e-07 (0.38) | 1.88¢-05 (9.37) | 1.89e-05 (9.37)
ADDn6 | 3.41e-01 6.83e-04 (0.20) 7.31e-02 (21.46) 7.31e-02 (21.46)
100 | Hodrome | APDn | 152001 | 3.040:04 (0.20) | 3:296:02 (2171) | 329002 (21.71)
ADDn2 | 3.30e-02 | 6.61e-05 (0.20) | 7.10e-03 (21.55) | 7.10e-03 (21.56)
RS1 7.14e-04 1.44e-06 (0.20) 1.57e-04 (21.99) 1.57e-04 (21.99)
ADDn6 | 4.36e-01 | 7.73e-04 (0.18) | 8.23¢-02 (18.87) | 8.23¢-02 (18.87)
AL ADDn4 | 1.93¢-01 | 3.43¢-04 (0.18) | 3.70e-02 (19.14) | 3.70e-02 (19.14)
ADDn2 | 4.22¢-02 | 7.48¢-05 (0.18) | 8.01e-03 (18.97) | 8.01e-03 (18.97)
RSL | 9.15¢-04 | 1.63¢-06 (0.18) | 1.76e-04 (19.21) | 1.76e-04 (19.22)

Table M.4: A table of number of signal events for each decay mode of M, = 9.5 TeV and
My, = 10 TeV samples for all the considered models. The absolute and relative statistical
uncertainty, the uncertainty due to JER and JES uncertainty from the emulated detector
effects, and the total uncertainty are also shown.



Appendix N
JER & JES Uncertainty

The effect of including the JER, JER uncertainty, and JES uncertainty on the dijet mass
distribution of the QBH samples, in the ADDn6 model. The dijet events must have satisfied
PTy ) > 440 (60) and |y*| = |(v1 — v2)/2| < 0.6.
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samples in the ADDn6 model with ap-
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