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Abstract

The increase in subthreshold leakage current, due to the decrease in minimum de-

vice feature sizes, causes a decrease in the difference between the mean levels of

quiescent power supply current(IDDQ) in defective and defect-free static comple-

mentary metal oxide semiconductor(CMOS) digital integrated circuits(ICs). This

decrease poses a problem for the testing technique called IDDQ testing, whose ef-

fectiveness is dependent on the magnitude of this difference.

This thesis investigates the effects of ionizing radiation on CMOS circuits and

defects in CMOS circuits in order to determine if this difference, and hence the

effectiveness of IDDQ testing, can be increased with the application of ionizing ra-

diation. Several CMOS test structures have been fabricated and irradiated with

varying doses of ionizing radiation. Experimental data shows an increase of up to

an order of magnitude in this difference for a type of defect known as a gate oxide

short.
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Chapter 1

Introduction

Testing is an important step in the manufacturing of integrated circuits(ICs). Its
purpose is to detect defects in ICs, which may either cause the IC to function in-
correctly or adversely affect its performance. Currently, the most widely used im-
plementation of digital ICs is known as static complementary metal oxide semicon-
ductor(CMOS). The primary advantage of using static CMOS digital logic circuits
is their low power consumption. A significant amount of power is only consumed
during switching on the circuit inputs. When the circuit is in steady state, com-
paratively little power is theoretically consumed. This property has given rise to a
testing technique known as IDDQ testing. This technique detects physical defects in
ICs by observing the increased quiescent power supply current(IDDQ) caused by
their presence. This is a powerful testing technique because it requires relatively
little effort to detect many kinds of defects.

However, as IC manufacturing technology advances and minimum feature sizes
are scaled down to the deep-submicron region, the intrinsic leakage current of the
MOSFET devices used in CMOS circuits increases. This causes the level of the
IDDQ of defect-free circuits to approach that of defective circuits, making it more
difficult to distinguish between the two using IDDQ testing. This problem threat-
ens to render this powerful testing technique obsolete as minimum feature sizes
continue to scale down.

This thesis investigates the possibility of applying ionizing radiation to increase
the difference between the IDDQ of defect-free and defective static CMOS circuits.
It is known that exposure to ionizing radiation can increase MOSFET currents.
However, research has not yet been done to determine the effect of ionizing radi-
ation on the behaviour of physical defects commonly found in CMOS circuits. It
is possible that exposure to ionizing radiation increases the current caused by IC
defects more than it increases the current in defect-free ICs. If this is the case,
ionizing radiation can be used to improve the defect-detecting capabilities of IDDQ

testing, and thus help to alleviate the aforementioned problem caused by scaling.
The goal of this work is therefore to discover the effects of ionizing radiation on the
behaviour of common IC defects, and to determine if these effects are beneficial to
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IDDQ testing.
To this end, an experiment has been constructed to facilitate the observation

of these effects. Test chips containing multiple CMOS test structures have been
fabricated and exposed to various doses of ionizing radiation. The changes in elec-
trical characteristics due to this exposure have been analyzed. Evidence suggesting
that ionizing radiation could aid in the detection of a certain type of defect will be
shown.

1.1 Thesis Organization

In Chapter 2, an overview of IDDQ testing is given. IDDQ testing is compared with
more traditional voltage testing techniques, and the unique benefits of IDDQ testing
are presented in order to demonstrate its value to the IC industry. The characteristics
of the defects in CMOS circuits commonly detected by IDDQ testing are described.
The problems which confront IDDQ testing due to technology scaling are explained
and some suggested solutions are presented in order to place the work of this thesis
in context with other research.

In Chapter 3, a qualitative overview of the effects of ionizing radiation on
CMOS devices is given. The changes in the electrical characteristics of MOS-
FETs, due to ionizing radiation, are described and the mechanisms which cause
these changes are explained.

In Chapter 4, the details of the experiment central to the work of this thesis are
given. The design of the test chip is explained and design decisions are justified.
A description of the equipment used and the experimental procedure followed is
given.

In Chapter 5, the data obtained from the experiment is analyzed. The method
of analysis is first explained. The changes in electrical characteristics of the test
structures due to ionizing radiation are then analyzed in order to determine any
effects beneficial for IDDQ testing.

In Chapter 6, a summary of the thesis is given and conclusions are drawn. As
well, the limitations of the experiment are discussed and future work that could
strengthen the findings of this work is suggested.
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Chapter 2

IDDQ Testing

In this chapter, an overview of IDDQ testing is given. Static CMOS digital logic
circuitry is first reviewed, and the process by which IDDQ testing detects defects
in these circuits is then explained. IDDQ testing is then compared to traditional
voltage testing techniques and the unique properties and benefits of IDDQ testing
are presented in order to demonstrate its value to the integrated circuit industry.
The characteristics of the defects that are commonly detected by IDDQ testing are
then given, and their effects on static CMOS circuits are explained. Finally, the
problems associated with applying IDDQ testing to deep-submicron technology are
explored and a survey of some suggested solutions is presented.

2.1 Static CMOS Digital Logic

The most widely used style for designing digital logic integrated circuits(ICs) is
known as static CMOS[1]. A static CMOS digital logic gate consists of two net-
works: a pull-up network(PUN) and a pull-down network(PDN). Figure 2.1 shows
the general structure of such a digital logic gate. The PUN is composed of PMOS
transistors and provides a low resistance path between the output of the logic gate
and VDD when the output is meant to be a logic 1. Conversely, the PDN is composed
of NMOS transistors and provides a low resistance path between the output and VSS

when the output is meant to be a logic 0. These two networks are complementary,
meaning that they are designed in such a way that any possible combination of in-
puts to the logic gate will result in either a low resistance path through which current
can either flow from VDD to the output or from the output to VSS, but never both
simultaneously. Current flowing from VDD to VSSis referred to as IDD.

Whenever the inputs to the logic gate are in a steady state, no path exists from
VDD to VSS and IDD is only equal to the leakage currrent of transistors that are
not switched on. This relatively low IDD results in little power consumption while
inputs are stable. This is known as low static powerconsumption. A significant
amount of power is only consumed by the circuit when switching occurs on one or
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Figure 2.1: Static CMOS digital logic gate.

more of the inputs. For a short time during switching, the voltage on these inputs
reaches a value less than or equal to VDD - Vt p (where Vt p is the threshold voltage
for a PMOS transistor) but greater than or equal to VSS + Vtn (where Vtn is the
threshold voltage for an NMOS transistor). This causes some PMOS transistors in
the PUN and some NMOS transistors in the PDN to simultaneously conduct, which
can result in a low resistance path from VDD directly to VSS through which cur-
rent can flow. This results in a high value of IDD, which in turn causes high power
consumption. This relatively high level of power consumption that occurs during
switching on the inputs is known as high dynamic powerconsumption. However,
since inputs are stable during most of the operation of logic gates, static CMOS
gates are considered to have low overall power consumption. This is a key advan-
tage of implementing digital logic using a static CMOS design style.

2.2 IDDQ testing

A defectis defined as any physical difference between a circuit and its intended
design. Since low static power consumption is a characteristic inherent in static
CMOS digital logic circuits, abnormally high static power consumption can indi-
cate the presence of a defect. This concept is exploited in the testing technique
known as IDDQ testing.

2.2.1 How IDDQ Testing Works

Quiescent power supply current(IDDQ) is the IDD of a static CMOS circuit measured
when all inputs are in a steady state. Many defects can cause a significant elevation
in IDDQ over that of a non-defective circuit. Figure 2.2 illustrates the basic concept
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Figure 2.2: An example of a defect causing high IDDQ. The current path caused by
a defect is shown in the schematic in (a). The IDD of the defective circuit before,
during, and after switching on the input is shown in (b).

involved in IDDQ testing. Figure 2.2(a) shows two static CMOS inverters linked
in a chain. The PMOS transistor of the second inverter contains a defect which
causes a resistive connection to be formed between its source and gate terminals.
Figure 2.2(b) shows IDD in relation to the input and output voltages of the defective
inverter. When Vin is equal to VDD, the defect does not cause an increase in IDD

since the source to gate voltage (VSG) of the PMOS transistor is zero. When Vin

transitions from VDD to VSS, IDD increases as explained in section 2.1. However,
when Vin settles to a stable value, a voltage drop equal to VDD occurs across the
defect, allowing current to flow from VDD to VSS through the path indicated by
the dashed line. This leads to the elevated IDDQ indicated by the solid line in the
graph. The dashed line indicates the negligible IDDQ that would be present in a non-
defective circuit. The presence of the defect is therefore revealed by the elevated
IDDQ.

In this example, to detect the defect, it is necessary to drive Vin to a logic 0 in
order to create a voltage drop across the defect. It can be said that a requirement
for detecting resistive defects using IDDQ testing is that the two circuit nodes across
the defect must be at opposite logic values [2]. This ensures that current flows
from VDD to VSSthrough the low resistance path provided by the defect causing an
increase in the IDDQ of the circuit. This process is known as sensitizingthe defect.
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2.2.2 Importance of IDDQ Testing

Many semiconductor manufacturers presently consider IDDQ testing as an essential
part of their overall IC testing strategy. This section describes the effectiveness
of IDDQ testing relative to conventional and more established test techniques and
discusses some reasons why it has garnered significant interest and support from
the IC testing community.

2.2.2.1 Overview of Structural Voltage Testing

The current measurement based testing technique now known as IDDQ testing was
first formally proposed in 1981 [3]. Until then, the only standardized testing tech-
niques for digital logic ICs fell into the realm of voltage testing. As the name sug-
gests, voltage testing involves the observation of circuit input and output voltages
in order to determine whether or not a circuit is operating properly. The Circuit
Under Test(CUT) is stimulated with a set of input voltages, known as test vectors,
and the output voltages are then compared to those that a properly functioning CUT
is expected to generate.

Voltage testing can be classified into two main categories: Functional testing
and structural testing[4]. Functional testing tests the CUT by comparing the test
vectors and resulting outputs with some or all of the entries in the truth table of
the CUT. That is, the CUT is tested according to its logical function. Structural
testing tests the CUT according to the circuit architecture defined by its gate-level
schematic. This involves the use of test vectors which are designed to detect be-
havioural models of defects known as fault models. Fault models are represen-
tations of the behaviour of defects at a desired level of abstraction. In structural
voltage testing, defects are abstracted as erroneous digital behaviour in the gate-
level schematic of a CUT. While functional test vectors must vary from CUT to
CUT because they are based upon circuit functionality, structural test vectors can
be generated using algorithms which can be applied to all CUTs. This is possible
because the fault models, which the structural test vectors are designed to target,
are applicable to all CUTs. These algorithms allow for the generation of a much
smaller number of structural test vectors, capable of detecting a large portion of
structural faults, compared to the large number of test vectors required to perform
a complete functional test. For these reasons, structural testing has received much
more attention in the literature than functional testing. As well, structural testing
has become a standard test method supported by a variety of Automatic Test Pattern
Generation(ATPG) tools, which use various algorithms to generate structural test
vector sets.

Numerous fault models exist in the world of IC testing, but the most popular
and established one used in industrial structural testing is the single stuck-at fault
(SSF). SSFs are assumed to affect only the interconnections between logic gates.
The SSF is based on the assumption that all defects in a given CUT result in a
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node being fixed or “stuck at” either logic 0 or 1. There are therefore two kinds
of SSFs: stuck-at 1(s-a-1) and stuck-at 0(s-a-0). To illustrate how SSFs are used,
consider the case where a test engineer is trying to detect a s-a-1 fault on a given
circuit node. It is first necessary to attempt to drive the node to a logic 0 value by
manipulating the available inputs to the CUT, known as the primary inputs. The
ease with which any given node in a CUT can be driven to a desired logic value
is known as controllability. Secondly, it is necessary to propagate the value of the
node in question to the available outputs of the CUT, known as the primary outputs.
The ease with which the logic value at any given node in a CUT can be propagated
to a primary output is known as observability. Structural test vectors are derived in
order to accomplish both of these tasks. If, after the test vector has been applied,
the propagated value of the node in question does not match that which is expected
from a fault-free circuit, it is concluded that a s-a-1 fault has been detected on the
node in question. Test vectors are generated in order to detect s-a-0 and s-a-1 faults
on as many nodes in the CUT as possible. The SSF coverageof a set of test vectors
for a given CUT states the percentage of all possible SSFs in the CUT that are
detectable. It has become the standard metric used by suppliers and customers to
describe the quality of all structural test methods.

2.2.2.2 IDDQ Testing vs. Structural Voltage Testing

A primary reason for the widespread dominance of the SSF in digital IC testing
is the ease it allows in the development of test vectors. With the use of SSFs,
test vector generation requires only a gate-level description of the CUT since it
is assumed that defects result only in incorrect digital behaviour. This is much
easier than dealing with the largely analog characteristics of real physical defects.
However, voltage testing using SSFs has been criticized for targeting faults that are
behavioural abstractions of physical defects, instead of targeting the root cause of
circuit failures, which are the defects themselves. The goal of IC testing, after all, is
not to detect faults, but to detect defects. Various publications have shown that the
SSF does not accurately model physical defects. Using a system called inductive
fault analysis, which extracts circuit-level behaviour from physical defects, it was
shown that SSFs do not accurately model an alarmingly large percentage of physical
defects [5], [6]. Empirical evidence obtained using experimental test chips has also
supported this claim [7], [8], [9].

Unlike structural voltage testing, IDDQ testing is a defect-orientedtest method,
meaning that it targets physical defects and not fault models. Because of this, it
is able to detect defects that the SSF-based structural test can not. Efforts have
been made in order to investigate the value of IDDQ testing relative to other testing
methods. To this end, industrial semiconductor manufacturers have applied a va-
riety of testing methods to ASICs made using commercial processes and analyzed
their abilities to detect the presence of defects. To date, the largest of the experi-
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ments of this nature is the SEMATECH study [10], [11]. In this study, a sample
of 20,000 IBM graphics controller devices fabricated using a 0.45 µm, three metal
layer process was subjected to four different test methods. It was found that out
of the 20,000 devices tested, 1,463 failed the IDDQ test but passed the three other
tests, one of which was a structural voltage test with 99.7% SSF coverage [12].
Consequently, one of the important conclusions drawn from the results of the SE-
MATECH experiment was that IDDQ testing is a test technique capable of detecting
defects that are undetectable using other test techniques, and is therefore indispensi-
ble. Defects that are uniquely detected by IDDQ testing are referred to as IDDQ-only
defects. Because increased IDD can significantly lower battery lifetimes, defects
that cause high IDDQ are a particularly serious concern for systems with power con-
sumption constraints, such as battery-operated systems, and for systems with high
reliability requirements, as is the case in medical or space applications.

The conclusion drawn from the SEMATECH experiment has also been drawn
from the results of other similar experiments. In [13] it was shown that even taking
IDDQ measurements after applying test vectors developed for voltage testing, and
not IDDQ testing, resulted in the detection of defects that are undetectable by voltage
testing with 100% SSF coverage. In [14] it was shown that the introduction of IDDQ

testing into an industrial production test strategy lowered product failure rates to a
level below what was attainable using only voltage testing with high SSF coverage.
The detrimental effect of IDDQ-only defects on circuit functionality has also been
investigated. In [15], through analysis of the SEMATECH experiment data, it was
concluded that information-carrying signals in the CUT are affected by 90% of
IDDQ-only defects. In addition, it was shown that at least 19% of these defects
could dangerously degrade logic signals. Clearly, it can be said that IDDQ-only
defects pose a threat to circuit functionality and that it is well worthwhile to detect
these defects.

While the detection of IDDQ-only defects is an obvious advantage of apply-
ing IDDQ testing, another advantage is the inherent observability which it provides.
Since the presence of a defect is indicated by increased IDDQ, it is only necessary
to have access to the VDD and VSSpower rails in order to observe the presence of
a defect once it has been sensitized. As in structural voltage testing, test vectors
are used to sensitize defects, but unlike structural voltage testing, it is not necessary
to expend effort to propagate any logic values in order to make them observable.
It can be said that IDDQ testing has much higher observability than structural volt-
age testing, and therefore requires much less effort in the test generation process.
This makes IDDQ testing an especially powerful tool for detecting defects that affect
deeply embedded nodes which are not easily accessible via primary inputs and out-
puts, and thus require a great deal of effort to control and observe using structural
voltage testing.

Since SSF coverage remains an important test metric for the CMOS IC industry,
it has also been shown that IDDQ testing can be used to detect SSFs. In [16], it was
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shown that significant benefits could be obtained when conventional algorithms,
used to generate test vectors designed to detect SSFs, were modified to generate
test vectors suitable for IDDQ testing. Specifically, SSF coverage was improved,
test vector set sizes were reduced, and less computational effort (measured in terms
of CPU cost) was expended for test vector generation. A primary reason for these
improvements is that there was no need to take observability into account during
the test vector generation process. In addition to this, it was found that faults such
as logically redundant faultsand multiple stuck-at faults, which were considered
previously intractable, were detectable with the introduction of IDDQ testing. Log-
ically redundant faults are SSFs which can not be propagated to a primary output,
and are therefore undetectable using conventional structural voltage testing. How-
ever, since IDDQ testing does not require any fault propagation, these faults are
made detectable. Multiple stuck-at faults are faults which include the possibility
of having more than one SSF present in a given CUT. Detection of these faults are
virtually intractable using conventional structural voltage testing because it is pos-
sible for one SSF to mask the presence of another SSF present in the same CUT.
IDDQ testing is able to detect multiple stuck-at faults because there is no way that
one SSF can mask the increased IDDQ caused by another SSF.

In general, augmenting the fault coverage of a voltage test for a given CUT re-
quires an incrementally increasing amount of effort as fault coverage approaches
100%. As fault coverage approaches 100%, an increasingly large number of test
vectors must be added to the vector set in order to obtain any further benefit. How-
ever, adding a small set of IDDQ test vectors can dramatically increase fault cover-
age with much less additional effort than is required by adding conventional voltage
test vectors. In [17], it was shown that a SSF coverage of more than 95% could be
achieved by adding an IDDQ test vector set of approximately 20 vectors to a voltage
test vector set with a SSF coverage of 80-85%. Achieving such an increase in SSF
coverage by using only a conventional voltage test approach would require a much
larger additional number of voltage test vectors. Clearly then, IDDQ testing is valu-
able not only because of its ability to detect IDDQ-only defects, but also because it
is able to increase the effectiveness of test methods aimed at detecting SSFs.

For all of the aforementioned reasons, the value of IDDQ testing has been ac-
knowledged by both industry and academia. By the mid 1990s, many companies
had developed and commercialized CAD tools designed to generate IDDQ test vec-
tors and to facilitate the modification of digital IC designs to make them more suit-
able for IDDQ testing [18]. In the late 1980s, numerous publications in conferences
and journals, addressing various issues surrounding IDDQ testing, began to emerge.
In response to this, the IEEE Technical Committee on Test Technology approved
a new workshop on IDDQ testing that was held in conjunction with the Interna-
tional Test Conference in 1995. The value of using not only voltage testing, but a
variety of testing techniques, including IDDQ testing, has been asserted in several
publications [12], [16], [19], [20]. IDDQ testing is now generally accepted as an
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indispensible tool which is necessary as part of a suite of testing techniques needed
to ensure low defect levels in static CMOS digital ICs.

2.3 Defects Detected by IDDQ Testing

Since IDDQ testing is a defect-oriented technique, an overview of the kinds of de-
fects that are typically detected by IDDQ testing is presented here. IC defects are
caused by either unintended alterations to the manufacturing process, such as par-
ticulate contaminants, or activity which stresses the circuit after fabrication. Both of
these can result in unintended and undesirable regions of extra conduction or insu-
lation. Since their causes can vary so widely, the characteristics of defects can also
differ greatly from device to device. However, it has been shown that most defects
can be broadly classified as either short or open circuits [21]. Short circuit defects
are any unintended connections between two or more circuit nodes. They can not
be assumed to have a resistance of zero and they may have linear or non-linear I-V
characteristics. Open circuit defects refer to electrical discontinuities in the circuit
and typically have very high resistance. Open circuit defects which cause a sig-
nificant decrease in IDDQ are not detected by IDDQ testing. However, these defects
typically result in incorrect logical behaviour and are therefore detected by voltage
testing.

All of the defects described below cause elevated IDD in some way. As pre-
viously mentioned, this symptom leads to increased power consumption, which is
particularly undesirable in battery-powered systems, or any such systems where
low power consumption is a priority. As explained below, these defects can also
cause other undesirable effects that may not be detected by SSF-based voltage test-
ing. This emphasizes the need to detect such defects using other less conventional
testing techniques such as IDDQ testing.

2.3.1 Bridging Defects

A bridging defectis any undesired resistive connection between two or more nodes
of a circuit. This can result from either additional conducting material or miss-
ing insulating material. These defects are typically caused by either particulate
contaminants in the fabrication process or errors in the fabrication process such as
misalignment of masks in the lithography stage. Bridging may occur between two
nodes on the same metal or polysilicon layer of an IC, or between nodes on two
different layers. As manufacturing technology advances and metal and polysilicon
pitches decrease, bridging defects caused by particulate contaminants become more
of a concern. For example, a particle with a diameter of 0.5 µm has a relatively low
chance of causing a bridging defect in a process with 2 µm metal pitch, but the same
particle has a much higher chance of causing bridging in a process with only 0.25
µm metal pitch.
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The behaviour of bridging defects has been analyzed and reported in the litera-
ture and in general it has been found that the effect of the defect is dependent on the
resistance of the bridging defect relative to the resistances of the MOSFETs in the
affected logic gates [22], [23], [24]. The effect of bridging defects can be explained
with the aid of the diagrams shown in Figure 2.3. Of course, bridging defects can
theoretically occur between any two nodes of a circuit, but it is impractical to an-
alyze all such defects. One such case is presented here in order to illustrate the
general effect of bridging defects and their resistance. Figure 2.3(a) shows two
CMOS digital logic gates whose outputs are connected through a bridging defect
with resistance RD. If the inputs to the two gates are such that PUN1 and PDN2 are
off and PUN2 and PDN1 are on, then the two gates can be modeled as the circuit in
Figure 2.3(b) where RP1 and RP2 are the pullup resistances of PUN1 and PUN2 and
RN1 and RN2 are the pulldown resistances of PDN1 and PDN2 respectively. The
voltages at V1 and V2 can therefore be expressed with Equations 2.1 and 2.2 using
voltage division:

V1 = VDD

(
RN1

RN1 +RD +RP2

)
, (2.1)

V2 = VDD

(
RN1 +RD

RN1 +RD +RP2

)
. (2.2)

As RD → ∞, V1 → VSSand V2 → VDD as is expected in a properly functioning
circuit. However, as RD → 0, V1 → VDD

2 and V2 → VDD
2 (assuming RP1 = RP2

= RN1 = RN2). This means that V1 and V2 can have indeterminate logic values
depending on a the resistance of the defect. Bridging defects can also cause an
increase in propagation delay. For example, a node being charged from VSSto VDD
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Figure 2.3: Modeling of bridging defects. The CMOS circuit in (a) can be modeled
by the resistive network in (b) when PDN1 and PUN2 are on.

11



Chapter 2: IDDQ Testing Leung

may be slowed if that node is bridged to a node with a voltage of VSS through a
defect. Degraded logic voltage levels can be caused in a similar manner if a node
is not permitted to be fully charged to VDD or fully discharged to VSS because
of a bridge to another node at a voltage of VSS or VDD respectively. Degraded
logic voltage levels result in lower noise margins, which make the affected circuit
more susceptable to malfunction in the presence of environmental noise. So, while
bridging defects may not result in erroneous node voltages, they can pose a serious
threat to circuit reliability.

Because circuit node voltages may not be erroneous, these defects may not be
detected using voltage testing. However, they always result in a path of lowered re-
sistance from VDD to VSS. In Figure 2.3(b), the defect provides a path for increased
IDDQ through RP2, RD, and RN1, which is therefore detectable using an IDDQ test.
In [24], it was shown that monitoring IDDQ during voltage testing provided greatly
increased defect coverage over SSF testing alone. As well, it was shown that IDDQ

test generation was quicker and provided more complete defect coverage than an
SSF test.

Inductive fault analysis has suggested that the greatest number of defects results
in bridging behaviour [5]. In [25], a structure was constructed for the measurement
of the resistance of bridging defects in metal layers, and was fabricated on a number
of wafers from different production lines and different batches. It was found that the
majority of the bridging defects had a relatively low resistance of less than 500 Ω.
Since the effect of a bridging defect on a given circuit is higher when its resistance
is lower, this is not welcome news for IC manufacturers.

2.3.2 Gate Oxide Shorts

A gate oxide shortis an electrical connection through the thin layer of oxide sep-
arating the gate polysilicon from the silicon surface of a MOSFET. A gate oxide
short can be thought of as a specific kind of bridging defect. However, because of
its particular causes and characteristics, it is presented separately here. As shown
in Figure 2.4(a) and (b) respectively, these shorts can occur between the gate and
source or drain regions, or between the gate and substrate. In both cases, gate ox-
ide shorts create an undesired current path through the gate oxide, thus violating
the requirement that the gate be electrically isolated from the other terminals of the
transistor for proper operation.

Gate oxide shorts are a result of a variety of physical mechanisms. They can
either be created at the time of fabrication by errors in the manufacturing process,
or they can occur later when imperfections in the structure of the transistor break
down due to electrical field or thermal stress. The latter is known as time-dependent
dielectric breakdown. With modern IC manufacturing technology using gate oxides
with thicknesses of 50 Å or less, the smallest variation in thickness greatly increases
the possibility of defects [18]. In addition, as technology advances, allowing device
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Figure 2.4: Gate oxide shorts in a MOSFET.

sizes to shrink and reducing gate oxide thicknesses accordingly, gate oxide shorts
will become increasingly prevalent.

Gate oxide shorts that occur between the gate and source/drain are typically
caused by electrostatic discharge(ESD) or electrical overstress(EOS) [26]. This
is due to the fact that ESD/EOS usually causes defects at locations in the gate oxide
where higher electrical fields occur due to structural irregularities. In a MOSFET,
these are found at the edges of the gate where the field oxide, which insulates a tran-
sistor from other nearby conducting materials, interfaces with the gate polysilicon.
Since these edges are located above the source and drain regions, most gate oxide
shorts caused by ESD/EOS are gate-to-source/drain shorts. A detailed description
of how ESD/EOS causes these defects can be found in [27].

Gate oxide shorts that occur between the gate and substrate are usually caused
by time-dependent dielectric breakdown [26]. These shorts are primarily a result
of structural imperfections in the gate oxide or in the silicon substrate beneath the
gate oxide, which occur in the manufacturing process. Since these defects appear
randomly along the length of the gate, they are more likely to be found in the
longer area above the substrate than in the comparatively shorter areas above the
source/drain regions. Metal ions, particulate contaminants, and crystalline defects
are known to reduce the dielectric strength of gate oxide, while silicon substrate
defects are typically induced by oxidation. A detailed description of how time-
dependent dielectric breakdown occurs can be found in [28].

Experiments have been conducted to assess the electrical characteristics that
gate oxide shorts impose upon individual MOSFETs, and how they alter the be-
haviour of logic gates. In [29], gate-to-source/drain and gate-to-substrate oxide
shorts were induced in 3 µm technology MOSFETs using an ESD method, which
creates shorts at random locations along the length of the gate, and a laser cutting
instrument, which allows for control of the location of the short. For reasons ex-
plained above, the ESD method primarily resulted in shorts between the gate and
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source/drain regions. The laser cutting method was used to obtain shorts between
the gate and substrate.

Gate current (IG) versus gate voltage (VG) curves were measured for NMOS
transistors with both of these types of gate oxide shorts. These curves showed that
shorts between the n doped gate and the n+ doped source/drain regions exhibited
linear or ohmic behaviour, while shorts between the n doped gate and the p doped
substrate exhibited non-linear behaviour characteristic of p-n junctions. Non-linear
behaviour was also observed for the gate-to-substrate shorts created in PMOS tran-
sistors using the laser cutting method. These electrical characteristics were con-
firmed in [30] using “real” and “simulated” gate oxide shorts in 1.5 µm technology
MOSFETs. The “real” shorts were obtained by subjecting transistors to voltage
stress until gate oxide rupture occurred, while the “simulated” shorts were obtained
by shorting the gate to the substrate with designed contacts as described in [31].

In order to induce a conducting channel between the drain and source of a MOS-
FET, the gate-to-source voltage (VGS) must be greater than or equal to the threshold
voltage (Vth). However, if its resistance is sufficiently low, a gate-to-source short
can prevent this. This stops the MOSFET from being turned on and permanently
restricts its operation to the cutoff region.

As shown in [29] and [32], a key characteristic of logic gates containing tran-
sistors with gate oxide defects is elevated IDDQ. Increased IDDQ occurs whenever
opposite logic voltage levels are placed on either side of a gate oxide short, provid-
ing a current path from VDD to VSS. Figure 2.5 shows two such possible paths in a
CMOS inverter chain which can result in elevated IDDQ.

In [29], inverters were constructed using either a NMOS or PMOS transistor
with a gate oxide short. It was observed that the logic voltage levels for the input
and output voltages of the defective inverters were slightly degraded, but were not
logically incorrect. When the defective inverters were placed in a larger combi-
national logic circuit, the output of this circuit produced a logically correct output
in almost all cases. Degraded logic 0 voltage levels can occur when a gate oxide
short in a pull-up PMOS transistor prevents pull-down NMOS transistor from fully
pulling down circuit node voltage levels to VSS. Figure 2.6 illustrates how this can
happen in an inverter chain. The converse case, where a gate oxide short in a pull-
down NMOS causes a degraded logic 1, can also occur. As previously mentioned,
degraded logic voltage levels are a concern because they can negatively affect noise
margins.

It was also observed that gate oxide shorts can cause increased propagation
delay. This can be attributed to the adverse affect that gate oxide shorts have on
transistor drain currents. Simplified models of drain current (ID) of MOSFETs are
shown in Equations 2.3 and 2.4 for saturation and triode regions of operation re-
spectively, where k is a constant determined by carrier mobility, gate oxide capac-
itance, and gate width-to-length ratio, VGS is the gate-to-source voltage, and VDS is
the drain-to-source voltage:
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ID = k(|VGS|−Vth)2. (2.3)

ID = k

[
(|VGS|−Vth)|VDS|− |VDS|2

2

]
. (2.4)

As can be seen in these equations, drain current has a quadratic dependence on

VDD

VSS

VDD

VSS

indicates a gate oxide short

(a) (b)

Figure 2.5: Current paths in a CMOS inverter chain caused by gate oxide shorts in
(a) an NMOS transistor and (b) PMOS transistor.
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indicates a gate oxide short
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Figure 2.6: Degraded logic value caused by a gate oxide short.
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VGS in the saturation region and a linear dependence on VGS in the triode region.
Depending on its resistance, a gate-to-source short may not reduce VGS enough to
prevent the transistor from being turned on, as previously mentioned, but may sim-
ply serve to reduce VGS. This causes decreased drain current according to equations
2.3 and 2.4. This weakened current can cause an increased delay in the charging or
discharging of a circuit node, hence increasing propagation delay.

A property of gate oxide shorts that is of particular concern is that their electri-
cal characteristics can vary with time and environmental parameters. This is due to
the fact that an electric field must occur across the gate oxide for a sufficient amount
of time in order for time dependent dielectric breakdown to result in a gate oxide
short. It was shown in [32] that ICs with gate oxide shorts may not initially cause
functional failure but can subsequently change after periods of high temperature and
voltage stress to affect functionality. In [33], it was shown that, depending on the
resistance value of a gate oxide short, disturbances in power supply voltage or tem-
perature can cause functional errors that would not occur under normal operating
conditions. These observations are a serious concern because they indicate that ICs
with gate oxide shorts can initially escape detection during manufacturing testing,
but can then later experience functional errors depending on operating conditions.

Gate oxide shorts do not necessarily produce incorrect logical behaviour [29],
[32], meaning that SSF-based voltage testing is not a reliable means of detection.
Elevated IDDQ, however, has been shown to be a consistent characteristic of ICs
containing gate oxide shorts, provided that node voltages are biased such that a
voltage drop equal to VDD occurs across the short.

2.3.3 Transistor Stuck-On Defects

A transistor stuck-on defector simply stuck-on defectis any imperfection in the
circuit which causes a transistor to conduct when it is not supposed to. This can
result from such defects as unwanted conducting material between the drain and
source terminals of a transistor, or a break in a signal line which causes a transistor
gate terminal to have a floating voltage.

In [34], a defect causing a source-to-drain short is described where the active
region of the transistor extends past the gate polysilicon. This is illustrated in Figure
2.7. In this case, the source and drain terminals are shorted together, allowing
current to flow from drain to source (or vice versa) regardless of the voltage applied
to the gate. This causes the transistor to be stuck-on. This kind of defect can
be caused by particulate contaminants or errors such as mask misalignment in the
fabrication process.

Another defect which can cause a transistor to be stuck-on is the floating gate
defect. This occurs when the polysilicon gate of a transistor has a break in it, dis-
connecting it from its signal line and leaving it “floating”. The layout of a transistor
with such a defect is shown in Figure 2.8. Traditionally, transistors with floating
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Source

Defect

Gate Drain

Figure 2.7: Transistor stuck-on caused by source-to-drain short.

gates have been modeled as transistors that are permanently in the cutoff region or
stuck-off. However, it was shown in [35] that even if a transistor gate is externally
disconnected, it is still capacitively coupled to the other transistor terminals, and
that the transistor can be made to conduct current if enough voltage is applied to
the other terminals. In [36] and [37], it was shown that if a metal line in another IC
layer overlaps a floating NMOS transistor gate (as shown in Figure 2.8) and there
is sufficient voltage on the metal line, the transistor can be made to conduct. This
occurs if the coupling effect between the metal and poly is able to raise the gate
voltage of the transistor above Vth. It has been shown that this is possible in a wide
range of realistic situations. The degree of conduction is largely determined by the
metal-poly overlap area.

overlap area
Metal−poly

Break

Metal
Floating gate

Figure 2.8: Layout of a transistor with a floating gate defect.

Figure 2.9 shows how a floating gate defect can affect the IDDQ of a CMOS in-
verter. In this diagram, Vmetal represents the voltage on a nearby metal line which is
capacitively coupled to the gate poly of the NMOS transistor of the inverter. Though
V in is low, the NMOS transistor still conducts because Vmetal is high enough to in-
fluence its gate voltage. This results in the indicated current path, which increases
IDDQ. Vout, however, may still be logically correct and may therefore escape detec-
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Vmetal
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0
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Figure 2.9: Current path caused by a floating gate defect.

tion using a voltage test as described in [38]. Much like a bridging defect or a gate
oxide short, a stuck-on transistor may also result in degraded logic voltage levels
and higher propagation delay by preventing a node from being completely charged
or discharged, or by slowing this process.

2.4 IDDQ Testing of Deep-Submicron Technology

IDDQ testing is based upon the assumption that the mean IDDQ value of the defect-
free CMOS digital ICs in a given lot is much lower than the mean IDDQ value of the
defective ICs in that lot. In general, the distribution of IDDQ values for a given lot
of ICs is shown in Figure 2.10 where MG is the mean IDDQ value of the defect-free
ICs and MD is the mean IDDQ value of the defective ICs. In practice, IDDQ testing
is performed by setting a current value known as anIDDQ threshold, indicated in
Figure 2.10, which separates the defect-free portion of the distribution from the
defective portion. The IDDQ test is a pass/fail test: ICs that have an IDDQ value
below the IDDQ threshold are considered free of defects and ICs whose IDDQ value
exceeds this threshold are considered defective. The setting of this threshold is
therefore extremely important in the IDDQ testing process. If the threshold is set too
low, then a significant number of defect-free ICs may erroneously be considered
defective, and if the threshold is set too high, then many defective ICs may pass the
IDDQ test. Therefore, in order to set an IDDQ threshold which allows for an effective
test, it is highly desirable for the distributions of the defective and defect-free ICs
to be separated by as large an amount as possible.
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IDDQM
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IDDQ threshold
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defect−free defective

Figure 2.10: General distribution of IDDQ values for a given lot of CMOS digital
ICs.

2.4.1 The Problem of Scaling

Unfortunately, as manufacturing technology advances and transistor sizes continue
to decrease, supply voltage and threshold voltage must also decrease in order to
maintain the same internal MOSFET electric field strengths and avoid electrical
breakdown. One by-product of these decreases is a resulting increase in transistor
sub-threshold leakage current. This is the drain-source current that flows through
the transistor when the gate to source voltage is less than the threshold voltage of
the transistor, which is modeled by Equation 2.5 where µ is the carrier mobility, Cox

is the gate capacitance per unit area, W
L is the channel width to length ratio, Vt is

the thermal voltage, and η is a technology dependent parameter:

Isub= µCox
W
L

V2
t e

VGS−Vth
ηVt

(
1−e−

VDS
Vt

)
. (2.5)

Threshold voltage and VDS (which scales down with VDD) scale down by the same
factor that is used to scale gate length, gate capacitance (which is inversely pro-
portional to gate oxide thickness) scales up by this factor, while carrier mobility,
width-to-length ratio, thermal voltage, and the technology dependent parameter all
remain relatively constant [1]. For VGS = 0 V, it can be shown that the reduction
in threshold voltage and increase in gate capacitance will outweigh the reduction in
VDS and thus cause an increase in subthreshold leakage current. This serves to in-
crease the current through transistors in static CMOS circuits when they are turned
off.

Table 2.1 shows the projected characteristics of MOSFETs for high-performance
digital ICs (for such applications as microprocessor units) from 2001 to 2016 [39].
As can be seen from this table, nominal NMOS sub-threshold leakage current is
expected to increase by 3 orders of magnitude between 2001 and 2016.
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Shrinking transistor sizes also allow IC designers to pack more transistors onto
a die. The effect of greater sub-threshold leakage current combined with higher
transistor counts per die is a significant increase in the IDDQ of defect-free ICs.
This increasing level of defect-free IDDQ poses a serious problem for IDDQ testing
because as it rises, MG in Figure 2.10 increases and moves closer to MD. MD,
however, does not increase with scaling at the same rate as MG since the resis-
tance of the defects which cause increases in IDDQ do not decrease significantly

Year of Production 2001 2003 2005 2006

Physical gate
length (nm)

65 45 32 28

Nominal power supply
voltage (VDD) (V)

1.2 1.0 0.9 0.9

Nominal NMOS sub-
threshold leakage
current at 25◦C
(µA/µma)

0.01 0.07 0.3 0.7

Static power
dissipation per
(W/Lgate=3) device
(Watts/Device)

5.6×10−9 1.0×10−8 2.6×10−8 5.3×10−8

Gate oxide thickness
(nm)

2.3 2.0 1.9 1.9

Year of Production 2007 2010 2013 2016

Physical gate
length (nm)

25 18 13 9

Nominal power supply
voltage (VDD) (V)

0.7 0.6 0.5 0.4

Nominal NMOS sub-
threshold leakage
current at 25◦C
(µA/µm)

1 3 7 10

Static power
dissipation per
(W/Lgate=3) device
(Watts/Device)

5.3×10−8 9.7×10−8 1.4×10−7 1.1×10−7

Gate oxide thickness
(nm)

1.4 1.2 1.0 0.9

Table 2.1: ITRS projections for high-performance ICs for 2001 [39]

aThis is the gate width
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with scaling. The result is that the margin of separation between the defect-free
and defective portions (MD - MG) of the distribution in Figure 2.10 decreases. As
device dimensions decrease, variations between one die and another also become
more prominent. This has the effect of increasing the standard deviation around
means MD and MG. These factors serve to create overlapping of the defect-free and
defective portions of the IDDQ distribution [40], making it very difficult to set an
IDDQ threshold which reliably separates defect-free ICs from defective ones. This
is a serious threat to the quality of IDDQ testing. It can be said that the resolutionof
IDDQ testing is decreasing.

As if this was not bad enough news, the probability of a defect occurring in-
creases as feature sizes are scaled down, as previously mentioned. As technology
scales down, impurities and particulates that were previously inconsequential may
cause catastrophic defects. In particular, maintaining gate oxide quality becomes an
increasing concern as oxide thickness scales down into the sub-nanometer region.
Gate oxide shorts become more likely as the thickness of the oxide scales down.
Oxide thickness projections are also shown in Table 2.1. So, as technology scal-
ing reduces the effectiveness of IDDQ testing, it also increases the likelihood of IC
defects. Indeed, this is alarming news for test engineers.

2.4.2 Some Solutions to the Problem of Scaling

Many researchers have tackled this problem in an attempt to extend the usefulness
of IDDQ testing as scaling continues. There are essentially two ways to approach
this problem. One can either reduce transistor leakage currents or find a method
that can differentiate between defective and defect-free IDDQ despite the shrinking
difference between the two. The work of this thesis falls into the latter category. In
order to place the work of this thesis into context with current research, some other
promising solutions are described below.

It has been shown that lowering temperature can reduce sub-threshold leakage
current [41]. The general effect of varying temperature on the drain current ID ver-
sus gate voltage VG curve of an NMOS transistor is shown in Figure 2.11. Lowering
temperature has the effect of increasing threshold voltage Vth and increasing slope
(∆ID/∆VG) in the sub-threshold region. As can be seen in the figure, ID at VG =
0 V decreases with decreasing temperature. In [41] and [42], drops of 2 orders of
magnitude or more in sub-threshold current were reported with a 75◦C decrease
in temperature. However, the factor which is responsible for the increase in Vth

with decreased temperature, known as the Vth temperature coefficient, decreases as
transistor oxides become thinner [41]. This means that the rise in Vth with lower
temperatures will decrease as scaling continues, and that this technique will become
less effective.

Another method that has been found to decrease sub-threshold leakage current
is the reduction of body (or substrate) voltage, also known as reverse body bias
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(RBB). Reducing the body voltage causes an increase in threshold voltage which
in turn reduces sub-threshold leakage current. Equation 2.6 gives threshold voltage
shift, where K is the body effect coefficient, ψB is the potential difference between
the actual and intrinsic fermi level for a given process, and VSB is the source to body
voltage:

∆Vth = K
(√

|2ψB +VSB|−
√

|2ψB|
)

. (2.6)

From this equation it can be seen how a decrease in body voltage leads to an increase
in threshold voltage. Figure 2.12 shows the general effect of reducing body voltage
on the ID versus VG curve of an NMOS transistor. A similar effect occurs for a
PMOS transistor if VSB is increased. Drops of 3 orders of magnitude or more in
sub-threshold current with a 4 V drop in body voltage were reported in [41] and
[42]. This effect has been exploited using a technique known as multiple-threshold
CMOS. Through manipulation of body voltage, the threshold voltage of logic gate
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Figure 2.11: Lowered sub-threshold leakage current with lowered temperature
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Figure 2.12: Lowered sub-threshold leakage current with lowered body voltage
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transistors is raised and lowered in order to minimize leakage current during circuit
operation. Transistors in noncritical paths are given higher threshold voltage to
decrease leakage current, while those in critical paths are given lower threshold
voltage in order to maintain performance. This technique reduces leakage current
in both steady and active states. However, implementation of the RBB technique
requires a significant change in standard cell library development, since logic gates
must be designed with separate n-wells and substrates, and these must be biased by
means of additional wiring. This requires an increase in chip area. As well, RBB
becomes less effective with scaling since K in Equation 2.6 reduces with technology
scaling [43]. This means that RBB becomes less effective with each successive
technolgy scaling.

Silicon-on-insulator(SOI) technology has emerged as another method by which
leakage currents can be reduced. SOI devices are isolated from the bulk substrate by
an insulator, hence leaving each SOI device with a floating body. The major advan-
tage gained from using SOI technology is reduced parasitic capacitances relative to
bulk CMOS technology, which allows for reduced delay. Of interest to IDDQ testing
is the excellent sub-threshold characteristics that SOI MOSFETs have, which give
lower sub-threshold leakage currents. This technology is reviewed in [44].

Other efforts have been made to distinguish defective IDDQ from defect-free
IDDQ using data analysis techniques. In [45], it was suggested that the major diffi-
culty in setting a reliable IDDQ threshold was the current variation between one IC
to the next. This variation was eliminated by using the difference between the IDDQ

measured for one test vector and the next in a process known as ∆IDDQ testing. In
[46], the IDDQ for a number of test vectors were ordered from lowest to highest
current in order to develop what is known as a current signature. This signature
was shown to be a very sensitive indicator of defects which produced very small
increases in IDDQ, and was able to distinguish between defects that are indistin-
guishable using traditional IDDQ testing.

These techniques are all intended to increase the effectiveness of IDDQ testing
in order to extend its usefulness into the deep-submicron era. It should be noted
that, in many cases, these techniques can be used in conjunction with each other
in order to combine their benefits for IDDQ testing. The goal of this work is to
determine whether the application of ionizing radiation can be used as another tool
with which to combat the problem of scaling for IDDQ testing.

2.5 Summary

In this chapter, an overview of IDDQ testing was given. The unique strengths of IDDQ

testing were explained in order to demonstrate the value of this testing technique
to the IC industry. The characteristics of the defects commonly detected by IDDQ

testing were described. The problem of increased subthreshold leakage current
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caused by scaling was then explained, and some proposed solutions were surveyed.
The work of this thesis seeks to determine whether ionizing radiation can be used to
alleviate this problem. Thus, in the next chapter, we give an overview of the effects
of ionizing radiation on CMOS devices.
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Chapter 3

The Effect of Ionizing Radiation on
CMOS Devices

Since the work of this thesis involves the investigation into the effect of ionizing
radiation on CMOS IC circuitry and defects that are commonly found in CMOS ICs,
an overview of radiation and its effects are presented here. Because the interaction
of radiation with matter is an extremely broad and complex topic, we seek here
only to give a qualitative analysis of how ionizing radiation affects the operation
of CMOS circuitry. A description of ionizing radiation and an explanation of the
processes by which it interacts with matter is first given. Some of the significant
effects that it has on the operation of MOSFETs is then explained. Finally, the
quantitative measurement of radiation is discussed.

3.1 Interaction of Ionizing Radiation with Matter

The type of radiation whose effects are explored in this work can be considered as
waves of electromagnetic energy whose wavelengths are on the order of Å and are
known as x-rays. This radiation may also be considered as photons, or quantized
packets of electromagnetic energy, which are not electrically charged, travel at the
speed of light, and interact primarily with either free electrons or those that are
bound within an atom. The energy of a photon is described by Equation 3.1 where
E is the photon’s energy, h is Planck’s constant, c is the speed of light, and λ is the
wavelength:

E =
hc
λ

. (3.1)

The interaction between x-rays and matter that we are concerned with in this thesis
is the freeing of electrons from atoms. Since electrons are negatively charged, an
atom with a missing electron has a net positive charge. Therefore, removing an
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electron from an atom creates charged particles, also known as ions. This type of
radiation is therefore known as ionizing radiation.

Depending on their energy, photons can interact with matter in one of three
ways [47]. (1) A photon can penetrate the innermost electron shell structure of an
atom and give up all of its energy. This energy is used by an electron, in the atom’s
innermost shell, to escape, thereby ionizing the atom. Any such interaction, where
an electron is expelled from an atom due to the energy of a photon, is known as the
photoelectric effect. Another electron within the atom now drops into the vacant
energy level previously occupied by the expelled electron, and the difference in
energy between the new and old states of this new electron is emitted from the atom
in the form of an x-ray. (2) A photon can collide with an electron which is free or
weakly bound to an atom. During the collision, only part of the photon’s energy is
transferred to the electron which is then expelled from the atom, thereby ionizing it.
As a result of the collision, the photon is sent off in another direction but with less
energy than it had prior to the collision. This is known as the Compton effect. (3) A
photon can actually create matter by producing an electron and a positron, which is
a particle with all of the properties of an electron except that it has a positive charge.
During this process, known as pair production, the photon disappears. However, the
energy necessary for pair production is not attainable by the equipment used for our
experiment. We will therefore focus on the first two processes.

The photoelectric effect and Compton effect also result in spaces left by these
missing electrons, known as holes. Holes are not actual particles but are theoretical
abstractions which are considered to have a positive charge equal in magnitude to
the charge of an electron. It is therefore said that ionizing radiation can generate
electron-hole pairs. Electrons that are freed through ionization may have suffi-
cient energy to knock another electron out of an atom, and can thus also generate
electron-hole pairs themselves.

3.2 Ionizing Radiation Effects in MOSFET
Materials

Ionizing radiation primarily affects the operation of MOSFETs by creating charges
which are trapped within the insulating material found in and around individual
transistors. This is due to the fact that electron and hole mobilities are much lower
in insulators than they are in semiconductors or metals and therefore remain in
insulators for long enough periods of time to cause noticeable changes [48].

3.2.1 Effect of Radiation-Induced Charges in Gate Oxide

Let us first consider the effect that a burst of ionizing radiation has on the gate oxide
of an NMOS transistor with a positive voltage applied to its gate electrode. Figure
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3.1 shows the process that takes place when this happens to a MOS capacitor. When
ionizing radiation strikes the gate oxide, many electrons are freed from atoms in the
oxide via the interactions described above, thereby generating electron-hole pairs.
Shortly after this occurs, many of the electrons rejoin positive ions in a process
called recombination. This reduces the number of free electrons and holes in the
oxide. The highly mobile electrons which remain after recombination are accel-
erated towards the gate polysilicon and swept out of the oxide because they are
attracted to the positive charge placed on it. Conversely, the relatively immobile,
positively charged holes are repelled from the gate polysilicon and pushed towards
the silicon substrate. In insulators, holes can be between 6 to 13 orders of mag-
nitude less mobile than electrons [49], so the holes travel much slower than the
electrons. Eventually, they become trapped at the oxide-substrate interface by the
force exerted from the positively charged polysilicon, creating a layer of positive
charge as indicated in the last frame of Figure 3.1.

The presence of this positive charge in the oxide near the substrate reduces
the amount of positive charge that needs to be applied to the gate polysilicon in
order to create an inversion layer in the channel of the transistor. This effectively
lowers the threshold voltage of the transistor. In severe cases, the threshold voltage
can be lowered so much that the transistor conducts with 0 V applied to the gate.
The amount by which the threshold voltage is shifted due to ionizing radiation is
a complicated function of the voltage bias on the gate during irradiation, the gate
insulator material and its thickness, the nature of the method used to attach the gate
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(e)(d)

(b)(a)

(f)

+V+V +V

after electron transport

+V
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Gate oxide (SiO )

Substrate (Si)
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pre−irradiation ionizing burst after initial recombination

after hole transporthole transport

+V

Figure 3.1: Charge trapping in gate oxide due to ionizing radiation (time increases
alphabetically from (a) to (f)).
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insulator onto the silicon substrate, and the changes to electron and hole mobility
caused by irradiation [48].

In PMOS devices, the effect is the same except that, because the gate is neg-
atively biased, electrons are accelerated away from the gate polysilicon and are
swept out of the oxide into the substrate, and the holes are trapped in the oxide at
the oxide-polysilicon interface. The threshold voltage of a PMOS transistor still
undergoes a negative shift. However, the farther away the trapped positive charge is
from the channel, the less the threshold voltage is affected [48]. Therefore, PMOS
transistors are less susceptible to threshold voltage shift due to irradiation. After ir-
radiation, the positive charges slowly leave the oxide, in a process called annealing,
which can return the threshold voltage to its original value. The annealing process
may even return the threshold voltage to a value above its pre-irradiation value.
This behaviour is known as rebound.

Phenomena known as interface trapsare capable of trapping charge carriers
(both electrons and holes), and are located at the interface between the gate ox-
ide and silicon substrate [50]. Interface traps are created when the silicon is ther-
mally oxidized in order to create the gate oxide layer. However, additional interface
traps can be generated through exposure to ionizing radiation in a process known
as radiation-induced interface trap generation. Through this process, the threshold
voltage of NMOS transistors can experience a positive shift while that of PMOS
transistors can experience a negative shift. That is, the absolute value of the thresh-
old voltage increases in both cases. The details of this phenomenon can be found
in [51] and [52]. This effect acts at a slower rate than the previously mentioned
effect which induces a negative threshold voltage shift due to trapped holes in the
oxide. This may explain the initial decrease and later increase in threshold voltage
which occurs during rebound. Unfortunately, because of the complexity involved
in these effects, it is difficult to predict the sign of the threshold voltage shift in
deep-submicron NMOS transistors [52].

A significant by-product of a negative shift in threshold voltage is an increase
in subthreshold leakage current of an NMOS transistor since this current varies
exponentially with |VGS−Vth|. It should be noted that since the absolute value of
the threshold voltage of a PMOS transistor is increased, the subthreshold leakage
current of a PMOS transistor is theoretically lowered.

A second effect of radiation is a reduction of the slope of the logarithmic ID ver-
sus VG curve in the subthreshold region. The inverse of this slope, known as sub-
threshold swing, is defined by Equation 3.2 where S is the swing, k is Boltzmann’s
constant, T is temperature, q is electronic charge, Cd and Cox are the capacitances
per unit area of the depletion region in the silicon and the gate oxide respectively,
and Cit is the capacitance asscociated with the charges created by interface traps
[52]:
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S=
kT
q

(ln10)
(

1+
Cd +Cit

Cox

)
. (3.2)

Due to radiation-induced interface trap generation, Cit varies with radiation. Radia-
tion therefore influences subthreshold swing. The subthreshold swing variation as a
function of the radiation-induced change in interface trap density, ∆Dit , is expressed
in Equation 3.3 [52]:

∆S=
kT
q

(ln10)
q∆Dit

Cox
. (3.3)

From this equation, it can be seen that subthreshold slope decreases as ∆Dit , which
increases with increasing dose, increases. Figure 3.2 illustrates the general trend of
the subthreshold current of an NMOS transistor caused by ionizing radiation.
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Figure 3.2: The effect of radiation on NMOS subthreshold current

3.2.2 Effect of Radiation-Induced Charges in Field Oxide

As the thickness of gate oxide scales down, its ability to retain positive charges
created by ionizing radiation decreases. This is primarily due to the simple fact
that there is a smaller volume of oxide where holes can be generated. It has been
shown that threshold voltage shift is now proportional to oxide thickness cubed [53].
As shown in Table 2.1, the thickness of the gate oxide in modern deep submicron
technology is on the order of a few nanometers or less. This gate oxide is not
thick enough to retain a significant amount of positive charge after irradiation. As a
result, the threshold voltage-shifting effect is becoming less of a concern. However,
in CMOS circuits, the field oxide which separates transistors is significantly thicker
than gate oxide and can therefore retain much more positive charge. The effect
of positive charge trapping in field oxide is shown in Figure 3.3. As shown in the
figure, the positive charge which becomes trapped at the oxide-substrate interface in
the field oxide draws electrons towards the outer edges of the conduction channel.
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The effect of this is the creation of parasitic current paths outside of the channel as
illustrated in the figure. This effect, however, only affects NMOS transistors since
only positively charged holes are trapped in the field oxide, which does not attract
the positively charged carriers in PMOS transistors.

Parasitic current paths

Gate oxide

Field oxide

Attracted electrons

Trapped positive charge

Gate

Drain

Source

Source

Gate

Drain

Figure 3.3: Parasitic leakage paths due to charge trapping in field oxide

3.2.3 Radiation Induced Leakage Current

An important phenomenon which affects thin oxide layers is known as radiation
induced leakage current(RILC). Under normal conditions, when an oxide layer is
sufficiently thin, electrons can travel directly from the substrate to the gate contact
by a process known as tunneling. Radiation increases this substrate-to-gate tunnel-
ing leakage current. The mechanisms that are responsible for this behaviour are
quite complex and out of the scope of this thesis, but details may be found in [54]
and [55]. Basically, electrons tunnel from the substrate to positions in the oxide
known as trap states, which are induced by the radiation. These electrons then tun-
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nel from the trap states to the gate electrode. It has been shown that this leakage
current is dependent on oxide thickness and gate bias, and even oxide temperature
before irradiation [54], [56].

3.3 Dosimetry

The amount of ionization in an IC due to radiation is thought to be proportional to
the dose absorbed by the IC. The experimental portion of this thesis involves the
irradiation of electronic devices using various amounts of radiation. A description
of how radiation is quantitatively measured is therefore presented here. The term
dosimetryis usually used to describe the characterization and measurement of radi-
ation. The SI unit of measurement which describes the amount of radiation or dose
absorbed by a given sample of matter is the gray (Gy)1. A gray is defined as the
amount of radiation which causes 1 joule of energy to be absorbed in one kilogram
of matter. This energy can be transferred from the radiation to the matter through
processes such as ionization, as described above, or through other processes not
covered here. However, since different materials absorb different amounts of en-
ergy, because of such things as differing atomic structure, the gray must be qual-
ified by the particular material being studied. For example, a dose of 1 Gy(Si) is
the quantity of radiation needed to release 1 joule of energy into 1 kilogram of sil-
icon. Dose ratedescribes how quickly radiation transfers energy to material and is
measured in unit of dose per unit of time (i.e. Gy/s).

3.4 Summary

In this chapter, a qualitative overview of the effects of ionizing radiation on CMOS
devices has been given. These effects are primarily due to the trapping of liberated
charges, due to ionization, in the insulating oxides of an IC. However, due to the
scaling of the gate oxide, the threshold voltage-shifting effect of charge trapping in
the gate oxide is expected to be minor in deep-submicron MOSFETs. We would
therefore expect the effects of charge trapping in the field oxide and radiation-
induced interface traps, to be largely responsible for any observed changes in be-
haviour due to radiation. Consequently, in a deep-submicron NMOS transistor, we
would expect to see a decrease in the slope of the logarithmic ID versus VG curve
in the subthreshold region, and an increase in drain-source current, but only a mi-
nor shift in threshold voltage. Since deep-submicron PMOS transistors are immune
to effects caused by charge trapping in the field oxide, we would expect them to
only be affected by a decrease in subthreshold slope and a minor shift in threshold
voltage.

11 Gy = 100 rad
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Chapter 4

Experimental Details

In this chapter, the details concerning the logistics of the experiment central to the
work of this thesis are explained. The experimental goals are first defined. The de-
sign of the test chip, and the various test circuits on the chip, are then explained and
justifications for design decisions are given. Finally, a description of the equipment
used and the test procedure followed are given.

4.1 Experimental Goals

As the reader has most likely guessed, radiation effects on electronics have been
traditionally studied in order to find ways to prevent radiation from adversely af-
fecting the proper operation of electronic systems. The area of study which seeks
to render electronic systems immune to the effects of radiation is known as radi-
ation hardening. Radiation-hardened electronics are essential for applications that
operate in environments with high levels of radiation such as space exploration, mil-
itary equipment, instrumentation for nuclear power plants, and high-energy particle
accelerators.

However, when the current-altering effect that ionizing radiation has on CMOS
circuits is considered by an IC test engineer, a possible benefit of radiation exposure
comes to mind. As previously explained in Section 2.4.1, IDDQ testing is made less
effective as device scaling causes the IDDQ level of defect-free circuits to approach
the IDDQ level found in defective circuits. This makes it increasingly difficult to
distinguish defective circuits from defect-free circuits. We surmised that the ap-
plication of a calculated dose of ionizing radiation could increase the resolution of
IDDQ testing, and thus help to alleviate this problem, if radiation were to affect de-
fective and non-defective CMOS circuits in such a way that the difference between
their IDDQ levels was increased. Figure 4.1 illustrates this possible scenario. As
previously explained in Chapter 3, much is known about the mechanisms by which
ionizing radiation can alter current flow through individual MOSFETs. However,
in a CMOS IC composed of many interconnected MOSFETs, there are numerous
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Figure 4.1: Possible beneficial effect of radiation on IDDQ

complex electric fields and charge distributions that are present during its operation.
Because these influences can modify the effect of radiation, it is difficult to predict
how the behaviour of a CMOS IC as a whole will be altered by ionizing radiation.
Inserting the defects described in Chapter 2 into these circuits introduces additional
electric fields and charges, which further complicates things. The difficulty in pre-
dicting the effect of radiation on defective CMOS ICs through simulation is ex-
plained below in Section 4.2. It is therefore not unreasonable to question whether
irradiation can result in the beneficial effect on the IDDQ of defective CMOS ICs
described above, and to investigate this possibility.

If a certain dose of radiation were to increase the IDDQ level of defective circuits
more than that of defect-free circuits, without causing any undesirable permanent
changes to the defect-free circuits, it would be easier to distinguish between the two
and the effectiveness of IDDQ testing would be augmented. If this was determined
to be the case, one could envision an additional step introduced into IC production
testing where a given batch of ICs is irradiated using a small dose before the IDDQ

of each IC is measured.
The primary motivation and goal of this thesis is therefore to determine if ion-

izing radiation affects defective and non-defective CMOS circuits differently in a
manner that is beneficial to IDDQ testing. An extensive literature survey found no
published studies investigating the effects of ionizing radiation on defects com-
monly found in CMOS circuits. Therefore, a secondary goal of this thesis is simply
to report the observed effects of ionizing radiation on the behaviour of the defects
being examined. This study is of interest to IC designers who may be unaware of
how the electrical behaviour of defects in CMOS ICs may be altered when exposed
to radiation.
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4.2 Intractability of the Simulation Approach

Simulation was originally considered as a way to determine how radiation would
alter the behaviour of defects in CMOS circuits. In order to take this approach, a
simulation tool which could accurately model defects causing increased IDDQ would
first be needed. Unfortunately, industry standard IC CAD tools are not designed to
model manufacturing defects. Although bridging defects can be modeled as re-
sistive connections between two circuit nodes, defects which affect the operation
of individual MOSFETs are much more difficult to model. Gate oxide shorts and
source-drain shorts caused by incomplete gate polysilicon can not simply be mod-
eled as shorts between MOSFET terminals because these defects alter the structure
and operation of the affected device [30]. These defects can alter the distribution of
electric potential and charge carrier flow inside the device to the point where it can
no longer be described by standard MOSFET models. The simulation tools avail-
able in standard IC CAD packages are not able to accurately model such changes
in device characteristics.

In addition to this, we would require another simulation model which could ac-
curately describe the effect of ionizing radiation on these modeled defects at the
MOSFET and circuit level. Unfortunately, radiation effects in electronics are de-
pendent upon a variety of parameters such as the type of radiation, dose rate, any
annealing which takes place, and the complex variety of electric fields which are
present in CMOS circuits. The difficulty involved in creating an accurate model
which deals with all of these parameters has perhaps prevented the development
of a general-purpose model of the effects of ionizing radiation on MOSFETs and
CMOS circuits. At the time of writing, no such model was commercially avail-
able. Therefore, even if it was possible to accurately model the defects of interest,
it would not be possible to model the effects of radiation on the circuit containing
these defects. Because of these factors, it was decided that the simulation approach
was impractical and that an experimental approach was more suitable.

4.3 Test Chip Description

It was decided that the best course of action would be to obtain a series of identical
but separate static CMOS digital logic test circuits, each containing either no defects
or a chosen defect type to be studied. Using identical test circuits would eliminate as
many extraneous variables as possible, ensuring that any changes observed between
the electrical characteristics of one circuit and another would be due solely to the
differences in the defects (or lack of defects) unique to each test circuit. These
circuits could then be irradiated with varying doses, and any changes in electrical
characteristics could be measured after each dose.

Ideally, we would be able to use industry-manufactured static CMOS digital
logic circuits with actual defects. However, IC manufacturers do not generally
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make their defective products available to the public in order to keep proprietary
information confidential. In fact, for this reason, very little data describing the
characteristics of IC defects has been made available by industry [11]. It would, in
any case, also be extremely difficult to obtain various versions of the exact same
industry-manufactured circuit, each containing only one type of defect of interest.
It was therefore decided that we should fabricate our own test circuits.

Some requirements and criteria were initially established for the fabrication
of our test circuits. The test circuits would each have completely separate power
rails and would therefore also require separate power supplies during testing. This
would permit the IDDQ of each circuit, and therefore the effect of each defect, to be
measured individually without other devices on the chip affecting the device being
tested. As well, each test circuit would have its own input and output voltage lines
which would allow for sensitization of defects as well as monitoring of the logical
behaviour of the circuit. The IDDQ of each circuit could be measured before any ir-
radiation and after varying doses of radiation. These requirements would allow for
the unambiguous observation of the effect of each defect on the IDDQ of a CMOS
digital logic circuit exposed to varying levels of ionizing radiation. Only then would
one be able to directly compare these effects.

4.3.1 Test Chip Design Details

Since the problem of high defect-free IDDQ is one which worsens as minimum fea-
ture sizes shrink, it was desirable to use the technology with the smallest feature
size available for this experiment. The smallest available technology for this project
was a 6-metal layer 0.18 µm CMOS process fabricated by the Taiwan Semiconduc-
tor Manufacturing Company (TSMC). The nominal VDD for this process is 1.8 V.
This project was allocated a maximum of 1 mm2 of die area. Each project was also
permitted to submit only one chip design for fabrication using this process. These
design constraints dictated that all test circuits would need to be designed on the
same die.

4.3.2 Deep n-wells

In CMOS circuits, the substrate terminals of NMOS and PMOS transistors are con-
nected to VSSand VDD respectively in order to ensure that the p-n junctions at the
source and drain regions are reverse biased. However, doing so effectively shorts the
VSS terminals of any two NMOS transistors (or VDD terminals of any two PMOS
transistors) which happen to share the same substrate. This violates one of the
requirements of our test chip, which is that CMOS circuits on the same die (our
different test circuits) must have separate VDD and VSS rails. The sharing of one
substrate between multiple test circuits also allows the transistors of one test circuit
to affect those of another test circuit, since any change in substrate voltage or any
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substrate current caused by one transistor will affect other transistors with the same
substrate. This is highly undesirable for our experiment. To achieve the desired
isolation for our test chip, a feature known as a deep n-wellwas used. Figure 4.2
shows the structure of a deep n-well. The die in Figure 4.2 (a) shows the crosssec-
tion of a standard CMOS process without deep n-wells. As shown in the figure,
the two NMOS transistors on this die share the same substrate. The die in Figure
4.2 (b) uses deep n-wells in order to isolate the two NMOS transistors from each
other. As can be seen in the figure, extra barriers of n-doped material surround each
transistor, keeping their substrates isolated. On the test chip die, each test circuit is
built in its own deep n-well, which ensures that the NMOS and PMOS transistors
of all test circuits are electrically isolated from each other.

4.3.3 Design and Fabrication of Test Circuits

The total area limit assigned for our chip design imposed restrictions on the area
that each test circuit was allowed to occupy on the die, as well as the total number
of bonding pads that each test circuit could use, since each bonding pad consumes
additional area. Because of these restrictions, a chain of static CMOS inverters
was chosen as the “ template” circuit to be used. An inverter chain consumes fairly
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Figure 4.2: Electrical isolation using deep n-wells. (a) Without deep n-wells, the
two NMOS transistors share the same p-doped substrate. (b) Using deep n-wells,
the two NMOS transistors’ substrates are separated by an additional layer of n-
doped material.
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little area, and allows high controllability and observability of logical function using
a minimum number of bonding pads (only two for input and output). Multiple
versions of this inverter chain were designed into the test chip: one defect-free
version and one version for each defect of interest.

Ideally, an inverter from an industry-designed standard cell library would have
been used. However, the layouts of these libraries are not generally made available
to academic researchers, and the ability to view and alter the layout was essential in
order to introduce defects into the inverter. The inverter layout used in the test chip
was one from a cell library originally designed by the Canadian Microelectronics
Corporation (CMC) in 0.35 µm technology, and then scaled down to a minimum
feature size of 0.18 µm1. This was the closest thing to an industry-designed standard
cell with a viewable layout that was available.

The layout of this inverter is shown in Figure A.1. As shown in the figure,
the layout uses two “fi ngers” of polysilicon, which allows the design to be more
compact. The width to length ratios of the NMOS and PMOS transistor gates are
8.66 µm
0.18 µm and 6.72 µm

0.18 µm respectively. The maximum number of inverters that would allow
each test circuit to meet area requirements was used. Since each inverter added to
the chain increases the chain’s total IDDQ, this allows the inverter chain to produce
the highest possible IDDQ, which is more easily measurable. 119 inverters were used
in the chain, meaning that the defect-free version performs logical inversion since
it is composed of an odd number of inverters. The layout of this inverter chain
and the input, output, and power supply bonding pads are shown in Figure A.2.
The bonding pads used were chosen from a CMC cell library, and were selected
to consume as little area as possible. The input and output pads are equipped with
ESD protection, which prevents surges above and below VDD and VSSrespectively.
The metal lines and number of contacts supplying power to the circuit were sized in
order to accomodate the maximum allowable current supported by the pads, which
is 50 mA. This was calculated from the current ratings for metal layers and contacts
found in CMC documentation [57].

Simulations were performed on the extracted view of the defect-free version of
the inverter chain using Cadence Analog Environment and Spectre simulation tools.
Figure B.1 shows output voltage Vout versus input voltage Vin and IDD versus Vin.
As expected of a static CMOS digital logic circuit, IDD is lowest for Vin = VSSand
VDD, and increases during the transition between the two when both NMOS and
PMOS transistors are switched on.

A number of the defects described in Section 2.3 were then chosen to be studied
and inserted into the various versions of the aforementioned inverter chain. While
the physical features designed into the test chip to approximate actual defects (these
will herein be referred to as designed defects) are not exact duplicates of real IC de-
fects which occur in industry, they are intended to resemble real defects closely

1Thanks to Tyler Brandon from the VLSI lab at the University of Alberta for performing this
conversion.
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enough that the effects of radiation on these designed defects would closely ap-
proximate the effects of radiation on real defects. It is therefore important that not
only the electrical characteristics of the designed defects approximate those of real
defects as closely as possible, but also that the physical characteristics (shape, ma-
terial, location in the IC, etc.) of the designed defects, which influence radiation
effects, are close approximations as well.

In order to make the effects of radiation on these defects as visible as possible,
multiple instances of each designed defect were inserted into each defective inverter
chain. However, the increase in IDDQ caused by the defects could not exceed the
current limit of the power supply bonding pads. While this limit was calculated
to be 50 mA, the influence of radiation on the additional IDD caused by the de-
signed defects was not known at the time of design. Therefore, in order to avoid the
possibility of burning out metal lines connected to the bonding pads, a more conser-
vative current limit was imposed. The number of defect instances in each defective
inverter chain was kept low enough to limit the maximum IDD to approximately
15 mA. Simulations were performed on the extracted views of each of the inverter
chain versions in order to determine the maximum number of instances of each de-
fect that could be included without exceeding this limit. The simulations for each
defect type, as well as the number of defect instances used for each defect type, are
found in the following sections. It is also desirable that all of the inserted defects
in each of the defective inverter chains be sensitized by the same input voltage.
This allows all of the defects to contribute to the IDDQ of the circuit simultaneously,
and therefore allows their effect on IDDQ to be observed more easily. All of the
defect instances in one defective inverter chain were therefore positioned along the
inverter chain to allow this simultaneous sensitization.

4.3.3.1 Design of Bridging Defects

Bridging defects were designed at three circuit locations, each implemented in a
separate inverter chain. The schematic diagrams of these three defects are shown
in Figure 4.3. Figure 4.3(a) shows a designed defect between VDD and the output
of one of the inverters in the chain (this defect will herein be referred to as a VDD

bridge), Figure 4.3(b) shows a designed defect between VSSand the output of one
of the inverters in the chain (this defect will herein be referred to as a VSSbridge),
and Figure 4.3(c) shows a designed defect between the input and output nodes of
an inverter (this defect will herein be referred to as an input/output bridge). The
current paths caused by the VDD bridge and VSSbridge, when they are sensitized,
are indicated with dashed arrows. The logic input voltages necessary for sensitiza-
tion are shown at the input of the leftmost inverter. The current paths caused by the
input/output bridge when X = 0 and X = 1 are indicated with a dashed arrow and a
dotted arrow respectively. In the case of the input/output bridge, current paths are
created regardless of the logic input voltage. The first two defect locations were

39



Chapter 4: Experimental Details Leung

(a) (b) (c)

VDD VDD

VSS
VSS

VDD

Denotes a bridging defect

1 0 X

VSS

Figure 4.3: Schmatic diagram of designed bridging defects. (a) A bridging defect
between a circuit node and the VDD rail, (b) a bridging defect between a circuit
node and the VSSrail, and (c) a bridging defect between the input and output nodes
of an inverter in the chain.

chosen because each of them enables a current path through a different transistor
type. The VDD bridge enables a path from VDD, through the defect and an NMOS
transistor to VSS, while the VSSbridge enables a path from VDD, through a PMOS
transistor and the defect to VSS. Both of these defects were included in order to
investigate the effect of radiation on the current through these two different current
paths. These defect locations have been used in previous studies [15], [38]. The
input/output bridge was chosen because the defect in this case causes a current path
through both an NMOS and a PMOS transistor. As well, this defect involves a dif-
ferent conducting material than the first two, and this could also vary the effect of
radiation. This will be further explained below.

Different methods for designing bridging defects were considered during the
design of the test chip. A system which would allow for the varying of the resistance
of the defect was considered, but it was decided that this would require some kind
of an off-chip apparatus, such as a discrete resistor with variable resistance. This
would obviously not mimic the physical characteristics of real bridging defects.
Since metal and poly have a certain amount of resistance per square, a resistor with
a desired resistance can be implemented using a specified area of metal or poly. This
technique was therefore also considered in order to create a defect with a specified
resistance. However, this could result in unrealisically long lengths of metal and
poly which would also not physically resemble real defects.

Ultimately, the bridging defects were implemented by connecting the two af-
fected circuit nodes with small segments of extra conductive material as shown in
Figures A.3, A.4, and A.5, which show the layouts of the VDD bridge, VSSbridge,
and input/output bridge respectively. Of the methods available to us, it was de-
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cided that this would most accurately model a real bridging defect. These designed
defects are approximations of bridges that could occur due to mask misalignment
during metal and polysilicon deposition, or particulate contaminants with low re-
sistance. While a particulate contaminant could theoretically land anywhere on a
die, two nodes that are close together in the layout have a higher probability of be-
ing bridged by a defect than two nodes that are farther apart [5]. The segments of
material used in the three aforementioned defects are therefore placed at the loca-
tion in the layout where the two affected nodes are closest in the material layer of
interest. The VDD and VSSbridges are composed of metal while the input/output
bridge is composed of polysilicon. Both of these conductors were used in defects
to explore the possibility that they could be affected by radiation differently. Based
on the resistance specification for different materials listed in [57] and the areas of
the designed defects, the resistances of the VDD bridge, VSSbridge, and input/out-
put bridge were calculated as being approximately 0.153 Ω, 0.176 Ω, and 45.76
Ω respectively. These resistances all fall well within in the resistance range of the
majority of defects reported in [38].

The number of instances of VDD bridge defects, VSS bridge defects, and in-
put/output bridge defects is 3, 6, and 9 respectively. The simulations showing Vout

and IDD versus Vin for the inverter chains with VDD bridge defects, VSS bridge
defects, and input/output bridge defects are shown in Figures B.2, B.3, and B.4 re-
spectively. The IDD of the inverter chains with VDD and VSSbridge defects are both
higher for Vin = 1.8 V than for Vin = 0 V. This is because the defects in these two
inverter chains are arranged such that all defect instances are sensitized when Vin

= 1.8 V, while all but one of the defect instances is sensitized when Vin = 0 V. The
difference in IDD for these two inputs is therefore equal to the amount of current
that each defect instance contributes to the overall IDD. By dividing the IDD, for
Vin = 1.8 V, by the number of defect instances, one can see that one VDD bridge
defect instance contributes more current than one VSSbridge defect instance. This
is because, as shown in Figures 4.3(a) and (b), the current path caused by a VDD

bridge defect goes through an NMOS transistor while the current path caused by a
VSSbridge defect goes through a PMOS transistor, and the NMOS transistor in the
inverter chain that we used conducts more current than the PMOS transistor. This
is, however, dependent on the width-to-length ratios of the transistors and may not
be the case in differently sized inverters.

Vout of the inverter chain with VDD bridges remains at a logic 1 voltage value
regardless of the value of Vin. This is due to the positioning of the VDD bridge
instance closest to the output, and to the fact that the resistance of the VDD bridges
are low enough that they essentially act as shorts to VDD. The VDD bridge instance
closest to the output therefore places a logic 1 on the node it is connected to, re-
gardless of the voltage on the input of any of the previous inverters in the chain.
Vout of the inverter chain therefore also maintains a value of logic 1 because an
even number of inverters lies between the node connected to the VDD bridge and
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Figure 4.4: Schmatic diagram of designed stuck-on defects. (a) An NMOS stuck-on
defect and (b) a PMOS stuck-on defect.

the output of the chain. The output of the inverter chain with VSSbridges remains
low for the same reason, except that the bridge to VDD and the logic 1 in the above
explanation are replaced by a bridge to VSSand logic 0 respectively.

The IDD of the inverter chain with input/output bridge defects is approximately
the same for both Vin = 0 V and Vin = 1.8 V since, as shown in Figure 4.3(c), the
defect is sensitized regardless of the voltage on the digital input of the inverter chain,
and both current paths go through an NMOS transistor and a PMOS transistor. The
Vout versus Vin curve for this inverter chain shows the behaviour of an inverter
chain with an even number of inverters.

4.3.3.2 Design of Transistor Stuck-on Defects

Transistor stuck-on defects were designed into both NMOS and PMOS transistors,
each implemented in a separate inverter chain. The schematic diagrams of these two
defects are shown in Figure 4.4. The current paths caused by the defects, when they
are sensitized, are indicated with dashed arrows, and logic input voltages necessary
for sensitization are shown at the input of the affected inverter. As mentioned in
Section 2.3.3, these defects can occur if the active region extends past the polysil-
icon gate, effectively shorting the source and drain terminals together. This defect
was implemented on the test chip by retracting the gate polysilicon from the edge
of the active region enough to leave an uncovered portion of the active area which
effectively shorts the source and drain regions of the active area. The layout of
the NMOS and PMOS stuck-on defects are shown in Figures A.6 and A.7 respec-
tively. The length by which the polysilicon was retracted from the edge of the active
region was arbitrarily chosen, as there is no standard length at which this defect oc-
curs. These defects are caused by either particulate contaminants or misalignment
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of masks, both of which have random dimensions. The gate of both the NMOS and
PMOS transistors were retracted by 0.666 µm from the edge of the active region.

The number of instances of NMOS stuck-on defects and PMOS stuck-on defects
is 6 and 4 respectively. The simulations showing Vout and IDD versus Vin for the
inverter chains with NMOS stuck-on defects and PMOS stuck-on defects are shown
in Figures B.5 and B.6 respectively. The IDD of both inverter chains is again higher
for Vin = 1.8 V than for Vin = 0 V because all defect instances are sensitized when
Vin = 1.8 V, while all but one of the defect instances is sensitized when Vin =
0 V. Much like the bridging defects, the PMOS stuck-on defects contribute more
current than the NMOS stuck-on defects because the PMOS stuck-on defect causes
a current path that goes through an NMOS transistor, which conducts more current
than the PMOS transistor in the current path caused by the NMOS stuck-on defect.
From the Vout versus Vin curves of both defective inverter chains, it can be seen
that Vout maintains a logic 0 voltage value regardless of the value of Vin. This is
again due to the positioning of the defects and their resistances as described in the
previous section.

4.3.3.3 Obtaining Gate Oxide Shorts

As mentioned in section 2.3.2, gate oxide shorts occur when the insulating oxide
layer beneath the gate polysilicon breaks down, causing a short between the gate
terminal and either the source, drain, or substrate terminals. We had initially hoped
to be able to design gate oxide shorts into individual transistors in order to have
precise control over the location of the short. It was hoped that these defective
transistors could then be used in inverter chains as was done with the other types of
designed defects. Unfortunately, designing gate oxide shorts in this manner proved
to be very problematic.

We first attempted to create gate oxide shorts by specifying missing portions
of gate oxide in the layout of a transistor. However, control over the location of
the gate oxide independent of the gate polysilicon was not allowed by the available
fabrication process. In the process we used, wherever polysilicon is placed, oxide
must also be placed under it. This made the creation of gate oxide shorts in the
layout stage of the design impossible. Another approach that was considered was
to use a focused ion beam(FIB) to mill a hole through the gate oxide of a transistor
after fabrication. FIBs are commonly used to modify ICs during the debugging
phase of production. In this process, ion beams are used to cut through various
layers of material and deposit new conducting or insulating material in order to
cut and rewire signal lines or create new vias or probe pads [58]. The possibility
of creating gate oxide shorts in transistors using a FIB to penetrate the gate oxide
layer was therefore investigated. However, this approach presented problems of
its own. Using a FIB to create a gate oxide short in an already fabricated IC would
require milling through either the gate polysilicon above the gate oxide or the silicon
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Figure 4.5: Using high voltage to create gate oxide shorts in an NMOS transistor

substrate beneath it in order to access the gate oxide layer, creating a hole in the
gate oxide, and then filling this hole with conducting material. This would leave
a change in the structure of either the polysilicon or the substrate which does not
occur when a gate oxide short is formed by one of the methods described in section
2.3.2. More importantly, the ion doses used by FIBs to mill though typical IC
materials have been found to cause oxide charge trapping and interface charge trap
effects that result from exposure to ionizing radiation as discussed in section 3.2
[59]. This is highly undesirable since our experiment involves the application of
ionizing radiation and we do not want the devices to be “pre-irradiated” before any
measurements are taken.

It was ultimately decided that normal non-defective transistors would be fabri-
cated, and gate oxide shorts would then be created by applying high voltage across
the gate oxide. This, unfortunately, does not allow for control over the location
of the short. In particular, it would most likely not be possible to create a short
between the gate and substrate since the gate oxide shorts created in this manner
typically occur between the gate and source or drain regions as explained in section
2.3.2. The method we anticipated using to create gate oxide shorts in an NMOS
transistor is illustrated in Figure 4.5. During this procedure, the voltage on the gate
terminal would be increased from 0 V, while holding the drain, source, and body
terminals at ground, until a significant jump in gate current was observed. A large
increase in gate current would indicate that the gate oxide has been compromised,
and that current is flowing from the gate to one of the other three grounded termi-
nals. The current on each of the three grounded terminals could be measured in
order to determine the location of the short. For example, if high gate current and a
corresponding high source current were observed, we could infer that the gate oxide
short had occurred between the gate and source. A current limit would be imposed
in order to prevent damage to the contacts or metal lines connected to the transistor.
The procedure for creating a gate oxide short in a PMOS transistor would be iden-
tical, except that the gate voltage would be decreased, instead of increased, from 0
V. For reasons that will be explained in section 5.2.1, the procedure we anticipated
using to create gate oxide shorts was not required for the most part.

Creating gate oxide shorts using this procedure requires individual access to
each of the four terminals of the target transistor in order to determine the location
of the short. Thus, if one of these transistors were to be included in an inverter
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chain, as was originally intended, it would require a total of 8 pads (4 for the target
transistor and 4 for the inverter chain). It was decided that including transistors with
gate oxide shorts in inverter chains would require too many pads. Single transistors
were therefore designed into the test chip, with pads for each of the terminals.
Each single transistor was considered a separate test circuit, so a deep n-well was
designed around each transistor for isolation purposes.

One NMOS and one PMOS transistor, each with minimum gate lengths of
0.18 µm, were included in the test chip design. The width for all transistors was
chosen to be 6.72 µm. This width was chosen based upon the area restrictions
imposed upon each circuit. No ESD protection was designed into these single tran-
sistors since our intention was to cause defects using high voltage. Based on the
dimensions of the transistor, the number of connected contacts, and the current rat-
ings for the metal layers, the maximum allowable current through each transistor is
6.72 mA.

Since the defective single transistors were not designed into inverter chains like
the previously described designed defects, we were not able to simply measure IDDQ

before and after exposure to radiation as we would do for the various versions of
inverter chains. Instead, the single transistors were characterized by obtaining vari-
ous I-V curves, which are typically used to characterize transistor behaviour. These
measurements are described in detail in Section 5.2.2. Of the packaged die that we
received for the experiment, some of the transistors of each type were to be dam-
aged using the procedure described above, while others were to be left undamaged.
Data collected from the characteristic curves of defective and non-defective transis-
tors would then be compared before and after various doses of radiation in order to
determine how radiation affects transistors with and without gate oxide shorts, and
whether radiation aids in distinguishing their currents. The idea of testing defec-
tive and non-defective versions of the same test structure, described in Section 4.3
is therefore preserved, since the differences in transistor behaviour would only be
caused by the presence of the defect of interest.

4.4 Experimental Equipment and Procedure

All irradiations were performed using the X-ray accelerator located in the Centre
for Subatomic Research at the University of Alberta [60]. Irradiations and mea-
surements were performed according to the general recommendations in MIL-STD-
883E method 1019.5 [61]. The dose rate produced by the accelerator is controlled
by adjusting the tube potential and tube current. For this experiment, the tube po-
tential was set at 320 kV for all irradiations. The tube current and exposure time
were varied in order to obtain different dose rates and doses.

Dose measurements were made using a system involving an ion chamber which
produces a small current for every photon that passes through the chamber [62].
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This current is continuously integrated and converted into pulses (one pulse per
nanocoulomb of charge that flows through the ion chamber) which are then counted
by a pulse counter. This count can be divided by the exposure time for a given
irradiation in order to obtain a count rate. This count rate can then be converted to
a dose rate by the procedure described in [62]. Because the irradiation setup used
in [62] is very similar to that used in this experiment, the dose rates calculated in
[62] were adjusted for differences in environmental parameters, and then also used
in this work. This is described in detail in Section 5.3.

All irradiations and measurements were performed at room temperature. All
measurements were made using an Agilent 4155A Parameter Analyzer. This pa-
rameter analyzer was also used to carry out the procedure used to create gate oxide
shorts described above. In order to cancel the effects of noise as much as possible,
low-noise triaxial cables were used with the parameter analyzer, and the chip was
placed in a grounded copper box when measurements were made. Measurements
were made on the test circuits in each chip before irradiation and after irradiation
with different doses. Measurements were also made 24 hours after irradiation as
recommended in [61]. Since annealing occurs during this 24 hour period, as de-
scribed in Section 3.2.1, this period is referred to as an annealing period. The peri-
ods of irradiation and the annealing period will herein be referred to as irradiation
periods.

After each irradiation period, all measurements were made within one hour,
and chips were subsequently irradiated for the next irradiation period within two
hours. These requirements are stated in [61]. Because each of the chips tested
contains multiple test circuits, and therefore requires many measurements to be
made after each irradiation period, the parameter analyzer was controlled using a
PC via a general purpose interface bus (GPIB) connection in order to speed up the
measurement process and ensure that the one hour time limit was met. This allowed
measurement data to be transferred directly from the parameter analyzer to the PC
for storage, which takes considerably less time than saving measurement data to
a floppy disk using the parameter analyzer’s floppy drive. A program was written
using Labview software to accomplish this.

According to [61], all irradiated circuits should be biased in such a way that the
greatest radiation-induced damage is produced. However, this standard is intended
to test the performance of microelectronics when a “worst-case” level of radiation
effects is applied. For our unique purposes, a worst-case scenario was not necessary.
In fact, it is desirable that the application of radiation produces the desired beneficial
effect for IDDQ testing without the use of any bias, since biasing requires power
consumption. Therefore, the irradiation of some chips was initially done with an
applied bias in order to ascertain the maximum effect of radiation, while others were
performed without bias. When biased, the VGS of the NMOS transistors was set to
1.8 V and the VGS of the PMOS transistors was set to -1.8 V with VDS and VBS set
to 0 V in both cases, while the inverter chains were biased with Vin and VDD set
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to 1.8 V and VSSset to 0 V. These biasing conditions will herein be referred to as
worst case biasing conditions. During the annealing period following irradiation,
the test circuits were biased as they were during irradiation. A printed circuit board
(PCB) and cable were designed and constructed in order to deliver the bias voltages
to the chip. Each test circuit on a chip being irradiated was biased using a separate
programmable power supply. These programmable power supplies were controlled
by a PC via GPIB interface in order to measure the current drawn from each supply
once per second during each irradiation period. A program was written in C++
to accomplish this. When not biased, all pins of the chip were shorted together,
ensuring no differences in potential between any circuit terminals.

Precautions were followed in order to minimize the chance of damage due to
ESD. During transport from the x-ray accelerator to the measurement test bench,
all pins of each chip were shorted together. During storage, they were always placed
in ESD protective foam. ESD grounding straps were worn whenever the chips were
handled.

4.5 Summary

In this chapter, the goals of the experiment have been defined. This experiment
primarily seeks to determine whether the difference between the IDDQ generated by
defective and non-defective CMOS circuits can be increased, with the application
of ionizing radiation, in order to counteract the threat of technology scaling which
jeopardizes the usefulness of IDDQ testing. The reasons for the decisions made in
the design of the test chip have been given and the approximations of actual CMOS
defects designed into the test circuits have been explained. A description of the
equipment used in the experiment as well as the test procedure followed has been
presented. In the next chapter, the data obtained from the experiment is shown and
the analysis of this data is explained.
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Chapter 5

Results and Analysis

The methods used to analyze the data obtained from the experiment are first ex-
plained here. Because both inverter chains and single transistors were tested, the
methods of analysis for each is different. We define the criteria used to divide
transistors into defective and non-defective groups. The results of the experiment
are then presented and the effects of radiation are analyzed in order to determine
their benefit for IDDQ testing. Note that in the plots in this chapter, lines have been
drawn between datapoints in order to show trends but the lines do not represent data
themselves.

5.1 Analysis of Inverter Chains

As previously mentioned, IDDQ for Vin = 0 to 1.8 V was measured for each inverter
chain type. However, we have chosen to focus our analysis on the IDDQ for Vin =
0 and 1.8 V. The reason for this is based on the so called “ regenerative property”
of static CMOS circuits [1]. This property ensures that a voltage, which varies
from the nominal logic 0 or 1 voltage values, will gradually converge to a nominal
voltage value after passing through a series of static CMOS logic gates. This occurs
when the gain of a static CMOS gate is greater than one in the transient region of
its Vout versus Vin curve. In a complex static CMOS logic circuit with thousands
of logic gates, this means that, in steady state, the input voltage seen by nearly all
of the logic gates in the circuit will be either VDD or VSSregardless of the voltage
placed on the inputs of the entire circuit. We have therefore chosen to focus our
analysis on the points where Vin equals nominal VDD or VSS for the technology
used - namely 0 and 1.8 V. We will, however, also show sample IDDQ versus Vin

curves for Vin = 0 to 1.8 V in the following sections in order to illustrate the effect
of ionizing radiation on IDDQ over the entire input voltage range.

For the Vin = VDD and VSS, we show the change in IDDQ for each inverter chain
type, as well as the difference between the IDDQ of each defective inverter chain and
the IDDQ of the non-defective inverter chain measured before exposure to radiation
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and after each radiation period. This difference determines the margin of separation
between the defect-free and defective portions of the distribution shown in Figure
2.10. In order to normalize these values for each chip tested, we have expressed the
changes in these values as percentages of the values measured before exposure to
radiation. The percentages calculated for each chip tested are then averaged over a
number of tested chips where appropriate.

Vout versus Vin curves were also obtained during the experiment in order to
monitor the effects of radiation on logical behaviour. Although this work is focused
on current testing, we show sample Vout versus V in curves in order to show these
effects.

5.2 Analysis of Single Transistors

Due to the greater number of variables typically involved in the characterization of
single transistors, their analysis is more complex than that of the inverter chains.
We first explain how the transistors were divided into “ low gate current” and “high
gate current” groups. We then explain how the data obtained from measurements
was used to compare the behaviour of these two groups after exposure to radiation.

5.2.1 Classification of Transistors Based on Gate Current

Since the transistor defect we are interested in is the gate oxide short, measurements
were initially made on the single transistors, before exposure to any radiation, in
order to determine the level of gate current inherent in each transistor type, and to
determine whether any transistors had been damaged during fabrication or during
the handling of the packaged die. This was a possibility since no ESD protection
circuitry had been designed into the transistors (purposely). For measurements on
NMOS transistors, gate current, IG, drain current, ID, source current, IS, and body
current, IB, were measured for VG = 0 to 1 V, while keeping drain voltage, VD,
source voltage, VS, and body voltage, VB, grounded at 0 V. For measurements on
PMOS transistors, the above setup was the same except that VG was varied from
0 to -1 V. These measurements will herein be referred to as IG measurements. In
[63], the gate current density due to electron tunneling in defect-free transistors was
reported for a variety of gate oxide thicknesses. Gate current density was shown to
decrease as oxide thickness increases, with gate current density measured to be
on the order of 10−9 A/cm2 for a gate oxide thickness slightly less than that of
the process used for our test chip. Multiplying this by the area of the gates used
in our fabricated transistors, we obtain a gate current on the order of 10−17 A for
VG = 1 V. However, gate current measurements on transistors previously fabricated
using the same process indicated that we should expect gate current levels to be on
the order of 10−12 A.
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5.2.1.1 NMOS Transistors

Upon making these measurements, it was discovered that most of the NMOS tran-
sistors had a gate current which far exceeded that expected of a non-defective tran-
sistor of the designed size. The order of magnitude of IG of the measured NMOS
transistors for VG = 1 V ranged from 10−8 A to 10−4 A. This indicated that gate
oxide damage of some extent was present in all the NMOS transistors tested, which
allowed for an abnormally high gate current. Figure 5.1 shows a histogram which
classifies the NMOS transistors according to the order of magnitude of their gate
currents measured at VG = 1 V during the IG measurements. NMOS transistors
with comparatively higher gate current were considered as “more defective” than
those with comparatively lower gate current. That is, the magnitude of gate current
was used as a measure of the “defectiveness” of a transistor. NMOS transistors with
IG on the order of 10−7 A or lower measured at VG = 1 V in the IG measurement
described above were classified as having “ low” gate current, while those with IG

on the order of 10−6 A or higher measured at VG = 1 V were classified as having
“high” gate current. The former will be herein referred to as low IG NMOS tran-
sistors, and the latter will be herein referred to as high IG NMOS transistors. In
the comparisons of transistors described in the following sections, low IG NMOS
transistors are compared against high IG NMOS transistors.

Figure 5.2 shows the current on each terminal versus VG for two sample NMOS
transistors. In these plots, positive current values imply that current is leaving the
node (i.e. flowing from the bonding pad to the transistor), while negative current
values imply that current is entering the node (ie. flowing from the transistor to the
bonding pad). Figure 5.2(a) shows a plot of a sample low IG NMOS transistor. In
this plot, as ID increases in the positive direction, IS changes with almost identical
magnitude but in the negative direction, suggesting that current is flowing from
drain to source. This behaviour is not fully understood since both drain and source
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Figure 5.1: Histogram classifying NMOS transistors by order of magnitude of IG

measured at VG = 1 V during the IG measurement.
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Figure 5.2: Curves obtained from IG measurements of (a) a sample low IG NMOS
transistor and (b) high IG NMOS transistor.

terminals were kept at the same potential during this measurement. Nonetheless,
this behaviour was consistently observed in the low IG NMOS transistors. Note
that, as can be seen in Figure 5.2(a), IG does increase with VG. In Section 5.2.2, we
will show that this gate current flows to one of the source or drain terminals more
than the other.

Figure 5.2(b) shows a plot of a sample high IG NMOS transistor. In this plot, as
IG increases in the positive direction, ID changes with identical magnitude but in the
negative direction, while IS remains relatively constant. This is evidence of a gate
oxide short between the gate and drain. This behaviour, showing evidence of a short
between the gate and either source or drain, was consistently observed in high IG

NMOS transistors. It should be noted that no NMOS transistors exhibited evidence
of a short between the gate and substrate. This suggests that these gate oxide shorts
were created by ESD or EOS, as explained in Section 2.3.2. The evidence of source-
drain current characteristic of low IG transistors, described above, was not seen in
high IG transistors. Therefore, along with the magnitude of IG, this difference in
behaviour between high and low IG NMOS transistors was also used as a means of
differentiating between the two.

5.2.1.2 PMOS Transistors

The gate current measurements performed on the PMOS transistors revealed that
these transistors had gate currents closer to what was expected. The order of mag-
nitude of IG of the measured PMOS transistors for VG = -1 V ranged from 10−12

A to 10−6 A, with the vast majority falling in the low end of this range. Figure
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Figure 5.3: Histogram classifying PMOS transistors by order of magnitude of IG

measured at VG = -1 V during the IG measurement.

5.3 shows a histogram which classifies the PMOS transistors according to the order
of magnitude of their gate currents measured at VG = -1 V during the IG measure-
ments. PMOS transistors with IG on the order of 10−12 A or lower for VG = 1 V
were classified as having “ low” gate current, while those with IG on the order of
10−7 A or higher for VG = 1 V were classified as having “high” gate current. The
former will be herein referred to as low IG PMOS transistors, and the latter will be
herein referred to as high IG PMOS transistors. Figure 5.4 shows the current on
each terminal versus VG for two sample PMOS transistors.

Figure 5.4(a) shows a plot of a sample low IG PMOS transistor. As was the
case with the NMOS transistors, ID and IS vary with equal magnitude but opposite
direction as VG is decreased, suggesting a drain to source current. This behaviour
was consistently observed in the low IG PMOS transistors. Figure 5.4(b) shows
a plot of a sample high IG PMOS transistor. This plot is similar to that of the
high IG NMOS transistors. As IG increases in the negative direction, IS changes
with identical magnitude but in the positive direction, while ID remains relatively
constant, suggesting a gate to source short. This behaviour, showing evidence of
a short between the gate and either source or drain, was consistently observed in
the high IG PMOS transistors. Again, no PMOS transistors exhibited evidence of a
short between the gate and substrate, suggesting that these gate oxide shorts were
created by ESD or EOS. The evidence of source-drain current characteristic of low
IG transistors, described above, was not seen in high IG transistors. Therefore,
along with the magnitude of IG, this difference in behaviour between low and high
IG PMOS transistors was also used as a means of differentiating between the two.

Of the fabricated PMOS transistors, those with low IG far outnumbered those
with high IG. Therefore, in order to obtain more PMOS transistors with high gate
current, the procedure for creating gate oxide shorts described in Section 4.3.3.3
was used to damage the gate oxide of some PMOS transistors with low gate current.
Figure 5.5 shows plots of a sample PMOS transistor, on which the procedure was

53



Chapter 5: Results and Analysis Leung

-2.0×10-7

-1.5×10-7

-1.0×10-7

-5.0×10-8

0.0×100

5.0×10-8

1.0×10-7

1.5×10-7

2.0×10-7

-1.0 -0.8 -0.6 -0.4 -0.2 0.0

(A
)

VG (V)

IG
ID
IS
IB

(a) Low IG PMOS transistor

-6.0×10-6

-4.0×10-6

-2.0×10-6

0.0×100

2.0×10-6

4.0×10-6

6.0×10-6

-1.0 -0.8 -0.6 -0.4 -0.2 0.0

(A
)

VG (V)

IG
ID
IS
IB

(b) High IG PMOS transistor

Figure 5.4: Curves obtained from IG measurements of (a) a sample low IG PMOS
transistor and (b) high IG PMOS transistor.
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Figure 5.5: Curves obtained from IG measurements (a) before and (b) after the gate
oxide of a sample PMOS transistor was damaged by applying high gate voltage.

performed, before and after the gate oxide was damaged. The current behaviour
after damaging the gate oxide, shown in Figure 5.5(b), indicates that a short between
the gate and source was created. These plots are typical of the PMOS transistors that
were damaged using the high voltage procedure. Some transistors showed evidence
of a short between the gate and source, while others showed evidence of a short
between the gate and drain. Note that the plot in 5.5(b) is very similar to the one
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shown in Figure 5.4(b). This suggests that the physical nature of the gate oxide
damage in both cases is similar. However, as will be shown in Section 5.5.2.2, their
behaviour after exposure to ionizing radiation differed.

5.2.2 Comparison of High and Low IG Transistors

In order to characterize transistor behaviour, a series of measurements were made
on each transistor tested. For each measurement, the currents on all four transistor
terminals were measured while varying different terminal voltages. The biasing
scheme for each measurement is shown in Figure 5.6. These will herein be referred
to as transistor biasing schemes(a) through (h). For each measurement, V1 was
varied from -0.2 to 1.8 V or 0.2 to -1.8 V when connected to a gate terminal and 0
to 1.8 V or 0 to -1.8 V when connected to a source or drain terminal, with a step size
of 20 mV or less. This was done for each value of V2, which was stepped through 3
or 4 values, also between -0.2 and 1.8 V or 0.2 to -1.8 V when connected to a gate
terminal and 0 to 1.8 V or 0 to -1.8 V when connected to a source or drain terminal.
Terminal currents were measured for each step of V1. For NMOS transistors, V1

and V2 were varied from -0.2 to 1.8 V when connected to a gate terminal and 0
to 1.8V when connected to a source or drain terminal. For PMOS transistors, V1

and V2 were varied from 0.2 to -1.8 V when connected to a gate terminal and 0 to
-1.8V when connected to a source or drain terminal. The substrate was kept at the
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lowest and highest potential for NMOS and PMOS transistors respectively (ground
in both cases), as is typically done in digital static CMOS circuits. The dashed
arrows show the direction of the drain-source current resulting from the biasing
of each scheme. These measurements were taken in order to produce the families
of ID versus VG and ID versus VD curves which are typically used to characterize
transistors. Samples of these curves will be shown in order to illustrate the effect of
radiation over the voltage ranges used.

Note that the biasing schemes shown in Figure 5.6(c), (d), (g), and (h) are iden-
tical to those shown in (a), (b), (e), and (f) respectively, except that the source and
drain terminals are switched. We will herein refer to the biasing schemes shown in
(a), (b), (e), and (f) as being in the drain orientation(since the biasing is such that
current flows from drain to source) and those shown in (c), (d), (g), and (h) as being
in the source orientation(since the biasing is such that current flows from source to
drain). Measurements were taken for both possible orientations of each transistor.
Typically, measurements are only taken for one orientation of a transistor because
it is assumed that transistors are perfectly symmetric, and that the measurements
taken by biasing the transistor in the drain orientation will be identical to those
taken by biasing the transistor in the source orientation. However, the measure-
ments described in Section 5.2.1 clearly showed that many of the transistors had
gate oxide damage which rendered them asymetrical. We therefore expected that,
if, for example, an NMOS transistor had a gate oxide short between the gate and
drain, the measurements made while applying transistor biasing scheme (a) would
differ from those made while applying transistor biasing scheme (c).

While measurements were made for terminal voltages varying between 0 V and
1.8 V, our analysis was once again focused on the conditions that occur during
steady state. We analyzed the changes in transistor currents due to radiation when
they were biased as they would be in a static CMOS inverter in steady state. As pre-
viously explained, the regenerative property of static CMOS gates ensures that the
majority of the logic gates in a given complex static CMOS circuit will see an input
voltage of either VDD or VSS. We therefore analyzed transistor currents biased in
the two biasing conditions corresponding to both of these possible input voltages.
These biasing conditions are shown in Figure 5.7, and will herein be referred to
as inverter biasing conditions(a) through (d). The inverter biasing conditions oc-
cur during the application of the transistor biasing schemes, so the inverter biasing
conditions were also applied for both source and drain orientations.

We were interested in seeing how the current flowing from VDD to VSSthrough
transistors (the IDD through the transistors) in the inverter biasing conditions changed
with exposure to radiation. As explained in Section 2.3.2, gate oxide shorts cause
increased IDDQ in static CMOS circuits when a voltage difference (usually equal to
VDD) is placed across the short, causing current to flow through it. Therefore, if
radiation is to significantly increase the IDD through a transistor with a gate oxide
short, it must increase the current flowing through the short.
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Figure 5.7: Biasing conditions for transistors in a static CMOS inverter in steady
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In order to determine the change in this current, we considered high IG tran-
sistors biased in the inverter biasing condition which places a voltage difference of
VDD across the gate oxide short in the transistor. Figure 5.8 shows the inverter bias-
ing conditions used for high IG transistors and the direction of the current through
the gate oxide short due to this biasing. These will be herein referred to as high IG
inverter biasing conditions(a) through (d). The transistor terminal to which the gate
was shorted (either source or drain) was determined by visually inspecting the plots
obtained from the IG measurements described in Section 5.2.1. As previously ex-
plained, for high IG transistors, these plots clearly show the terminal to which gate
current flows. This terminal has been labeled as F in Figure 5.8, while the other
terminal has been labeled NF. In high IG inverter biasing conditions (a) and (d) the
current measured at terminal F (IF ) is equal to the IDD through the transistor com-
posed only of the current flowing between the gate and terminal F, since the source
and drain terminals are at the same potential. In high IG inverter biasing conditions
(b) and (c) IF is equal to the IDD through the transistor composed of both the current
flowing from the gate to terminal F and the subthreshold leakage current, since a
voltage difference of VDD occurs between the source and drain terminals and the
gate voltage is such that the transistor is cutoff.

The difference between the IDD measured in high IG transistors, biased in the
high IG inverter biasing conditions, and the IDD measured in low IG transistors in
the same biasing conditions is, in effect, the margin of separation between the IDDQ

of defect-free static CMOS circuits and those containing gate oxide shorts. Thus,
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Figure 5.8: Biasing conditions for high and low IG transistors.

if radiation is to aid in the detection of gate oxide shorts, this difference must be
increased.

For a perfectly symmetrical defect-free transistor, it would not matter which
orientation of the transistor we applied these biasing conditions to. However, as
previously mentioned, the low IG NMOS transistors exhibited higher gate current
through one of the source/drain terminals more than the other, implying asymme-
try. While this is not immediately apparent from the plots obtained from the IG

measurements, we see evidence of this in Figure 5.9, which shows plots for a sam-
ple low IG NMOS transistor. The ID versus VG and IG versus VG curves shown in
Figure 5.9(a) and (c) respectively were obtained while applying transistor biasing
scheme (a) (in the drain orientation), and the IS versus VG and IG versus VG curves
shown in Figure 5.9(b) and (d) respectively were obtained by applying transistor
biasing scheme (c) (in the source orientation).

As can be seen, IS in (b) is much higher than ID in (a) for values of VG below
approximately 0.3 V, which is approximately equal to Vth of the NMOS transistors.
For values of VG below Vth, any current between the source and drain should be due
to subthreshold leakage current, and should therefore be quite small. We can infer
that the increased IS in (b) is due to the contribution of current flowing from the
source to gate through a gate oxide short. Note that subthreshold IS in (b) is much
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higher when VS = 1.8 V, causing a larger voltage difference between the source
and gate, and allowing more current to flow through the short. This is confirmed
by inspecting plots (c) and (d). IG in (c) stays relatively constant regardless of the
value of VD. This suggests that there is no oxide damage between the gate and
drain, since, if such damage existed, we would expect IG to increase as the potential
difference between drain and gate increased. However, IG in (d) increases as VS is
increased and shows a dramatic increase for VS = 1.8 V. This suggests the presence
of gate oxide damage between the gate and source, since we see IG increasing as
the potential difference between source and drain increases.

Given this asymmetry, we decided to bias these transistors in the inverter bi-
asing conditions which placed a voltage difference of VDD across the gate and the
terminal through which the least gate current was observed. Doing so causes the
least possible amount of current to flow through the gate oxide, thus minimizing the
contribution of gate current to the IDD flowing through the transistor. This allows
us to approximate, as closely as possible, a transistor without gate oxide damage.
The terminal through which the least gate current flows in a low IG NMOS tran-
sistor will also herein be referred to as terminal NF while the other terminal will
herein be referred to as terminal F. This terminal was determined for each low IG

NMOS transistor tested by examining the curves shown in Figure 5.9. For example,
in the low IG NMOS transistor, from which the curves in Figure 5.9 were obtained,
the terminal through which the least gate current flows is the drain. The biasing
conditions applied to low IG transistors are shown in Figure 5.8 (e) to (h) and will
herein be referred to as low IG inverter biasing conditions(e) through (h). In low
IG inverter biasing conditions (e) and (h) the current at terminal NF (INF) is equal
to the IDD through the transistor composed only of the current flowing between the
gate and terminal NF, since the source and drain terminals are at the same potential.
In low IG inverter biasing conditions (f) and (g) INF is equal to the IDD through the
transistor composed of both the current flowing between the gate and terminal NF
and the subthreshold leakage current, since a voltage difference of VDD occurs be-
tween the source and drain terminals and the gate voltage is such that the transistor
is cutoff.

As previously mentioned, the low IG PMOS transistors exhibited much less gate
current than the low IG NMOS transistors. In the PMOS transistors, there was no
evidence of an inbalance of current between the gate and source and the gate and
drain in plots obtained from transistor biasing schemes (e) and (g), as there was in
the plots obtained from transistor biasing schemes (a) and (c) for NMOS transistors
(as shown in Figure 5.9). Terminal NF was therefore arbitrarily chosen in low IG

PMOS transistors.
In the following sections, we analyze the change caused by exposure to radiation

in the differences between IF , measured in high IG transistors biased in high IG

inverter biasing conditions (a) through (d), and INF, measured in low IG transistors
biased in low IG inverter biasing conditions (e) through (h) respectively. These
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Figure 5.9: Curves of a sample low IG NMOS transistor obtained from biasing in
((a) and (c)) the drain orientation and ((b) and (d)) source orientation.

are the differences between the IDD flowing through high IG transistors and the
IDD flowing through low IG transistors, when these transistors are biased as they
would be in an inverter chain with an input voltage of VDD and VSS. As previously
explained, this difference must be increased for radiation to aid in the detection of
gate oxide shorts.
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5.3 Dose Calculations

In order to the determine the doses absorbed by the irradiated devices during irra-
diations, equation 5.1 [62] was used, where Ddie is the dose rate absorbed by the
microelectronic die on which the test circuits were fabricated, NNB is the count rate
obtained when no material except air is placed between the x-ray source and the
ion chamber, Ccal is a calibration constant, CX2D is a constant which converts expo-
sure to dose in air, CPTH is a constant that accounts for the environmental condition
under which the measurements are done, Cpos is a constant that accounts for the
position of the die relative to the position of the ion chamber, W ′

i is the fraction
of the dose in some material C due to photons of discrete energy Ei , Catten(Ei) is
a conversion factor that corrects for the attenuation of the x-ray photons through
a given material, and Cmat(Ei) is a conversion factor that converts the dose of one
material to another. Details of this equation and the determination of the constants
used can be found in [62]:

Ddie = NNB ·Ccal ·CX2D ·CPTH ·Cpos·∑
i

(
W′

i ·Catten(Ei) ·Cmat(Ei)
)
. (5.1)

Because the irradiation test setup used in our experiments is very similar to that
used in [62], we have reused many of the constants in Equation 5.1 determined in
[62]. We have assumed that the calibration constant Ccal applies for our experiments
and have reused it. The constant CX2D which converts exposure to dose in air is also
applicable for our experiment. Because the materials and material thicknesses used
in the die package and PCB for this experiment are essentially identical to those
used in [62], we have also reused the value of ∑i (W′

i ·Catten(Ei) ·Cmat(Ei)).
The count rate NNB was obtained by performing test runs of the x-ray accel-

erator, with no material except air between the x-ray source and the ion cham-
ber, at tube currents corresponding to each dose rate used. These are given in
the sections below describing the irradiation experiments performed. The constant
CPTH was calculated from the recorded pressure, P, and temperature, T , at which
the irradiations were done. This constant is given by Equation 5.2 [62], where
Pre f = 705 mmHg and Tre f = 22.7◦C:

CPTH =
Pre f

P
· T +273.2
Tre f +273.2

·0.997. (5.2)

There were two environmental conditions under which the irradiations were done,
so two values of CPTH were calculated and are given in the sections below. The
constant Cpos was calculated from the distance between the x-ray source and the
die, z, and the distance between the x-ray source and the ion chamber, zchamber.
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This constant is given by Equation 5.3 [62] and was calculated as being 2.42 for
this experiment:

Cpos=
(

zchamber

z

)2

. (5.3)

The dose rate calculated in [62] (0.46 Gy(SiO2)) was therefore divided by the
values of NNB, CPTH, and Cpos used in [62], and then multiplied by the values for
these constants calculated for our experiment. This effectively readjusts the dose
rate calculated in [62] to account for the differences in environmental parameters.
The readjusted dose rates are used in the sections below.

5.4 Exposure To High Doses

The stated goal of this work is to determine whether ionizing radiation can be used
to influence the current flowing through defective and non-defective CMOS circuits
in a manner that is beneficial to IDDQ testing. For this to occur, a dose of radiation
that does not cause any undesirable permanent changes to non-defective circuits
must be applied. In order to determine the dose at which these changes occur, a
series of irradiation tests were done using a set of doses within a relatively large
range. For these doses, the x-ray accelerator was run at a tube current of 10 mA.
The temperature and atmospheric pressure during these irradiations were measured
to be 22.2 ◦C and 762 mmHg respectively. The count rate at this tube current was
recorded as 23.85 counts/s and the dose rate was computed to be 0.779 Gy(SiO2)/s.
This dose rate will herein be referred to as the high dose rate. The cumulative
exposure times and doses used are listed in Table 5.1. These doses will herein be
referred to as high doses. The cumulative doses will be used when referring to the
total amount of radiation a test circuit absorbed prior to making a set of electrical
measurements.

Cumulative Exposure Times (min) Cumulative Doses (Gy(SiO2))

5 230
15 700
30 1400
90 4200

Table 5.1: Cumulative exposure times and doses using high dose rate.

During these irradiations, test circuits were biased in the worst case biasing con-
ditions described in Section 4.4 and the power supply currents of each test circuit
were measured during irradiation. The effects of these doses on the test circuits are
presented and analyzed here. As well, we examine the effects of these doses on the
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differences between the currents of defective and non-defective inverter chains and
transistors as described in Sections 5.1 and 5.2.2. Henceforth, the multiple copies
of a given test circuit located on different test chips will be referred to as instances.

5.4.1 Inverter Chains

For logistical reasons, only the inverter chain types with no defects, with VDD

bridges, with VSSbridges, and with input/output bridges were irradiated using high
dose rates. Curves showing IDDQ versus time for sample defect-free, VDD bridge,
VSSbridge, and input/output bridge inverter chains obtained during irradiation are
shown in Figure 5.10. These values were measured once per second during irra-
diation. As can be seen, the IDDQ of these four inverter chains all increase in the
same manner. An increase of approximately 2 mA is seen after an absorbed dose of
4200 Gy(SiO2), with steady increase beginning after approximately 700 Gy(SiO2).
As previously mentioned, irradiation was stopped for approximately one hour for
parameter analyzer measurements after absorbed doses of 230, 700, 1400, and 4200
Gy(SiO2). A noticeable drop in IDDQ is seen after the stoppage at 1400 Gy(SiO2).

Plots of IDDQ versus Vin curves for sample inverter chains of these four types,
measured before irradiation and after each irradiation period (including the 24 hour
annealing period labeled as Post-radin the legend) are shown in Figure 5.11. The
pre-irradiation curves closely match those generated by simulation found in Ap-
pendix B. As can be seen in the plot for the defect-free inverter chain shown in
(a), when both NMOS and PMOS transistors are on (Vtn ≤ Vin ≤ Vt p), the level of
IDDQ is not significantly affected by irradiation. However, for values of Vin closer to
VSSand VDD, IDDQ is greatly increased. This shows that the subthreshold leakage
current of the transistors are affected much more by radiation than the current of
the transistors in triode and saturation regions of operation, as expected. This also
indicates that this dose is too high to be useful for IDDQ testing, since it is highly
undesirable for the IDDQ of defect-free circuits to experience such an increase in
subthreshold current. The IDDQ of the 3 defective inverter chains tested also in-
crease but do not experience jumps of orders of magnitude as is the case with the
defect-free inverter chain. It can be seen that for each inverter chain type, the cur-
rent increases with increasing dose, and then decreases, but does not return to the
pre-irradiation value, after the annealing period.

Plots of Vout versus Vin curves for sample inverter chains of these four types,
measured before irradiation and after each irradiation period, are shown in Figure
5.12. From these curves, it can be seen that these doses had no discernible effect on
the logical behaviour of the defect-free inverter chain. The Vout of the inverter chain
with VDD bridges experienced a decrease with increasing dose, and an increase
after the annealing period. Conversely, Vout of the inverter chain with VSSbridges
experienced an increase with increasing dose, and a decrease after the annealing
period. However, in both these cases, Vout was not affected enough to cause a
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Figure 5.10: IDDQ of sample inverter chains (a) with no defects, (b) with VDD

bridges, (c) with VSS bridges, (d) and with input/output bridges measured during
irradiation.
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Figure 5.11: IDDQ versus Vin curves of sample inverter chains (a) with no defects,
(b) with VDD bridges, (c) with VSSbridges, and (d) with input/output bridges mea-
sured before irradiation and after each irradiation period.
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Figure 5.12: Vout versus Vin curves of sample inverter chains (a) with no defects, (b)
with VDD bridges, (c) with VSSbridges, and (d) with input/output bridges measured
after each irradiation period.
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change in logic state. Interestingly, the inverter chain with input/output bridges
experienced an inversion of logical behaviour after the entire 4200 Gy(SiO2) dose.
In another instance of this inverter chain, this inversion occurred after an absorbed
dose of 230 Gy(SiO2). Unfortunately, the reasons for this are difficult to determine.

As previously mentioned, we are most interested in the effect of radiation on
the IDDQ of each inverter chain type for Vin = VDD and VSS. In order to deter-
mine this, the IDDQ measured after each irradiation period was subtracted from the
pre-irradiation value of IDDQ for Vin = VDD and VSS, and this difference was then
expressed as a percentage of the pre-irradiation value of IDDQ. That is, the percent
change in the pre-irradiation IDDQ was found for each irradiation period. The term
percent changewill herein be used to refer to the results of this calculation for a
given value of interest. This was done for 4 instances of each inverter chain type
irradiated to high doses. The mean and standard error1 over these 4 instances was
then calculated. Figure 5.13 shows the mean values, calculated over the 4 instances
of each inverter chain type, and the standard error, indicated by errorbars. We can
again see the increase in IDDQ with increasing dose, and a subsequent decrease af-
ter annealing. As can be seen from this figure, the IDDQ of the defect-free inverter
chain increases far more than that of the 3 defective inverter chain types. Unfortu-
nately, this is the opposite of the behaviour that would be beneficial for IDDQ testing
as shown in Figure 4.1, where the IDDQ of defect-free circuits do not increase with
radiation and that defective circuits do.

The percent change in the difference between the IDDQ of each defective inverter
chain type and the defect-free inverter chain, after each irradiation period, for Vin

= VDD and VSS, was also calculated. This difference is, in effect, the margin of
separation between the defect-free and defective portions of the distribution shown
in Figure 2.10. This was done for 4 instances of each inverter chain type irradiated
to high doses. That is, the IDDQ of the first instance of each of the defective inverter
chain types was subtracted from the first instance of the defect-free inverter chain,
the IDDQ of the second instance of each of the defective inverter chain types was
subtracted from the second instance of the defect-free inverter chain, etc. The mean
and standard error over the 4 differences (one for each instance) was then calculated
for each defective inverter chain type. Figure 5.14 shows the mean values of these
differences and the standard errors, indicated by the errorbars. As can be seen,
this difference for each of the defective inverter chain types irradiated to high doses
remains relatively constant for Vin = VDD but decreases after each irradiation period
for Vin = VSS. This again shows behaviour contrary to what would be beneficial for
IDDQ testing.

1Standard error, in layman’s terms, is defined as the standard deviation of the mean, which we
have obtained, from the mean we would expect to obtain by repeatedly performing the experiment.
Mathematically, it is the standard deviation of a data set divided by the square root of the number of
samples in the data set.
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Figure 5.13: Changes, as a percentage of the pre-irradiation values, in IDDQ of
inverter chains (a) with no defects, (b) with VDD bridges, (c) with VSSbridges, and
(d) with input/output bridges computed for each irradiation period.
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Figure 5.14: Changes, as a percentage of the pre-irradiation values, in the difference
between IDDQ of inverter chains with no defects and (a) inverter chains with VDD

bridges, (b) with VSSbridges, and (c) with input/output bridges computed for each
irradiation period.
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5.4.2 Transistors

Curves showing power supply current versus time for sample NMOS and PMOS
transistors obtained during irradiation are shown in Figure 5.15. This current is the
gate current measured with the gate biased at VDD and all other transistor terminals
biased at VSSfor NMOS transistors, and the gate biased at VSSand all other tran-
sistor terminals biased at VDD for PMOS transistors. These values were measured
once per second during irradiation.

5.4.2.1 NMOS Transistors

One high IG NMOS transistor and one low IG NMOS transistor were irradiated to
high doses. Figure 5.16 shows curves obtained from these two transistors before
irradiation and after each irradiation period. Figure 5.16(a) and (b) show a log-
arithmic IS versus VG curve obtained by biasing the low IG NMOS transistor in
transistor biasing scheme (c) with VS = 1.8 V, and an IS versus VS curve obtained
by biasing the low IG NMOS transistor in transistor biasing scheme (d) with VG

= 0.9 V, respectively. For this low IG NMOS transistor, terminal NF is the source.
Figure 5.16(c) and (d) show a logarithmic ID versus VG curve of the high IG NMOS
transistor with VD = 1.8 V, and an ID versus VD curve of the high IG NMOS tran-
sistor with VG = 0.9 V, respectively. For this high IG NMOS transistor, terminal NF
is the drain.

It can be seen in (a) that the subthreshold current of the low IG NMOS transistor
increases by more than 5 orders of magnitude from before radiation to after irra-
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Figure 5.15: Power supply current of a sample (a) NMOS transistor and (b) PMOS
transistor measured during irradiation.
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Figure 5.16: (a) IS versus VG and (b) IS versus VS curves of a low IG NMOS
transistor, and (c) ID versus VG and (d) ID versus VD curves of a high IG NMOS
transistor, measured before irradiation and after each irradiation period.

diation is complete. The plot in (a) shows a decrease in slope in the subthreshold
region, but no apparent leftward shift of the curve in the subthreshold region, which
would be caused by a negative threshold voltage shift. This is consistent with what
we would expect, as stated in Section 3.4, for a deep-submicron NMOS transistor
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whose gate oxide is too thin to enable a significant threshold voltage shift. We see
a similar increase in subthreshold current for the high IG NMOS transistor in (c).
The current in (c) is much higher than in (a) due to the contribution of the current
flowing from the source to the gate through the gate oxide short.

Of particular interest is the behaviour shown in the ID versus VD plot of the high
IG NMOS transistor shown in (d). If we were to draw a straight line between the
values of ID for VD = 0 and 1.8 V, we would see that the slope of this line increases
with each irradiation period. Note that the curves measured at each irradiation
period all intersect at approximately VD = 0.9 V, which is the value of VG at which
these curves were obtained. The IS versus VS plot of the low IG NMOS transistor
shown in (b) experiences a small decrease (but maintains the same shape) after an
absorbed dose of 1400 Gy(SiO2), and then increases after irradiation is complete,
but does not exhibit the same behaviour seen in (d). We inferred that this behaviour
is due to an increase in the current flowing between the drain and gate through the
gate oxide short of the high IG NMOS transistor. Note that after each irradiation
period, a decrease in ID is observed for VD <VG and an increase in ID is observed for
VD > VG. Figure 5.17 shows IG versus VD curves of the high IG NMOS transistor,
with VG also set at 0.9 V. Note that this plot closely resembles the inverse of the
plot shown in Figure 5.16(d). In Figure 5.17, we clearly see that no current flows
through the gate when VD = VG (which is 0.9 V), and that the current, flowing out
of the gate when VD < VG and into the gate when VD > VG, increases with exposure
to radiation. One could say that the “ resistance” of the gate oxide short decreases
with increasing doses of radiation. This confirms that the behaviour seen in Figure
5.16(d) is due to a change in the current flowing between the gate and drain. This
behaviour implies that the use of radiation could be beneficial for the detection of
gate oxide shorts using IDDQ testing, since the current level that reveals the presence
of the gate oxide short increases with exposure to radiation.

As previously mentioned, a dose of radiation must not adversely affect non-
defective transistors in order to be of use to IDDQ testing. In order to determine the
effects of the high doses on a non-defective NMOS transistor, the INF of the low IG

NMOS transistor biased as it would be in an inverter with Vin = VDD and VSSwas
measured after each irradiation period. The plot in Figure 5.18 shows the percent
change in this current after each irradiation period. As can be seen in this plot, INF

measured for an inverter input of both VDD and VSSincrease dramatically after each
irradiation period. This indicates that the high doses are too high to be of use for
IDDQ testing.

Nonetheless, since we have seen that the current through a gate oxide short
increases with dose, we wanted to see if the high doses induced an increase in
the difference between IF of the high IG NMOS transistor biased in the high IG

inverter biasing conditions and the INF of the low IG NMOS transistor biased in the
low IG inverter biasing conditions. Again, this difference determines the margin of
separation between the defect-free and defective portions of the IDDQ distribution
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of a given lot of ICs, and thus must be increased if the application of radiation is
to benefit IDDQ testing. The plot in Figure 5.19 shows the percent change in this
difference after each irradiation period. As can be seen in the plot, the percent
change in this difference increases by up to 3 orders of magnitude, indicating that,
despite the increase in non-defective transistor current, radiation could aid in the
detection of gate oxide shorts.
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Figure 5.17: IG versus VD curves of a high IG NMOS transistor for VG = 0.9 V,
measured before irradiation and after each irradiation period.
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low IG NMOS transistor biased as it would be in an inverter with Vin = VDD and
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Figure 5.19: Changes, as a percentage of the pre-irradiation values, in the difference
between IF of a high IG NMOS transistor and INF of a low IG NMOS transistor,
computed for each irradiation period.
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5.4.2.2 PMOS Transistors

One high IG PMOS transistor and one low IG PMOS transistor were also irradiated
to high doses. Figure 5.20 shows curves obtained from these two transistors before
irradiation and after each irradiation period. Figure 5.20(a) and (b) show a loga-
rithmic ID versus VG curve of the low IG PMOS transistor with VS = 1.8 V, and an
ID versus VS curve of the low IG PMOS transistor with VG = -0.9 V, respectively.
For this low IG PMOS transistor, terminal NF is the drain. Figure 5.20(c) and (d)
show a logarithmic ID versus VG curve of the high IG PMOS transistor with VS =
1.8 V, and an ID versus VS curve of the high IG PMOS transistor with VG = -0.9 V,
respectively. For this high IG PMOS transistor, terminal F is the drain.

It can be seen in (a) that the subthreshold current of the low IG PMOS transistor
does not undergo a noticeable increase after an absorbed dose of 1400 Gy(SiO2).
An increase is only seen after irradiation is complete. This is consistent with the
high radiation tolerance that we would expect, as stated in Section 3.4, for a deep-
submicron PMOS transistor. We see a greater increase in subthreshold current for
the high IG PMOS transistor in (c), which, as we will again show, can be attributed
to the contribution of the current flowing from drain to gate through the gate oxide
short.

Of interest, again, is the behaviour shown in the plot for the high IG PMOS
transistor shown in (d). After an absorbed dose of 230 Gy(SiO2), the ID curve
increases and its shape changes from that of the pre-irradiation curve, becoming
flat. Figure 5.21 shows the IG versus VD curves of the high IG PMOS transistor with
VG also set to -0.9 V. As was the case in the high IG NMOS transistor, the shape of
this plot closely resembles the inverse of the plot in Figure 5.20(d). However, unlike
the plot of the high IG NMOS transistor, shown in Figure 5.17, the value of IG after
each irradiation period in Figure 5.21 remains constant regardless of the magnitude
of the voltage difference between gate and source. This difference in behaviour
could be the result of a difference in the physical nature of the gate oxide shorts
in the high IG NMOS and PMOS transistors. Nonetheless, Figure 5.21 shows that
the current flowing through the gate oxide short increases with increased absorbed
dose. This behaviour again implies that the use of radiation could be beneficial for
the detection of gate oxide shorts using IDDQ testing, since the current level that
reveals the presence of the gate oxide short increases with exposure to radiation.

In order to determine the effect of the high doses on a non-defective PMOS
transistor, INF of the low IG PMOS transistor, biased as it would be in an inverter
with Vin = VDD and VSS, was measured after each irradiation period. The percent
change of this current after each irradiation period is shown in Figure 5.22. As was
the case with the high IG NMOS transistor, we again see large increases, indicating
that the high doses are too high to be of use for IDDQ testing.

To see if the high doses induced an increase in the differences between IF of the
high IG PMOS transistor biased in the high IG inverter biasing conditions and the
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Figure 5.20: (a) ID versus VG and (b) ID versus VS curves of a low IG PMOS
transistor, and (c) ID versus VG and (d) ID versus VS curves of a high IG PMOS
transistor, measured before irradiation and after each irradiation period.
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Figure 5.21: IG versus VS curves of a high IG PMOS transistor for VG = -0.9 V
measured before irradiation and after each irradiation period.
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Figure 5.22: Changes, as a percentage of the pre-irradiation values, of INF of a low
IG PMOS transistor biased as it would be in an inverter with Vin = VDD and VSS,
computed after each irradiation period.
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INF of the low IG PMOS transistor biased in the low IG inverter biasing conditions,
the percent changes in these differences were determined after each irradiation pe-
riod. These are plotted in Figure 5.23. As can be seen in the plot, the percent change
in this difference increases up to approximately 5 orders of magnitude, indicating
that, despite the increase in non-defective transistor current, radiation can aid in the
detection of gate oxide shorts.
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Figure 5.23: Changes, as a percentage of the pre-irradiation values, in the difference
between IF of a high IG PMOS transistor and INF of a low IG PMOS transistor,
computed after each irradiation period.

5.5 Exposure To Low Doses

As evidenced by Figures 5.11, 5.18, and 5.22, the high doses caused an undesirable
increase in the current of non-defective transistors. We therefore wanted to use
lower doses that would not cause such increases. If such a dose could still cause
an increase in the difference between the currents of defective and non-defective
circuits, the ideal scenario as stated in Section 4.1, would be achieved.

Figures 5.11(a) and 5.16(a) show increases in current after an absorbed dose of
230 Gy(SiO2). We therefore wanted to use a total cumulative dose less than this.
However, the x-ray accelerator used in this experiment was prone to suddenly ceas-
ing operation during irradiation and it was feared that this might cause unpredictable
fluctuation in doses if very short irradiation times (such as 30 seconds) were used.
Therefore, the count rate, and hence the dose rate, of the x-ray accelerator was low-
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ered in order to allow for reasonable irradiation times and still allow for low doses.
This was done by lowering the tube current of the x-ray machine. It was decided
that lowering the count rate by a factor of 4 would be sufficient. Test runs were then
done and it was found that lowering the tube current to 3 mA decreased the count
rate by approximately 4 times. The temperature and atmospheric pressure during
irradiations with this lower dose rate were measured to be 24◦C and 767.08 mmHg
respectively. The count rate at this tube current was recorded as 6.58 counts/s and
the dose rate was computed to be 0.214 Gy(SiO2)/s. This dose rate will herein be
referred to as the low dose rate. The cumulative exposure times and doses used at
this low dose rate are listed in Table 5.2. These doses will herein be referred to as
low doses. The cumulative exposure times will be again be used when referring
to the total amount of radiation a test circuit was exposed to prior to making a set
measurements.

Cumulative Exposure Times (min) Cumulative Doses (Gy(SiO2))

1 12
3 38
6 77

10 130

Table 5.2: Cumulative exposure times and doses using low dose rate.

As previously mentioned, it is desirable that any beneficial effects of radiation
occur without biasing during irradiation, since biasing requires additional power
consumption. Therefore, during irradiations to low doses, no biasing was applied
in order to determine whether beneficial effects could still be obtained. The pins
of all test circuits were shorted together to ensure that no differences in potential
occurred between any circuit terminals. The effects of the low doses on the test
circuits are presented and analyzed here. We again examine the effects of these
doses on the differences between defective and non-defective currents described in
Sections 5.1 and 5.2.2.

5.5.1 Inverter Chains

Plots of IDDQ versus Vin curves for sample inverter chains with no defects, with
VDD bridges, with VSS bridges, with input/output bridges, with NMOS stuck-on
defects, and with PMOS stuck-on defects, measured before irradiation and after
each irradiation period, are shown in Figures 5.24 and 5.25. As can be seen in
these plots, the low doses have a much smaller effect on the IDDQ of all inverter
chains than the high doses. The lack of an increase in the IDDQ of the defect-free
inverter chain indicates that the low doses do not elevate the currents of defect-free
transistors.
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Plots of Vout versus Vin curves for all inverter chain types, measured before irra-
diation and after each irradiation period, are shown in Figures 5.26 and 5.27. Note
that the low doses also have a noticeably smaller effect on the logical behaviour
of the inverter chains with VDD bridges, with VSS bridges, and with input/output
bridges than the high doses.

The percent change in the IDDQ of 4 instances of each inverter chain type was
calculated for Vin = VDD and VSSfor each irradiation period. Figures 5.28 and 5.29
show the means of these values, calculated over the 4 instances of each inverter
chain type, as well as the standard error, indicated by the errorbars. As can be seen
from these figures, the increase in IDDQ of the defect-free inverter chain is far less
than that induced by the high doses, but still increases by a greater amount than the
IDDQ of the defective inverter chain types.

The percent change in the difference between the IDDQ of each defective inverter
chain type and the defect-free inverter chain, after each irradiation period, for Vin

= VDD and VSS, is shown in Figures 5.30 and 5.31. This was again calculated
for 4 instances of each inverter chain type irradiated to low doses, where the IDDQ

of the first instance of each of the defective inverter chain types was subtracted
from the first instance of the defect-free inverter chain, the IDDQ of the second
instance of each of the defective inverter chain types was subtracted from the second
instance of the defect-free inverter chain, etc. The mean and standard error of these
4 differences (one for each instance) was then calculated for each defective inverter
chain type. The figures show the mean values of these differences and the standard
errors, indicated by the errorbars. As can be seen, this difference for each of the
defective inverter chain types remains relatively constant for Vin = VDD and VSS,
indicating that the low doses would not aid in differentiating the IDDQ of these
defective and non-defective inverter chains.
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Figure 5.24: IDDQ versus Vin curves of sample inverter chains (a) with no defects,
(b) with VDD bridges, (c) with VSSbridges, and (d) with input/output bridges mea-
sured before irradiation and after each irradiation period.
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Figure 5.25: IDDQ versus Vin curves of sample inverter chains (a) with NMOS
stuck-on defects and (b) with PMOS stuck-on defects measured before irradiation
and after each irradiation period.
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Figure 5.26: Vout versus Vin curves of sample inverter chains (a) with no defects, (b)
with VDD bridges, (c) with VSSbridges, and (d) with input/output bridges measured
after each irradiation period.
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Figure 5.27: Vout versus Vin curves of sample inverter chains (a) with NMOS stuck-
on defects and (b) with PMOS stuck-on defects measured after each irradiation
period.
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Figure 5.28: Changes, as a percentage of the pre-irradiation values, in IDDQ of
inverter chains (a) with no defects, (b) with VDD bridges, (c) with VSSbridges, and
(d) with input/output bridges computed for each irradiation period.
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Figure 5.29: Changes, as a percentage of the pre-irradiation values, in IDDQ of in-
verter chains (a) with NMOS stuck-on defects and (b) with PMOS stuck-on defects
computed for each irradiation period.
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(a) Inverter chain with VDD bridges
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(b) Inverter chain with VSSbridges
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(c) Inverter chain with input/output
bridges
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(d) Inverter chain with NMOS stuck-on de-
fects

V   = V V   = Vin DD SSin

Figure 5.30: Changes, as a percentage of the pre-irradiation values, in the difference
between IDDQ of inverter chains with no defects and inverter chains (a) with VDD

bridges, (b) with VSS bridges, (c) with input/output bridges, and (d) with NMOS
stuck-on defects computed for each irradiation period.
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V   = V V   = Vin DD SSin

Figure 5.31: Changes, as a percentage of the pre-irradiation values, in the difference
between IDDQ of inverter chains with no defects and inverter chains with PMOS
stuck-on defects computed for each irradiation period.

5.5.2 Transistors

5.5.2.1 NMOS Transistors

Six high IG NMOS transistors and 4 low IG NMOS transistors were irradiated to
low doses. Figure 5.32 shows curves obtained from two of these transistors before
irradiation and after each irradiation period. Figure 5.32(a) and (b) show a logarith-
mic IS versus VG curve of a sample low IG NMOS transistor with VS = 1.8 V, and
an IS versus VS curve of this low IG NMOS transistor with VG = 0.6 V, respectively.
For this low IG NMOS transistor, terminal NF is the source. Figure 5.32(c) and (d)
show a logarithmic IS versus VG curve of a sample high IG NMOS transistor with
VS = 1.8 V, and an IS versus VS curve of this high IG NMOS transistor with VG =
0.6 V, respectively. For this high IG NMOS transistor, the terminal F is the source.

It can be seen in (a) and (b) that the current of the low IG NMOS transistor is
left virtually unaffected by the low doses. These curves are noticeably different than
those obtained from the low IG NMOS transistor irradiated to high doses shown in
Figure 5.16. This shows that the low doses do not adversely affect the operation of
non-defective NMOS transistors.

The subthreshold current of the high IG NMOS transistor, shown in Figure
5.32(c), shows an increase of approximately an order of magnitude. Since the sub-
threshold current of the low IG NMOS transistor does not show such an increase,
we can infer that the increase in the high IG NMOS transistor is due to a radiation-
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Figure 5.32: (a) IS versus VG and (b) IS versus VS curves of a low IG NMOS
transistor, and (c) IS versus VG and (d) IS versus VS curves of a high IG NMOS
transistor, measured before irradiaiton and after each irradiation period.
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induced increase in the current flowing through its gate oxide short. This is also
suggested by the behaviour of the plot shown in Figure 5.32(d), which was also
previously seen in the plot of the high IG NMOS transistor irradiated to high doses,
shown in Figure 5.16(d). We again see that the slope of the imaginary straight line,
drawn between the values of IS for VS = 0 and 1.8 V, increases with each irradi-
ation period. The curves measured after each irradiation period again intersect at
the voltage for which VG was set to obtain these curves. Figure 5.33 shows IG ver-
sus VS curves obtained from the transistor biasing scheme used to obtain the plot
shown in Figure 5.32(d), with VG also set at 0.6 V. Again, note that this plot closely
resembles the inverse of the plot shown in Figure 5.32(d). This confirms that the
behaviour seen in Figure 5.32(d) is due to a change in the current flowing between
the gate and source. In 5.33, we clearly see that no current flows through the gate
when VS = VG (which is 0.6 V), and that the current, flowing out of the gate when
VS< VG and into the gate when VS> VG, increases with exposure to radiation. This
behaviour again shows a decrease in the “ resistance” of the gate oxide short, and
implies that the use of radiation could be beneficial for the detection of gate oxide
shorts using IDDQ testing, since the current level that reveals the presence of the
gate oxide short increases with exposure to radiation. This result, obtained when
irradiating to low doses, is particularly encouraging because it suggests that a dose
of radiation that does not increase the drain-source current in a defect-free transistor
still increases the current flowing through a gate oxide short in a defective transistor.

The plot in Figure 5.34 shows the percent change in INF of the 4 low IG NMOS
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Figure 5.33: IG versus VS curves of a high IG NMOS transistor for VG = 0.6 V,
measured before irradiation and after each irradiation period.
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transistors biased as they would be in inverters with V in = VDD and VSS, measured
after each irradiation period. The means and standard errors of these values, cal-
culated over the 4 transistors, are shown in the plot. As can be seen in this plot,
INF measured for an inverter input of both VDD and VSS do not show significant
increases as they did with exposure to the high doses as shown in Figure 5.18.
The currents measured after each irradiation period are all in fact less than the pre-
irradiation values. This again suggests that the low doses do not adversely affect
defect-free transistors and could thus potentially be of use for IDDQ testing.

We again want to see how the difference, between IF of the high IG NMOS
transistors biased in the high IG inverter biasing conditions and the INF of the low
IG NMOS transistors biased in the low IG inverter biasing conditions, changes with
exposure to radiation. The percent change in this difference between each of the 6
high IG NMOS transistors and each of the 4 low IG NMOS transistors, irradiated
to low doses, was computed. One plot has been made for each high IG NMOS
transistor, and the mean and standard error over the differences, between each high
IG NMOS transistor and each of the 4 low IG NMOS transistors, are shown in
each plot. That is, each of these plots compares one high IG NMOS transistor with
all of the low IG NMOS transistors. These plots are found in Figures 5.35 and
5.36. As can be seen in these figures, the majority of the data indicates an increase
in the current difference due to radiation, indicating that exposure to radiation to
low doses can aid in distinguishing between defective and non-defective NMOS
transistors. The percentages, by which this difference increases, varies widely from
one high IG NMOS transistor to the next. This is likely due to differences in the
physical nature of the defects in these transistors.
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Figure 5.34: Changes, as a percentage of the pre-irradiation values, of INF of low IG

NMOS transistors biased in low IG inverter biasing conditions (e) and (f) computed
for each irradiation period.
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Figure 5.35: Changes, as a percentage of the pre-irradiation values, in the difference
between IF of a high IG NMOS transistor and INF of low IG NMOS transistors
computed for each irradiation period.
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Figure 5.36: Changes, as a percentage of the pre-irradiation values, in the difference
between IF of a high IG NMOS transistor and INF of low IG NMOS transistors
computed for each irradiation period.

5.5.2.2 PMOS Transistors

As previously mentioned in Section 5.2.1.2, of the PMOS transistors we fabricated,
those with low IG far outnumbered those with high IG. In order to obtain more
PMOS transistors with high gate current, the procedure for creating gate oxide
shorts described in Section 4.3.3.3 was used to damage the gate oxide of some
PMOS transistors with low gate current. Five high IG PMOS transistors and four
low IG PMOS transistors were irradiated to low doses. Of these five high IG PMOS
transistors, four of them were damaged using the aforementioned technique.

Figure 5.37 shows curves obtained from the one high IG PMOS transistor, on
which the technique was not used, and a sample low IG PMOS transistor, before
irradiation and after each irradiation period using low doses. Figure 5.37(a) and (b)
show a logarithmic ID versus VG curve of the low IG PMOS transistor with VS =
1.8 V, and an ID versus VS curve of the low IG PMOS transistor with VG = -0.6
V, respectively. For this low IG PMOS transistor, terminal NF is the drain. Figure
5.37(c) and (d) show a logarithmic IS versus VG curve of the high IG PMOS tran-
sistor with VD = -1.8 V, and an IS versus VD curve of the high IG PMOS transistor
with VG = -0.6 V, respectively. For this high IG PMOS transistor, terminal F is the
drain.

It can be seen in (a) and (b) that the current of the low IG PMOS transistor is left
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Figure 5.37: (a) ID versus VG and (b) ID versus VS curves of a low IG PMOS transis-
tor, and (c) IS versus VG and (d) IS versus VD curves of the high IG PMOS transistor,
on which the gate oxide damaging procedure was not performed, measured before
irradiation and after each irradiation period.
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virtually unaffected by the low doses. These curves are noticeably different than
those obtained from the low IG PMOS transistor irradiated to high doses shown in
Figure 5.20. This shows that the low doses do not adversely affect the operation of
non-defective PMOS transistors.

The subthreshold current of the high IG PMOS transistor, shown in Figure
5.37(c), does not show a significant increase. An increase is, however, seen in
the IS versus VD curves shown in Figure 5.37(d). Upon inspection of Figure 5.38,
which shows IG versus VD curves obtained from the transistor biasing scheme used
to obtain the plot in Figure 5.37 (d), with VG also set at -0.6 V, this increase can
again be attributed to a radiation-induced increase in the current flowing through
the gate oxide short. As was the case for the high IG PMOS transistor irradiated
to high doses, we see that the the value of IG after each irradiation period remains
relatively constant regardless of the magnitude of the voltage difference between
gate and drain.

The plot in Figure 5.39 shows the percent change in INF of the 4 low IG PMOS
transistors biased as they would be in an inverter with Vin = VDD and VSS, mea-
sured after each irradiation period. The means and standard errors of these values,
calculated over the 4 transistors, are shown in the plot. As can be seen in this plot,
INF measured for an inverter input of VSS does not increase, and even decreases,
after an absorbed dose of 130 Gy(SiO2), but INF measured for an inverter input of
VDD does increase significantly. This indicates that the low doses adversely affect
non-defective PMOS transistors, and are therefore too high to be useful for IDDQ
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Figure 5.38: IG versus VD curve of a high IG PMOS transistor for VG = -0.6 V,
measured before irradiation and after each irradiation period.
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Figure 5.39: Changes, as a percentage of the pre-irradiation values, of INF of low
IG PMOS transistors biased as they would be in an inverter with Vin = VDD and
VSS, computed after each irradiation period.

testing. This is a strange result, since we would expect that a dose of radiation that
does not increase the current in an NMOS transistor would also not increase the
current in a PMOS transistor due to its higher radiation tolerance.

The percent change, after each irradiation period, in the difference between IF

of the high IG PMOS transistor on which the gate oxide damaging procedure was
not performed, biased in the high IG inverter biasing conditions, and the INF of each
of the 4 low IG PMOS transistors, biased in the low IG inverter biasing conditions,
is shown in Figure 5.40. The mean and standard error over these 4 differences have
been calculated and are shown in the figure. As can be seen, this difference does
increase, again indicating that radiation does aid in the detection of the gate oxide
short in this high IG PMOS transistor.

The percent change, after each irradiation period, in the differences between IF

of the 4 high IG PMOS transistors on which the gate oxide damaging procedure was
performed, biased in the high IG inverter biasing conditions, and the INF of each of
the 4 low IG PMOS transistors, biased in the low IG inverter biasing conditions, is
shown in Figure 5.41. One plot has been made for each high IG PMOS transistor,
where the mean and standard error over the differences between the IF of the high IG

PMOS transistor and the INF of all of the low IG PMOS transistors are shown in each
plot. That is, each of these plots compares one high IG PMOS transistor with all of
the low IG PMOS transistors. As can be seen in these figures, the current difference,
for the most part, decreases with exposure to radiation. This is in contrast with the
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Figure 5.40: Changes, as a percentage of the pre-irradiation values, in the difference
between IF of the high IG PMOS transistor, on which the gate oxide damaging
procedure was not performed, and INF of low IG PMOS transistors computed after
each irradiation period.

result shown in Figure 5.40, in which an increase in the current difference is seen.
These plots show that the current through the gate oxide short of the high IG

PMOS transistor, on which the oxide damaging procedure was not performed, in-
creases far more with exposure to radiation, than the current through the gate oxide
short of the high IG PMOS transistor, on which the oxide damaging procedure was
performed. This suggests that the gate oxide damage in these two cases is different.
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Figure 5.41: Changes, as a percentage of the pre-irradiation values, in the differ-
ence between IF of a high IG PMOS transistor, on which the gate oxide damaging
procedure was performed, and INF of low IG PMOS transistors computed after each
irradiation period.
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5.6 Summary

In this chapter, we first explained how the data obtained from the tests performed
on inverter chains and transistors was analyzed. Transistors were divided into two
groups based on the magnitude of their gate currents and the behaviour observed
in their IG measurements. Irradiation tests were done using two different sets of
doses. The first set of doses was used to gauge the dose at which the non-defective
inverter chain and low IG transistors begin to be adversely affected, and to allow
observation of any beneficial effects of exposure to radiation.

This set of doses increased the subthreshold leakage current of transistors with
low gate current, and was thus considered to be too high to be beneficial for IDDQ

testing. We have shown that the difference in the IDDQ of defective and non-
defective inverter chains was not increased with exposure to radiation. However,
radiation was shown to increase the current flowing through gate oxide shorts. This
behaviour was shown in Figures 5.17 and 5.21. This increased the difference in cur-
rent which can be used to differentiate transistors with high and low gate currents,
as was shown in Figures 5.19 and 5.23.

Based upon observation of the effects caused by the first set of doses, a second
set of doses was chosen which would not adversely affect non-defective inverter
chains and low IG transistors. Although the difference in the IDDQ of defective and
non-defective inverter chains was not increased, it was shown that the second set
of doses still caused an increase in the current flowing through gate oxide shorts.
This behaviour is shown again in Figures 5.33 and 5.38. This again increased the
difference in current used to differentiate transistors with high and low gate currents,
as was shown in Figures 5.35 and 5.40. This result is significant because it suggests
that an amount of radiation that does not adversely affect non-defective transistors
can still increase the current flowing through gate oxide shorts, and thus aid in the
detection of their presence. Figures 5.34 and 5.39 show the low levels of change
in the currents of low IG transistors. Thus, these doses are potentially beneficial to
IDDQ testing. However, this beneficial effect was only observed for transistors with
high gate current on which the gate oxide damaging procedure was not performed.
We have inferred that this is due to a difference in the physical nature of the gate
oxide damage in the transistors with high gate current, on which the gate oxide
damaging procedure was not performed, and the transistors with high gate current,
on which the gate oxide damaging procedure was performed. A general summary
of the experimental results is shown in Table 5.3.
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230 to 4200 12 to 130
Gy(SiO2) Gy(SiO2)

IDDQ of defect-free inverter chain Large Small
for Vin = VDD & VSS increase increase

IDDQ of defective inverter chain Small No significant
for Vin = VDD & VSS increase change

Difference between IDDQ of defective and No change or No significant
defect-free inverter chains for Vin = VDD & VSS decrease change

INF of low IG NMOS Large increase Small decrease
Difference between IF of high IG NMOS Large Varying

and INF of low IG NMOS increase increases
INF of low IG PMOS Large increase Small increase

Difference between IF of high IG PMOS Large Increase or
and INF of low IG PMOS increase decrease

Table 5.3: Summary of current changes due to irradiation.
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Chapter 6

Conclusions

The usefulness of IDDQ testing is lowered as integrated circuit feature sizes are
scaled down and leakage currents are consequently increased. This problem threat-
ens to render this valuable testing technique obsolete. This work presents the re-
sults of research into the effects of ionizing radiation on CMOS circuits and defects
commonly found in these circuits. These effects have been investigated in order to
determine whether the application of ionizing radiation can be used to increase the
difference in current that is used by IDDQ testing to differentiate between defective
and non-defective static CMOS circuits, and thus improve its effectiveness.

An experiment has been constructed in order to determine the effects in ques-
tion. A test chip containing a series of test circuits has been designed and im-
plemented. This chip contains multiple versions of a static CMOS inverter chain:
One non-defective version and other versions containing physical approximations
of various defects that are commonly found in CMOS circuits. As well, the test chip
contains minimum length single NMOS and PMOS transistors which were classi-
fied as being representative of defective or non-defective transistors based on the
magnitude of the gate current measured in each transistor. These test circuits have
been irradiated using two sets of doses and the resulting effects on their behaviour
have been analyzed.

In Chapter 4, the logistical details of the experiment were described. The design
decisions involved with the design of the test chip were explained. These decisions
were influenced by area restrictions, the need to electrically isolate each test circuit,
and the need to emulate not only the electrical characteristics but also the physical
characteristics of actual circuit defects that largely determine the effects of radia-
tion.

In Chapter 5, the data obtained from the experiment was analyzed. Because
we are interested in the effects of radiation as they pertain to IDDQ testing, the test
circuits were analyzed when they were biased as they would be if they were part of
a large digital static CMOS IC in steady state, meaning that all logic gates in the
circuit would see a gate voltage of either VDD or VSS. Transistors were analyzed
when biased as they would be in an inverter chain in steady state.
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It has been found that the difference in the IDDQ of the defective and non-
defective inverter chains was not increased with exposure to radiation. However,
it has also been found that exposure to ionizing radiation can increase the current
flowing through gate oxide shorts, and can thus aid in revealing the presence of
these shorts using IDDQ testing. The difference in power supply current flowing
through MOSFETs classified as having high and low gate current was increased
by up to an order of magnitude after exposure to radiation. Furthermore, this ben-
eficial effect occurs for doses of radiation that apparently do not adversely affect
non-defective NMOS transistors. PMOS transistors were observed to be adversely
affected under certain biasing conditions. These results imply that a calibrated dose
of radiation could possibly be used to aid in the detection of gate oxide shorts in an
IC without fear of causing undesirable permanent damage to non-defective parts of
the circuit.

However, it was found that the amount by which the current flowing through a
gate oxide short increases is likely dependent on the nature of the damage in the
oxide. Some transistors whose gate oxide was damaged by applying high voltage
drops across the oxide did not show an increase in this current, whereas other tran-
sistors, that had high gate current but were not damaged in this way, did show such
an increase.

6.1 Future Work

This research suggests that radiation could be used to aid in the detection of gate
oxide shorts using IDDQ testing. However, the physical nature of the gate oxide
shorts, through which current was increased with radiation, is unknown. The fact
that the transistors, whose gate oxide was damaged using high voltage, did not
show this increase in current, indicates that the gate oxide damage in these two
cases is somehow different. It would be of value to determine what this difference
is. This could perhaps be done by obtaining an image of the defect in both cases,
or by determining their chemical composition. Including this task in this thesis
was considered, but the etching and imaging processes involved were deemed to be
too difficult with too little chance of success to do so given the time and resources
available.

It should also be noted that, as previously mentioned, the transistors that were
classified as having low gate current still exhibited a level of gate current that ex-
ceeds the expected level for the technology used. That is, these transistors were
still defective to some degree. Measurements were performed in such a way to
approximate defect-free transistors, but it is possible that this still introduced a de-
gree of error into the data and results obtained. Also, the defects designed into
the defective versions of the inverter chain are only approximations of actual de-
fects, and likely differ in resistance and chemical composition from defects found
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in industry-manufactured ICs. It would therefore be useful to perform this exper-
iment on industry-manufactured ICs that are known to contain specific types of
defects.

Finally, the scope and resources of this experiment did not allow for the varia-
tion of parameters such as transistor width-to-length ratios, defect sizes and resis-
tances, and magnitude of radiation doses. It would be instructive to perform this
experiment while varying these parameters in order to determine their effect on the
effects of radiation. It would be particularly interesting to use a number of doses
lower than the lowest ones used in this work. This could aid in determining a dose
of radiation that would leave non-defective CMOS circuits completely unaffected,
as well as determine the lowest amount of radiation that one could use to produce
the beneficial effect described above.
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Figure A.1: Inverter layout
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Figure A.2: Inverter chain layout
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Figure A.3: Layout of VDD bridge defect
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Figure A.4: Layout of VSSbridge defect
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Figure A.5: Layout of input/output bridge defect
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Figure A.6: Layout of NMOS stuck-on defect

121



Appendix A: Layouts Leung

Figure A.7: Layout of PMOS stuck-on defect
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Figure B.1: Simulations of output voltage and IDD versus input voltage for the
defect-free inverter chain

Figure B.2: Simulations of output voltage and IDD versus input voltage for the
inverter chain with VDD bridge defects
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Figure B.3: Simulations of output voltage and IDD versus input voltage for the
inverter chain with VSSbridge defects

Figure B.4: Simulations of output voltage and IDD versus input voltage for an in-
verter chain with input/output bridge defects
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Figure B.5: Simulations of output voltage and IDD versus input voltage for an in-
verter chain with NMOS source-drain short defects

Figure B.6: Simulations of output voltage and IDD versus input voltage for an in-
verter chain with PMOS source-drain short defects
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