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Abstract

A study for a noncommutative (NC) black hole was performed using data
recorded by the ATLAS detector using proton-proton collisions at a centre-of-
mass energy of 7 TeV with an integrated luminosity of 502 &9 pb~.

A missing transverse energy trigger was used in this search. The efficiency
of the trigger versus reconstructed missing transverse energy was determined.
A missing transverse energy requirement was imposed in the analysis so that
the trigger was at its maximum efficiency.

A black hole production process having a cross-section of 4.67 pb was
simulated with eight total dimensions, a higher dimensional Planck scale of
0.94 TeV and a black hole remnant mass of 3.6 TeV. The main goal of this
thesis is to search study NC black holes in the ATLAS data. To achieve this,
simulated Standard Model backgrounds events were used: QCD, tt, W+ jets
and Z-+jets processes.

The significance of a possible black hole discovery using the ATLAS detec-
tor at the LHC was estimated after optimizing the signal yield and reducing the
Standard Model simulated background contribution through the application

of some derived selection criteria.
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Chapter 1

Introduction

The aim of this thesis was to study for microscopic black holes in the ATLAS
(A Toroidal LHC Apparatus) detector using a noncommutative geometry in-
spired model. The search for microscopic black hole events was conducted
with a total integrated luminosity of 502 pb™! of data from the Large Hadron
Collider (LHC) running at energy /s = 7 TeV.

Theories that include extra dimension, for example, the large extra di-
mension model proposed by Arkani-Hamed, Dimopoulos and Dvali (ADD
model)[1], may lower the Planck scale to the order of the electroweak scale
which may allow for the creation of black holes at particle physics accelera-
tors, like at the LHC.

In the ADD model, the Standard Model particles, and forces are confined
to our usual three dimensional space, called the brane, while gravity can prop-
agate in extra dimensions, called the bulk. This can explain why gravity
is weaker than the other three fundamental interactions (strong, electromag-
netism and weak) on the brane.

The decay of black holes will have unique signatures that allow us to dis-



cover them. The main focus for this thesis has been to studying the decay
of simulated black holes where we have been focusing on methods to remove
Standard Model backgrounds from our signal selection. If black holes are able
to be produced at the LHC, we conclude that ATLAS will have great discovery
potential for black holes.

Chapter 2 briefly discusses the Standard Model of particles, beyond the
Standard Model, the theoretical model for black hole production and decay
at the LHC. Chapter 3 gives information about the LHC and the ATLAS
experiment at the European Centre for Nuclear Research (CERN), discussing
the various ATLAS sub-detectors, and how data are stored using the ATLAS
trigger system. Chapter 4 introduces the data formats and analysis framework
that are used within the ATLAS experiment, and Chapter 5 the trigger used
in this thesis. Chapter 6 describes the analysis strategy employed in studying
potential black hole events in ATLAS and the results obtained from such
analysis. Finally, Chapter 7 briefly talk about the discovery potential for
black hole events in the ATLAS detector.



Chapter 2

Theoretical Overview

2.A Standard Model

The theories and discoveries of thousands of physicists over the past century
have resulted in a remarkable insight into the fundamental structure of matter:
less than five per cent of the Universe is found to be made from twelve basic
building blocks called fundamental particles, governed by four fundamental
forces — the strong, the electromagnetic, the weak and the gravitational force.
Our best understanding of how these twelve particles and three of the forces
— the strong, the electromagnetic and the weak are related to each other is
encapsulated in the Standard Model (SM) of particles and forces. Developed in
the early 1970’s, it has successfully explained a host of experimental results and
precisely predicted a wide variety of phenomena. Over time and through many
experiments by many physicists, the Standard Model has become established
as a well-tested physics theory.

The SM describes all matter and interactions as due to point-like particles.

Matter consists of particles called fermions that have an internal spin of 1/2h.



Forces between fermions are mediated by integer spin particles, bosons.

There are three main symmetries in the SM. There is the U(1) hypercharge
symmetry with the associated gauge boson field, B. The conserved charge is
hypercharge, Y. Next there is SU(2) isospin symmetry which couples only to
left-handed fermions. There are three associated gauge fields: Wi, W5y and W3
and the conserved charge is I3: the third component of the isospin. These first
two symmetries are described by the electroweak theory. Finally there is the
SU(3) colour symmetry described by quantum chromodynamics (QCD) which
has three conserved colour charges. There are eight gauge bosons, gluons,
which carry a force called the strong force and these also carry colour and
anti-colour.

During electroweak symmetry breaking, the W5 and B fields mix to give
the photon and Z° bosons which are the observed particles, while the W,
and W, mix to give W*. The charge of the remaining U(1) symmetry is the
standard electromagnetic charge, @ = Y/2 + 3.

The particle content consists of six quarks which are the only particles
to feel the strong force. There are also six leptons which do not feel the
strong force. Three carry electromagnetic charge and the other three are the
neutrinos which interact only weakly with matter. Each fermion also has a
corresponding antiparticle.

The particle content and their gauge charges are shown in Table 2.1 and 2.2.
An interesting feature of the Standard Model is that the fermionic particles
come in three generations, with each generation similar but with higher masses
than the previous. Normal matter is made up of only the lightest generation:

the u and d quarks and electrons.



Leptons
Name Mass (MeV) | Charge (Q) | Isospin (I3) | Hypercharge (Y)
electron (e) ~ 0.511 -1 -1/2 -1
v, 0 0 1/2
muon (u) ~ 105.658 -1 -1/2 -1
v, 0 0 1/2
tau (1) | ~ 1776.990 1 1/2 1
v 0 0 1/2

Table 2.1: Lepton content in the Standard Model with relevant quantum num-
bers. Neutrinos are considered as massless in the SM. PDG (Particle Data
Group) information [2].

Quarks
Name Mass (MeV) | Charge (Q) | Isospin (I3) | Hypercharge (Y)
up (u) 1.5 — 3.0 2/3 1/2 1/3
down (d) | 3.0—7.0 1/3 1/2
charm (c¢) | 1250490 2/3 1/2 1/3
strange (s) 95 + 25 -1/3 -1/2
top (t) | 174200 £ 33 2/3 1/2 1/3
bottom (b) | 4200 +£ 70 -1/3 -1/2

Table 2.2: Quark content in the Standard Model with relevant quantum num-
bers. PDG (Particle Data Group) information [2].

The SM is well understood as an effective theory in the low energy regime,
but some fundamental theory beyond it is required to fulfill the picture of

nature. Therefore, it is believed that there is physics beyond the Standard



Model, or new physics, which gives motivation for high energy particle physics
experiments such as ATLAS [3] at the LHC [4] at CERN. Furthermore, the

prominent questions in the SM are:
1. Why are there three families of leptons and quarks?
2. Is there unification of all forces?
3. Can gravity be incorporated into the theory?

4. Why are the strengths of the fundamental forces so different, reaching

over many orders of magnitude?
5. Why is there is no dark matter candidate in the SM?

These questions cannot be answered by the SM. Hence, fundamental theories
beyond the SM model are proposed to answer these questions. One of which is
the theory of extra dimensions known as the ADD (Arkani-Hamed, Dimopou-
los and Dvali) model. The ADD model attempts to incorporate gravity to the
SM.

2.B Hierarchy Problem

The hierarchy problem may be expressed in two ways. The first, known as the
aesthetic hierarchy problem, notes that there appear to be two fundamental
scales in particle physics: the electroweak scale (mass ~ 1 TeV) and the Planck
scale (mass ~ 10'® TeV). Why then are these two scales so different? Alter-
natively, this question could be phrased as: Why is gravity so weak compared

to the other forces?



The second hierarchy problem, the technical hierarchy problem, stems from
the Higgs mass. Since the Higgs mechanism is responsible for electroweak
symmetry breaking, it would seem natural that the Higgs mass be at the
electroweak scale. However, the bare Higgs mass is modified due to one-
loop corrections such as those shown in Figure 2.1. These corrections are
quadratically divergent and must be regulated by a energy cutoff, A, that

limits the integral over the loop momentum.

f(t)
¥ e e
lr}r \\I
e e ZW. oy \ He
He k\\w/g He ;
e A T
(a) (b) (c)

Figure 2.1: The one-loop corrections to the Higgs mass in the Standard Model,
(a) Higgs coupling to fermions (b) Higgs coupling to gauge bosons (c) Higgs
coupling to itself. Adapted from Ref. [5].

The resulting correction for fermion loops is of the form

A A
AME = 1’671;’2 [—2/\2 + 6m7In <mf> + ] : (2.1)

where \s is the coupling of Higgs to the fermion and m; is the fermion mass.
The bosonic correction is similar but with the opposite sign for the A% term. If
the SM is valid up to Planck scale energies then the natural scale for A would

be the Planck scale.



2.C Beyond the Standard Model

Although the SM gives a good description of low energy phenomena, it fails
to describe the large difference in the coupling constants. The Grand Unified
Theory (GUT) suggests that the Standard Model groups SU(3)¢, SU(2)r, and
U(1)y are subgroups of a larger symmetry group. GUT suggests that sym-
metries are unbroken above a certain very large mass scale, My. Above this
mass scale, the coupling constant can be related to a single gauge coupling.
Another theory for physics beyond the SM is the theory of superstrings.
Attempts to unify all fundamental forces and include the theory of quantum
gravity can be found in superstring theory. The relevant scale for this unifica-
tion is at the Planck scale. Here all fundamental objects are 1-D strings, with

dimensions of length.

2.C.1 Extra Dimensions
Kaluza-Klein towers

Kaluza-Klein theory (KK theory) is a model that seeks to unify the two fun-
damental forces of gravity and electromagnetism. The idea of using extra
dimensions to unify physical theories is not new.

In 1919, Theodor Kaluza introduced a fifth dimension in an attempt to
unify Einstein’s theory of gravity with electromagnetism. However, his fifth
dimension was essentially identical to the other spacial dimensions with no
explanation for why it is not observed. Oskar Klein solved this by modifying
Kaluza’s idea in 1926 to make the extra dimension compacted. Ultimately
their attempts to unify gravity and electromagnetism failed, but the idea of

extra, compactified dimensions remained and has been revived in the models



that will be presented shortly.

One interesting feature of compactified extra dimensions is that they lead
to a tower of masses for any field that is allowed to propagate in the extra
dimensions. To see how this arises, it is useful to follow the example in Ref.
[6]. Consider a 5-dimensional scalar field, V(¢ x,y, z, ¢) where ¢ is the co-
ordinate in the extra dimension. If the extra dimension is compactified on a
circle of radius, R, then ¢ = ¢ + 2mrR. The 5-dimensional field equation for a

massive scalar is

(92 + m*)W =0, (2.2)
where 02 = % — j—; — j—;g — % — %. Since solutions must be periodic in ¢,

the solution must be of the form

U= &yt z,y,2)exp <zk§) . (2.3)

keN

The field equation is thus

k2
> (aﬁ +m? + R2> P =0, (2.4)

keN

which looks very much like a standard 4-dimensional field equation, Equa-
tion 2.2, but with a tower of mass states /m? + % with a separation deter-

mined by the radius of compactification.

ADD Model

In 1998, Arkani-Hamed, Dimopoulos and Dvali (ADD) [1, 7] revived interest
in extra dimensional models by proposing a model with n extra dimensions

compacted on a n—dimensional sphere with common radius, R. Only the



gravitational field propagates into the extra dimensions, the Standard Model
fields are restricted to the normal 3-brane (a brane is an object which can have
any number of allowed dimensions).

Their motivation was to solve the hierarchy problem by reducing the Planck
scale to the weak scale. How this is achieved can be seen by considering the
gravitational potential when the distance between two masses is very small or
very large compared with the size of the extra dimensions. If two masses, m,

and my, are separated by a distance, r, with » < R then the potential is

(2.5)

where G4, is the gravitational constant in (4 4+ n)—dimensions. However, if

r > R then the potential will be the normal Newtonian one

(2.6)

Requiring that these match at the boundary suggests that G4, ~ G4R" and

therefore, given that Gy, ~ Mp™™, that is

Mg, ~ RPMESE (2.7)

Thus, if there are enough large extra dimensions (large compared to the
(4 + n)—dimensional Planck scale) then the fundamental (4 + n)—dimensional
Planck scale can be reduced from 10! GeV to the weak scale. The weakness
of gravity is thus seen as a result of the extra dimensions in which it can
propagate rather than any inherent weakness.

By requiring that the fundamental Planck scale be at the electroweak scale,
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the size of the extra dimensions can be estimated with Equation 2.7. This gives
R ~ 10" ¢m for n = 1 which is clearly ruled out because it deviates from solar
system tests of Newtonian gravity. However, for n = 2, R is ~ 0.1 — 1 mm
and for higher n they are even smaller.

Since gravity can propagate into the bulk, a Kaluza-Klein tower of graviton
states emerges in much the same way as presented in Section 2.C.1. In this
case, the fundamental particle, the spin-2 graviton, is massless and there is a
tower of excited modes with masses my = k/R, which are normally referred
to as gravitons. Since R is typically quite large in ADD models, these masses
are closely spaced and can be considered to form a continuum.

It is interesting to consider the rate of typical processes which create
gravitons. From a 4—dimensional perspective, each graviton will have a cou-
pling ~ 1/Mpy. Although this coupling is very small, there are many possible
gravitons to couple to, so the combined effect can be large. If there is an
energy, I, available to the graviton, then the number of graviton modes that

can interact is (F'R)" and thus the interaction rate to all gravitons is

(ER)"
T~ 2.8
2o (2.9
which gives
En
N~ —-— (2.9)
M}Q)L(4+n)

using Equation 2.7. This is not surprising, since from a (4 + n)—dimensional
perspective, there is only one graviton, but it will have a coupling ~ 1/Mpp,(44n)
giving the same rate as above. This is a good example of a general principle:

that processes may be considered in either the effective 4—dimensional theory,
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in which case there is a tower of graviton modes; or in the (4+4n)—dimensional

theory in which case there is a single, strongly coupled, massless graviton.

2.C.2 ADD Black Holes

For an object to become a black hole, the mass of the object has to be com-
pressed into a sphere with radius, Rg. This solution was first obtain by
Karl Schwarzschild, thus known as the Schwarzschild radius. For a four dimen-
sional object, the solution for the Schwarzschild radius was found by applying

general relativity to a static non-spinning, non-charged massive object
Rg =2GM, (2.10)

where GG is the Newton constant and M is the mass of the object. Equation 2.10
can be used to calculate the Schwarzschild radius for all four dimensional
objects.

In the case of large extra dimensions, the solution for Schwarzschild radius
changes to [§]

1

RBHzMD(

MBH
Mp

) f(n), (2.11)

with

on 5o (n3) | T
f(n) = <n+<2 : >) : (2.12)

where Mgy is the mass of the black hole, n is the number of extra dimensions,
Mp is the Planck scale in (4 4+ n)— dimensions [2] (PDG definition) and I'(z)
is the gamma function.

The Schwarzschild radius is an important factor in the creation of a black

hole, when considering two partons traveling towards each other, with a centre
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of mass energy of \/s > Mpy. If the colliding partons pass within a distance of
r < Rg, a black hole may form with mass Mpgy. The parton level cross section
for creation of a black hole in (4 + n)—dimensions, can be approximated by

geometrical arguments as [9]

2 M %
6(Mpy) ~ 7R% = WfM(?) ( Ajj) o (2.13)
D

2.C.3 Black Hole Evaporation

Classically, black holes do not emit particles, only absorb them. But Steven
Hawking showed using semiclassical arguments that black holes can evaporate
by emitting Hawking radiation [10]. Hawking found that the black hole radia-
tion spectrum is almost like a black body radiation spectrum. It is categorized

by the Hawking temperature

he

= —— 2.14
47T]{?RS’ ( )

T

where k is the Boltzmann constant and h = ¢ = k£ = 1. The Hawking temper-

ature can be expressed in terms of number of dimensions and Mp as [8]:

(2.15)

<MD n+ 2 )"ﬂl“ln+1 n+1
Ty = =

Mpp 8T(%52) 4y/m  4mRg’

It is expected that a black hole produced at the LHC will Hawking evap-
orate almost instantaneously, with a life time of the order of 10727 to 10~2¢
s [11]. In this short life time, one expects the black hole to go through four

phases [12]. These phases are listed below:

1. Balding phase : The black hole emits mainly gravitational radiation.
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2. Spin-down phase : The typically non-zero impact parameter of the collid-
ing partons leads to black holes with some angular momentum about an
axis perpendicular to the plane of parton collision. During this phase, the
black hole loses its angular momentum through the emission of Hawking

radiation.

3. Schwarzschild phase : A spherically-symmetric black hole loses energy
due to the emission of Hawking radiation, which eventually results in

the decrease of its mass and the increase of its temperature.

4. Planck phase : The mass and/or the Hawking temperature approaches
the Planck scale. A theory of quantum gravity is necessary to study
this phase but it is suggested that the black hole will decay into a few

fundamental particles (in this thesis, it is a stable remnant).

The average number of particles produced during the Schwarzschild phase in a
black hole decay can be estimated from the Hawking temperature, as a function
of the number of dimensions and Mp. Note that this argument is based on
the assumption that the decay of a black hole is a blackbody radiation process

[9]. The average number is then given by

0= 2 (M JE(SCENT

n+1 MD(4+n

2.C.4 Experimental signatures

The phases of black hole decay described in the previous section combine to
produce distinctive experimental signatures which make it unlikely that black

hole events would be mistaken for other processes. These features are due to
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the black hole high mass. Some of these features are:

1. Most events have a relatively high multiplicity which is result of black

holes being massive excited states.

2. There is a very large total cross section (because the parton-level cross

section grows with energy).

3. The ratio of hadronic to leptonic activity is roughly 5:1 because of the
high degrees of freedom of quarks and gluons, and the amount of energy

visible in the detector is large.

4. Events have a high sphericity (only if not spinning) since most black
holes are produced almost at rest with very high energies (sphericity is

a measure of how spherical (round) an object is).

For a noncommutative black hole these signatures are a little different. It
is characterized by a remnant mass (large missing energy) after decaying with

low transverse momentum jets.

2.D Noncommutative Geometry Inspired Black

Holes

Quantum field theory on noncommutative spacetime is an application of non-
commutative mathematics to the spacetime of quantum field theory that is
an outgrowth of noncommutative geometry in which the coordinate operator

functions, #4 and #” are noncommutative.
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In this model, the commutation coordinates #4 and #® in D—dimensions

are thought of as operators. This relation can be written as:

AB

0B = z;NC (2.17)

where Ayc is the mass scale associated with the noncommutative and the
dimensionless anti-symmetric matrix structure, €2, which has entries of O(1).

The idea here is to formulate the noncommutative equivalent of general
relativity (GR), which in turn could lead to a much deeper understanding of
gravity.

The effects of noncommutative gravity can be comprehended by formulat-
ing a model in which GR is its usual commutative, and noncommutative ge-
ometry leads to a smearing of matter distributions on length scales of O(Ayp).

Thus, the usual Dirac-delta function for mass is now replaced by a centrally
peaked, spherically symmetric mass distribution which has a size of O(Ayp).
The smearing is taken as a Gaussian distribution of width v/6 of the form:

p= Wmerz/(w), (2.18)
where r is the radial distance in D — 1 = n + 3 space dimensions from the
most probable value of the mass, m. The width of the Gaussian smearing can

be related to the noncommutative scale by

N/ — (2.19)

Anc’
This model considers the ADD [1, 7] scenario at a higher dimensional

Planck scale, which is about a TeV in order to observe the effects of noncom-
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mutativity. It assumes Ayg ~ Mp where Mp is the D-dimensional Planck
scale as defined in Ref. [2].

The gravitational radius can be determined using the noncommutative
ADD model. The usual black hole theories in particle collisions follow in
the same fashion. By considering experimental limits on the Planck scale [13]
and the energy reach of the LHC, we can restrict the parameter space to those
within the LHC energies and calculate the production cross section for non-
commutative inspired black holes. This allows us to make predictions that

could guide searches by experiments at the LHC [14].

2.D.1 Black Hole Production

Considering spherically symmetric, nonrotating black holes with no local charges
in D-dimensional space, the production cross section for black holes in particle
collisions such as those obtainable at the LHC can be calculated by knowing
the gravitational radius. This radius is a radius of a sphere in which the mass
of an object is compressed within that sphere such that the escape speed from
the surface of the sphere equals the speed of light.

Guided by the above considerations, the D-dimensional Schwarzschild-like,
spherically symmetric and static solutions for a mass m have been previously
obtained by Rizzo [15], and was rewritten in the form below by Gingrich [14]:

m k.,

_ n+1
Mp — p(=2,%) roMp)™ (2.20)

2 746
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and the gravitational radius r, is written implicitly as

n 7"3 %H
(m) L P( ;3’49) (2.21)
re(m) = .
I Mp | Mp  ky ’

where
n+2
— — —(n+1)
and
2 r2
p(ht3 ) 1 / U gt ety (2.23)
2 746 T (”TJF?’) 0 ' '

The function P is the incomplete gamma function. Writing this function in a

simpler form (Ref. [15])
n+3 3
Fola)=P (=35 (2.24)

where a = (n +3)/2 and ¢ = 72 /(46).
Some properties of F,(¢q) and implication of using an approximation are

highlighted as follows:

1. Fo(q9) —» 1 as ¢ — oo and Fu(q) — 0 as ¢ — 0, for all values of a.
More precisely F,(q) ~ ¢* as ¢ — 0. The gravitational radius for a four
dimensional noncommutative case is reproduced for n — 0. Neither of
these limits are accurate approximations of F,(q) for the cases 1 <n <7,

and at the LHC energy [14].

2. From Equation 2.20 and the properties of the incomplete gamma function
highlighted above, it was seen that as r, — oo, F;, — 1, and therefore

m — oo. Likewise, as ry — 0, m ~ 7?2 — 00. Hence, a minimum value
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of m = My, exists for some finite positive r, = (7)min. Because there
is a minimum mass, hence there are masses below which the black hole
will not form, and above the minimum mass the gravitational radius has
two solutions. As the masses increases, the inner gravitational radius
shrinks to zero, while the outer outer gravitational radius approaches
the noncommuative value. Therefore, only the outer gravitational radius

Tg > (Tg)min is relevant to this work.

It was shown that experimental lower bounds on Mp and the maximum
energy of the LHC will restrict the values of v/# that can be probed by ex-
periments at the LHC. Black holes are not expected to be formed for masses
much less than Mp.

It should be stated here that the noncommutative geometry inspired black
hole model in higher dimensions has three unknown parameters: n, Mp and
V6. But, only parameter values that can be probed at the LHC are of interest
in this research.

In order to find the gravitational radius at which the minimum mass oc-
curs, we follow Ref. [14, 15] to calculate Om/Or, = 0 for fixed V0 using

Equation 2.20 to obtain

Falqo) — m =0, (2.25)

where ¢y is the root of the equation. We can obtain ¢y by solving Equa-
tion 2.24 for each value of a (or n). Following Ref. [14], we calculate |/qo/2 =
(rg)min/ V0. The values of (ry)min/v@ depend only on the number of dimen-
sions. From the values of (74)min/ V0, (7¢)min Was calculated, and hence the

minimum mass, My, for given values of V6 and n.
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We obtain a valid range of VM), for each number of dimensions by con-
fining the minimum black hole mass at the LHC to be in the range 1 <

Mumin/Mp < 7 TeV/Mp. The results are given in Table 2.3.

n (Tg)min/\/g (mmin/MD)(\/gMD)_(n+1) V eminMD V emaxMD
2 2.51 65.2 0.248 0.299
3 2.41 58.8 0.361 0.561
4 2.34 48.6 0.460 0.687
) 2.29 37.9 0.546 0.774
6 2.26 28.2 0.621 0.842
7 2.23 20.3 0.686 0.982

Table 2.3: Values of the minimum gravitational radius (7;)min in units of Vo
and minimum mass My, in units of M D(\/@M p)" L. The last two columns
show the range of v/@ in units of 1/Mp that can be probed at the LHC. From
Ref. [14].

Picking vOMp = 0.6, the values for the minimum gravitational radius,

(74 )min, and mass, M, are shown in Table 2.4.

n (Tg)minMD mmin/MD
2 1.51 14.09
3 1.45 7.62
4 1.40 3.78
) 1.38 1.77
6 1.35 0.79
7 1.34 0.34

Table 2.4: Minimum gravitational radius, (r)mn and minimum mass, Mmin

for vVOMp = 0.6. From Ref. [14].

From Table 2.4, we can deduce the following:
1. For n < 2, the minimum mass is above the 14 TeV LHC energy reach.

2. For n > 6, the minimum mass is below the Planck scale.
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3. For 3 < n < 5, the minimum mass is within the 14 TeV LHC energy

reach.

The choice of Mp = 0.94 TeV used at the time this research began is low
compared to the current Mp = 2.89 TeV [13] limit for a number of dimension,

n = 4.

2.D.2 Black Hole Decay

Noncommutative inspired black holes have minimum mass after decaying. This
mass is taken to be the remnant of the black hole [14]. Several quantum gravity
models predict that the remnant mass is at the Planck scale. In the case of
noncommutative model, this is not the case due to the fact that remnants have
a mass above the Planck scale.

It should be noted that black holes in remnant models will be produced pre-
dominantly just above the remnant mass, since black holes are predominantly
created in proton-proton collisions near the mass threshold.

In this model, only black holes that Hawking evaporate are considered.
Therefore, we only expect the decay to be a function of temperature. The
noncommutative inspired black hole temperature is derived in Ref. [15] and it

is expressed as [14]

n+1 2q"+3)/2¢ 4

T dmrMp | Fu(q)(n+ D)I(EE) (2.26)

As the number of extra dimensions, n, increases so does the temperature as

shown in Equation 2.25.
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Chapter 3

The LHC and the ATLAS

Detector

This chapter will briefly describe the Large Hadron Collider, which is a proton-
proton accelerator designed to operate with a centre of mass energy up to
14 TeV, followed by a description of the ATLAS experiment which is one
of four main detectors observing proton-proton collisions. And finally, this

chapter will describe the ATLAS data acquisition and trigger system.

3.A The Large Hadron Collider

The Large Hadron Collider is a gigantic particle accelerator, as a fact — the
world’s biggest machine, built in a circular tunnel 27 km in circumference
at the European Centre for Nuclear Research (CERN) in Geneva, where it
spans the border between Switzerland and France about 100 m underground
as shown in Figure 3.1. It is used by physicists to study the smallest known

particles — the fundamental building blocks of all things.
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Figure 3.1: Overall view of the LHC experiments. From Ref. [16].

The LHC collides two beams of subatomic particles called hadrons (protons
or lead ions) traveling in opposite directions inside the the circular accelerator
at almost the speed of light (0.99999996¢). The first beams were circulated
successfully on 10th September 2008 [4].

There are many models that predict what new physics will be observed at
the collider. For decades, the Standard Model of particle physics has served
physicists well as a means of understanding the fundamental laws of nature.
Only experimental data using the high energies reached by the LHC can push
knowledge forward, challenging those who seek confirmation of established

knowledge, and those who dare to dream beyond the paradigm.
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In the first period of data taking 2010 and 2011, the protons inside the
LHC ring were collided with a beam energy of 7 TeV (3.5 TeV per beam). The
LHC collides protons at 8 TeV centre of mass energy (4 TeV per beam). This

current collision energy started after the winter shutdown of 2012.

3.A.1 The LHC Injection System

In order to accelerate the protons up to the design beam energies, the LHC
needs several pre-accelerators. Each of them is designed to increase the particle
energy before sending the beam to the next accelerator. Figure 3.2 illustrates

the accelerator structure that is used. First, a linear accelerator (LINAC2) ac-
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Figure 3.2: Schematic view of the LHC injection system [4].

celerates protons to 50 MeV. They are then sent to the booster, a synchrotron,
that accelerates them to 1.4 GeV. The beam is then injected into the Proton

Synchrotron (PS) that accelerates them to 25 GeV. Next the protons are sent
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to the Super Proton Synchrotron (SPS) which provides acceleration to 450 GeV
before the protons enter the 27 km long LHC tunnel [4]. Here the protons are

accelerated to their final energy.

3.B The ATLAS Detector

25m

: LAr hadronic end-cap and
forward calorimeters
Pixel detector
Toroid magnets LAr electromagnetic calorimeters
Muon chambers Solenoid magnet | Transition radiation fracker
Semiconductor fracker

Figure 3.3: Cut-away view of the ATLAS detector. From Ref. [3].

ATLAS, which stands for A Toroidal LHC ApparatuS, is one of four general
purpose experiments at the LHC. ATLAS is the largest particle physics detec-
tor ever assembled, with a length of 44 m and a diameter of 22 m; a diagram is

shown in Figure 3.3. A computer-generated image, Figure 3.4 shows particles
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interacting with various part of the ATLAS detector.
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Figure 3.4: Event cross-section in a computer-generated image showing the
tracking system, calorimeters, and muon spectrometers. From Ref. [17].

3.C The ATLAS Coordinate System

The geometric layout of the ATLAS detector is a right handed coordinate
system. The origin is placed at the nominal interaction point (IP) in the
centre of the detector. The z-axis points along the beam pipe direction, and
the distance perpendicular to it is R. The positive x-axis points towards the
centre of the LHC ring and the positive y-axis points up towards the surface.
The azimuthal angle (¢) is used as in spherical coordinates in the x — y plane,

and is defined as

¢ = tan™! <py> : (3.1)

Dz
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where p, and p, are the  and y-components of the particle momentum. The

pseudorapidity (n) is defined as

1= (2). o

where 6 is the polar angle between the beam axis and the particle direction.
For relativistic particles, the pseudorapidity is a good approximation of the

rapidity, defined by

1 E+pp
=1 .

where F is the energy of the particles, and p; is the momentum parallel to
the beam axis. The transverse momentum, pr is the momentum orthogonal

to the beam direction,
pr = /P2 +p; . (3.4)

The missing transverse energy, E7** is the absolute value of the vectorial
sum of all particle contributions to the transverse energies. It is computed

from a weighted projection of all calorimeter cells onto the transverse plane.

3.D Luminosity

The luminosity, L, is a quantity in a proton-proton collider experiment which
measures the rate of interactions. It has a unit of flux, cm™?s™' (Hz/cm?).
The instantaneous luminosity is given by

N1 N,
A Y

L=fn (3.5)
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where N; is the number of particles in the bunches of the two beams which are
brought to collision, f the revolution frequency and n the number of particle
bunches in each of the beams. A is the cross-sectional area of the beams at
the interaction point, which is expressed as A = 40,0,. 0, and o0, characterize
the horizontal and vertical profiles of the colliding beams.

The integral of the instantaneous luminosity, £ over time gives the inte-

grated luminosity

t2
L= [ cLdt. (3.6)

t1

L represents the amount of data collected over a period of time. The number

of events for a given scattering process in a given data sample, N is given by
N=oL, (3.7)

where o is the cross section for the relevant scattering process.

3.E Magnet System

The magnetic system of the ATLAS detector consists of the central solenoid
and the air-core toroids [3]. Figure 3.5 shows the geometry of the magnets.
Together they provide the ATLAS detector with the necessary magnetic field
to bend charged tracks, making momentum measurements possible.

The central solenoid is located around the inner detector. Providing a
magnetic solenoidal field to the inner detector with a magnetic field strength
of 2 T. Thus, charged track are detected in the transverse plane, which enables
the particle’s transverse momentum, py to be measured in that direction. The

inner (outer) diameter of the solenoid is 2.46 m (2.56 m). The total length of
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Figure 3.5: The magnet system in ATLAS. From Ref. [3].

the central solenoid is 5.8 m.

The air-core toroids are segmented into a barrel and two end caps. They
are designed to detect muons in the (R — z) plane. Each of the three toroids
consists of eight coils, placed symmetrically around the beam axis. The central
toroid provides a magnetic field of 0.5 T, while the end cap toroids provide a
magnetic field of 1.0 T. The barrel has a length of 25.3 m, and has a inner

(outer) diameter of 9.4 m (20.1 m).

3.F Inner Detector

The Inner Detector (ID) [18] of ATLAS is designed to reconstruct tracks and
vertices and to provide information for particle identification. Using a 2 T

axial field it is possible to reconstruct tracks with a transverse momentum of
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pr > 0.5 GeV. Particles with a lower momentum have a too small bending
radius and are therefore looping without escaping out of the inner detector
with p. The inner detector comprises three sub-detectors as shown in Fig-
ure 3.6. Closest to the beam axis is the pixel detector, responsible for primary
vertex reconstruction and determination of secondary vertices coming from
long-lived particles. It is followed by the Semiconductor Tracker (SCT), used
for high precision pattern recognition measurements. A pseudo-rapidity range
of |n| < 2.5 is covered by these two detectors. The outermost sub-detector is
the Transition Radiation Tracker (TRT). Covering a pseudo-rapidity range of
In| < 2.0, it enhances the pattern recognition range and additionally provides

particle identification information.

SCT end-cap

SCT barrel
TRT end—cap TRT barrel

Figure 3.6: ATLAS Inner Detector. From Ref. [18].
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3.F.1 Pixel Detector

A pixel sensor [19] is a 16.4 x 60.8 mm wafer of silicon with 46,080 pixels, 50 x
400 microns each. A pixel module comprises an assembly of sixteen front-end
chips connected with high density bump bonding [20] techniques to the sensor.
There are 1,744 modules in the pixel detector for nearly 80 million channels
in a cylinder 1.4 m long, 0.5 m in diameter centred on the interaction point.
The barrel part of the pixel detector consists of the three cylindrical layers
with the radial positions of 50.5 mm, 88.5 mm and 122.5 mm respectively as
shown in Figure 3.7. These three barrel layers are made of identical staves
(axial strips) inclined with azimuthal angle of 20 degrees. There are 22, 38
and 52 staves in each of these layers respectively. Each stave is composed of
thirteen pixel modules. In the module there are sixteen front-end (FE) chips
and one Module Control Chip (MCC). One FE chip contains 160 straws and
18 columns of pixel cells, i.e. 2,889 pixels per FE chip or 46,080 pixels per
module. There are three disks on each side of the forward regions. One disk
is made of eight sectors, with six modules in each sector. Disk modules are
identical to the barrel modules, except for the connecting cables. The front-end
chips are a major heat source (0.8 Wem™2) dissipating more than 15 kW into
the detector volume. This heat is taken out via integrated cooling channels in
the detector support elements: Staves in the barrel region and sectors in the

forward region.

3.F.2 The SemiConductor Tracker (SCT)

The Semiconductor Tracker (SCT) [21] is the intermediate sub-detector of the

inner detector. It can provide four additional space points to a track, thus con-
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Figure 3.7: Detail of a cutaway view of the ATLAS inner detector. The
detector is contained in the 2 T solenoidal magnetic field. Shown here is only
the barrel region of the detectors. Each detector has two end caps organized
as planar disks. From Ref. [3].

tributing to momentum, impact parameter and vertex position measurement.
Due to its relatively high resolution it is also useful for pattern recognition
(classifying vertices) . It is based on the same functional principle as the pixel
detector, but is equipped with strips instead of pixels. The modules are build
as stereo modules with two layers of strips, arranged with an angle of 40 mrad
between the orientation of the layers. This provides information of the z (R)
position in the barrel (endcap). The modules are installed in four concentric

layers in the barrel and nine disks in both end-caps. One strip layer of each
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stereo module is placed parallel to the beam axis in the barrel and radially in
the end-caps. This ensures a proper measurement of the ¢ coordinate. The
position resolution of the SCT is 17 ym in the R — ¢ (z — ¢) plane and 580 pm
in z (R) for the barrel (end-cap). In total, the silicon modules cover a surface

of 63 m? and are readout via 6.3 million readout channels.

3.F.3 The Transition Radiation Tracker (TRT)

The Transition Radiation Tracker (TRT) [22] is the outermost sub-detector
of the inner detector of ATLAS. It provides further space points for the track
reconstruction and additionally a particle identification measure. It is built out
of thin proportional drift tubes with a diameter of 4 mm. These straw tubes
are filled with a xenon based gas mixture, and have a gold-plated tungsten
wire in the centre as anode. An aluminum coating on the tube serves as
cathode. As indicated by its name, the detector makes use of the transition
radiation effect. A relativistic charged particle emits photons when it crosses
the boundary of two materials with different dielectric constants. The radiated
energy is linearly proportional to the Lorentz factor (v = E/m, m = mass of
particle). Thus the TRT can not only be used to determine track points of the
charged particle but especially to distinguish between electrons and heavier
particles. In the barrel 52,544 straw tubes are arranged in 73 layers parallel to
the beam axis. In the end-caps 160 layers comprise 122,880 tubes, which are
oriented radially around the beam axis. The space between successive layers
is filled with polypropylene foil acting as radiator. A large number of space
points per track can be expected from this detectors. The chosen geometry

ensures at least 36 hits for a traversing charged particle with pr > 0.5 GeV.
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The barrel TRT only provides a R— ¢ measurement, with an intrinsic accuracy

of 130 pm per straw tube.

3.G Calorimetry

The purpose of calorimetry is to provide both an energy measurement and di-
rectional information about the measured energy deposition. Furthermore it
allows the determination of missing transverse energy due to its large coverage
in pseudo-rapidity while limiting so called punch-throughs from non-minimum
ionizing particles to the muon system. The calorimetry of ATLAS is divided
into an electromagnetic part, dedicated to the measurement of electrons and
photons, and a hadronic part, optimized for jet reconstruction and missing
transverse energy measurements. The general layout of the ATLAS calorime-

try is shown in Figure 3.8, Ref. [23].

3.G.1 Electromagnetic Calorimeter

The Electromagnetic Calorimeter (ECAL) [23] is a lead-liquid argon (LAr)
sampling calorimeter with accordion geometry covering the region |n| < 3.2.
It has a slightly complex geometry which is shown in Figure 3.9 and provides
complete ¢ symmetry without azimuthal cracks. There is, however, a crack
at |n| = 1.5 where the barrel to end-cap transition occurs and a small crack
at n = 0. In order to provide good particle identification (via shower shape)
and shower direction, the ECAL has three longitudinal sections, samplings,
with high granularity which allows for excellent 7°/~ and e/m separation. The
ECAL has a thickness of at least 24 X in the barrel and 26 X, to an acceptable

level. X, is the radiation length. As a sampling calorimeter, its performance
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Figure 3.8: Schematic view of the ATLAS calorimeter system. From Ref. [23].
is dominated by sampling fluctuations giving

OR . 10%

E  VE

@ 0.5% (3.8)

for electrons at n = 0.3 [23], where E is in units of GeV, o is the uncertainty
in the measurement of the calorimeter energy, and & stands for the quadratic
sum, x @y = a2 + y2. Test beam results of the EM barrel and the end-cap

give a combined resolution for the electromagnetic calorimeter of

=58 o0 (3.9)
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Figure 3.9: Geometry of the electromagnetic calorimeter. From Ref. [23].

the first term is the statistical uncertainty due to the total number of particles
in the showers, and the second term is the electronics noise, and the third term

is the calibration uncertainty.

3.G.2 Hadronic Calorimeter

The hadronic calorimeter [24] covers a pseudo-rapidity range of |n| < 4.9
and uses two different techniques. The barrel region is equipped with a tile
calorimeter, while the end-cap and forward regions are based on tungsten-
liquid-argon technology. The tile calorimeter is divided into a central barrel

and two extended barrels, and subdivided in three layers in the radial depth.
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It uses steel as absorber and scintillating plates, referred to as tiles, as active
medium. An ionizing particle crossing a tile produces ultraviolet light, which
is transformed to visible blue light by scintillating additives. The edges of
the tile are equipped with wavelength shifting fibres, which collect the light
and guide it to two photo multiplier tubes (PMTs). Several tiles are grouped
to certain PMTs, forming cells with a size in An x A¢ of 0.1 x 0.1 for the
inner two layers and 0.2 x 0.1 for the outer layer. The thickness of the three
layers corresponds to 1.5, 4.1 and 1.8 interaction lengths (i) from inside to
outside at n = 0. Between the central and the extended barrel is a gap of
about 70 cm, mainly used for cabling and services for the sub-detectors closer
to the interaction point. This only partially instrumented region is expected
to perform poorer compared to the rest of the tile calorimeter. The number
of readout channels for the tile calorimeter is about 10,000.

The two hadronic end-cap calorimeters use copper plates as absorbers and
liquid argon as active medium. Each end-cap consists of two wheels placed con-
centrically around the beam axis. Each wheel is constructed from 32 identical
modules and is divided into two longitudinal readout segments. Each hadronic
end-cap calorimeter provides 5,632 readout channels and has an active part
corresponding to approximately 12\y.

The two Forward Calorimeters (FCALSs) are placed at high |n|, and are
therefore exposed to a high level of radiation. Each FCAL is divided into
three 45 cm deep modules, see Figure 3.10. The outer two modules are made
of tungsten and have the purpose of measuring mainly hadronic interactions.
Compared to the other ATLAS liquid argon calorimeters the design is much
denser. Each forward calorimeter has a depth of approximately 10A;,; and

provides 1,762 readout channels.
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Figure 3.10: Schematic view of the forward calorimeter. From Ref. [23].
3.H Muon Spectrometer

The muon spectrometer is designed to measure the momentum of high en-
ergy muons (low energy muons will be measured by the inner detector) and
to trigger on them. These considerations, the large size of the spectrometer
and cost, necessitate the use of several different detection technologies. Fig-
ure 3.11 gives an overview of the layout of the muon system. The two main
detectors are the monitored drift tubes (MDTs) which are used for precision
measurements and the resistive plate chambers (RPCs) which are used for
triggering. At high |n|, cathode strip chambers (CSCs) and thin gap cham-

bers (TGCs) are used for these tasks. Ref. [25] provides further details on this.
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Figure 3.11: End view of the muon spectrometer. From Ref. [25].

The MDTs are 30 mm diameter drift tubes arranged into units called cham-
bers. These incorporate a novel optical monitoring system (providing the M in
the name) to measure any physical deformations. The single-wire resolution
is expected to be 80 ym. The MDTs are arranged to be at approximately
constant 7.

The drift time in the MDTs is longer than the 25 ns event time, so they
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cannot be used for triggering. Instead RPCs are used which provide a space-
time resolution of 1 cm x 1 ns. An RPC is a pair of parallel plates separated
by a narrow gas gap with a high electric field. Primary ionization electrons
from the passage of muons cause an avalanche between the plates. The signal
is read out by two sets of strips in orthogonal directions. These measurements
are used in the Level-1 trigger and also to provide a measurement in the
orthogonal direction to the MD'Ts.

The muon spectrometer should provide three precision measurements over
the range |n| < 2.7 (triggering for |n| < 2.4) except where there are cracks
(most notably at 7 = 0 where there is a large crack for cabling). This allows
the muon momentum to be measured to 2% at 20 GeV with good acceptance.
At 1 TeV the momentum can be measured to 10% although the acceptance is

rather low (50%), but rises to nearly 90% for a 20% momentum measurement.

3.1 Data Acquisition and Trigger System

The design luminosity of 10** cm™2s™! corresponds to approximately an in-

teraction rate of 1 GHz. The luminosity of the data used for this research is
1.27x10% cm™2s™! (runnumber = 182726 — 183462) which corresponds to a
rate of 127 MHz. This is a huge amount of data, that needs to be reduced to
a rate of 200 events per second. The trigger consists of three levels of online
event selection, the Level-1 trigger (L1), Level-2 trigger (L2) and Event Filter
(EF). The Level-2 trigger and the Event Filter together make up the High-
Level Trigger (HLT). Figure 3.12 shows the ATLAS trigger system, indicating
the rate, and latency (time taken by a signal to travel through a circuit to

reach its intended destination) for each trigger level.
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Figure 3.12: Trigger overview. From Ref. [26].

The Level-1 trigger is based on the information provided by a subset of the

detectors. It searches for signatures from high-p;r muons, photons, electrons,

and large total transverse energy. For the muon momentum identification, it
uses the muon trigger system. It also uses information of all the calorimeters,

to identify electromagnetic clusters, jets, 7-leptons, missing transverse energy
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and total transverse energy. Events that pass the Level-1 trigger will define
Regions of Interest (Rols) and the information is sent to the Level-2 trigger.
The Rols are characterized by their coordinates in 7 and ¢. The Level-1 trigger
accept rate is 75 kHz, with a design latency of 2.5 us.

The Level-2 trigger receives the Rols from the Level-1 trigger. It uses the
full granularity and precision of all the data, including the inner detector,
to further reduce the amount of data. It uses the information from the inner
detector to confirm track and energy clusters found in the Level-1 trigger. The
Level-2 trigger is designed to reduce the trigger rate to approximately 3.5 kHz,
with processing time of 40 ms.

The Event Filter is the last stage in the online selection, and it will decide
which events will go to permanent storage. The Event Filter reduces the trigger
rate further, to approximately 200 Hz, with a processing time of 4 s. Once an
event is selected by the event filter it will be send to permanent storage, and

is available for future physics analysis. The average event size is 1.3 MB.
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Chapter 4

ATLAS Analysis Software

This chapter will describe the ATLAS software used to carry out the data
analysis. The ATLAS offline software aims to reconstruct and help analyze the
processed data by the ATLAS trigger and data acquisition system described
in Section 3.1

In order to find interesting signals for new physics in ATLAS, the ATLAS
software must be able to support analysis of recorded events from the ATLAS
detector (experiment) as well as simulated events from a Monte Carlo (MC)
event generator throughout the experiment operational lifetime.

Hence, the ATLAS software group provides and develops a common event
processing framework called the Athena framework, which is written mainly
in the C++ programming language with various supporting components and
interfaces via Python scripts. The Athena framework is being used by the

ATLAS collaboration as the main tool for data analysis.
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4.A° ATHENA Framework

Athena is the common software framework for the ATLAS experiment [4]. It
is based on the Gaudi framework, which was originally developed by LHCb,
but presently it is a common kernel of software for both the ATLAS and
the LHCb experiments, with Athena including some ATLAS specific program
enhancements. All levels of data processing [27] (Figure 4.1) in the ATLAS
experiment are done in the Athena framework [28], that includes software for
example for event simulation, event trigger, event reconstruction, and physics

analysis tools.

4.A.1 Event Generation

The generation of events is the first step of the event simulation and recon-
struction in the ATHENA framework. Before the LHC became operational,
all of the physics studies were done by simulated events of proton-proton colli-
sion. At present, there are several popular event generators e.g., HERWIG [29],
PYTHIA [30], ALPGEN [31], CHARYBDIS [32], and so on. These generators
can be run inside of ATHENA individually.

4.A.2 HepMC (High Energy Physics Monte Carlo)

HepMC is an object-oriented event record written in C++ for Monte Carlo
event generators. Generated event data from event generation are mapped
into HepMC as a common format in the StoreGate (the ATLAS transient
data store). Now, the recorded events are sent to G4ATLAS simulation after a
particle filtering. These data objects containing Monte Carlo truth information

are read by G4ATLAS simulation based mainly on Geant4 [33].
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Figure 4.1: Schematic representation of the full chain Monte Carlo production.
From Ref. [27].

4.A.3 Simulation

In recent years, a huge amount of effort on improving the Geant4 simulation
has been carried out in order to provide the modeling of hadronic physics
processes. The Geant4 toolkits allows us to build the virtual ATLAS detector

with specific descriptions of materials.

45



4.A.4 Digitization

G4ATLAS simulates physics processes in the ATLAS detector, so it reads out
the hits which include energy, position, and interaction information. The pro-
duced hits will correspond to the readout electronics and the propagation of
charges or light into the media. Thus, the stage of digitization requires de-
tailed detector knowledge. At the end of this step, Raw Data Objects (RDOs)
are produced which pass the event filter of the high level trigger (HLT) for
reconstruction. The RDOs are similar to the real detector data. The most
important role of this step is that one can compare the RDO output to real

data to test the detector response of experiment.

4.A.5 Reconstruction

Reconstruction from simulated data (see Section 6.C for reconstruction of real
data) is an essential part of this work because it enables one to reconstruct
MC signal events for physics analysis. Reconstruction plays the role of deriving
particle kinematics (energy, transverse momentum, etc.) and information for
physical objects such as muons, electrons, photons, tau-leptons, jets, missing

transverse energy, and primary vertex.

4.A.6 ESD

The ESD (Event Summary Data) contains detailed output from the recon-
struction to re-run track re-fitting, jet calibration, and the first stage of par-
ticle identification. Thus, it is good for tuning of reconstruction algorithms
and calibrations of the ATLAS experiment for real data. However, it does

not allow to fully re-run pattern recognition from the inner detector clusters
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or recalibration of all the calorimeter cells because the ESD is designed to
compactify the largest objects.

The Analysis Object Data (AOD) is produced from the ESD via the AOD
builders and it contains the necessary information to satisfy the requirements
for further analysis. The AOD contains a summary of the reconstructed event
from the ESD. Therefore, the size of the AOD file is much smaller than the
ESD files.

DPD (Derived Physics Data) is derived from AOD (Analysis Object Data)
on which the end user can perform physics analyses on. They are ntuple style
representations that can be used easily with analysis tools such as ROOT (see

subsequent section, 4.B). The analysis in this thesis is performed on ntuple

files.

4.B ROOT

ROOQOT is an object-oriented analysis program developed at CERN for all high
energy particle physics experiments. It has a built-in C++ interpreter (CINT).
This allows the user to run small C++ programs, without being compiled.
ROOT is designed to handle large amounts of data in a very efficient way and

it provides a large amount of analysis package tools such as:

1. histogramming and graphing to view and analyze distributions and func-

tions,
2. curve fitting (regression analysis) and minimization of functionals,
3. statistics tools used for data analysis,

4. matrix algebra,
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5. four-vector computations, as used in high energy physics,

6. standard mathematical functions, etc.

4.C Data and Monte Carlo Samples

The data used in this analysis were collected at the LHC operating at a centre
of mass energy of 7 TeV. The total integrated luminosity after detector and
data-quality requirement (bad runs) is 316 pb™!, with an uncertainty of 1.8%
[34]. The data were recorded with a missing energy trigger with the threshold
at 60 GeV (cf. Chapter 5) on the missing transverse energy. The trigger
efficiency reaches a plateau regime for missing transverse energy above 140
GeV (cf. Chapter b).

Monte Carlo samples are used both for signal modeling and background
estimation. These samples are processed with the ATLAS full detector sim-
ulation [35] which is based on the GEANT4. The simulated events are then
reconstructed with the same software chain as the data.

Background Monte Carlo samples were generated for QCD processes with
PHYTHIA, using the MRST2007LO* modified leading-order parton distribu-
tion functions (PDF) [36], The tt events were generated with MC@QNLO [37]
with top-quark mass of 173.2 GeV [38], and with the next-to-leading order
(NLO) PDF set CTEQ6L1 [39]. The W+jets and Z+jets Monte Carlo events
were produced with ALPGEN, using the CTEQG6L1 PDFs. Fragmentation and
hadronisation for the ALPGEN and MCQNLO samples were performed with
HERWIG using JIMMY [40] for the underlying events. These Monte Carlo
samples were produced using a specific ATLAS parameter tune [41] depending

on the event generator.
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Signal Monte Carlo sample were generated using modified CHARYBDIS2
[14]. The shower evolution and hadronisation uses PYTHIA. The samples
were produced with the CTEQG6L1 PDF set with the radius of the black hole
used as the QCD scale, ) = 1/r,. For the signal sample, Mp = 0.94 TeV
and the black hole remnant mass threshold, M,,;, = 3.6 TeV is for a case of 4
extra dimensions. The resulting black mass ranges from this threshold to the

maximum black hole mass, /s = 7 TeV.
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Chapter 5

Trigger Analysis

All ATLAS events have to be selected by the trigger system before they are
recorded for offline study. There are three levels in the trigger system as

mentioned in Section 3.H.

5.A Trigger Nomenclature

In this thesis, trigger chains will be referred to by giving their official names
as they appear in the trigger menu. These names are composed according to
the following conventions. The general structure of the trigger names is:
(Trigger Level) (Multiplicity if > 1)(Threshold Type)(Threshold Value) (Postfix)
The prefix indicating the trigger level is always L1, L2 or EF, followed by an
underscore. For triggers which require a multiplicity of trigger objects larger than 1,
the multiplicity is then given in front of the threshold type. The threshold type is an
abbreviation stating the type of the trigger. The most important abbreviations for
object triggers are e for electrons, g for photons, mu for muons, tau for tau leptons,
j for jets and fj for forward jets. Triggers which use global quantities have mb for

minimum bias, rd for random triggers, ht for the sum of the transverse energy, je for
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the total energy in jets, xe for the missing transverse energy, E3 . In addition, at
Level 1, there is EM, standing for the item triggering on electron/photon objects,
which cannot be distinguished at I.1. Threshold type and value may appear several
times for combined triggers.

The names for L1 items always consist only of uppercase letters, whereas for
L2 and EF usually lowercase letters are used, but here the postfixes may vary.
An important postfix of the chain studied here is noMwu, which is common to all
configured missing energy trigger chains at L2 and EF and says that no muon
contributions are taken into account in the trigger decision.

Some examples for illustration are:

1. L1_MU20 = L1 muon trigger item, requiring a muon with a pr of at least

20 GeV.

2. L2_j45_xe20_noMu = jet + EWSS trigger at L2, requiring a jet with at least

45 GeV and E{Fiss of at least 20 GeV excluding muon contributions.

3. EF_j55_adtc_EFFS = EF jet trigger item, requiring a jet with anti-k; R =
0.4 (R = distance parameter) and pr of at least 55 GeV with full scanning at
EF (EFFS = Event Filter Full Scan).

4. EF_xe30_loose_noMu = ER trigger, requiring at least 30 GeV of missing

transverse energy at EF, which has looser thresholds at L1 and / or L2.

We have selected a high level EXS trigger, EF_xe60_noMu for this thesis.
Table 5.1 shows the acceptance for the various datasets used for this thesis. These
acceptances are the ratio of events that passed the trigger to the number of events

in the sample,

Number of events passing trigger
acceptance =

x 100%. (5.1)

Total number of events in sample
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Process tt | Wjets | Z+jets | QCD dijet | Black Hole | Data

Acceptance (%) | 1.7 9.2 8.5 20.8 55.0 3.8

Table 5.1: Acceptance for MC simulated Standard Model backgrounds, data
and black hole events using EF_xe60_noMu trigger.

5.B Efficiency Estimation

The basic principle of the computation of a trigger efficiency is selecting the number
of occurrences in which the trigger could have fired (the denominator of the efficiency
estimate n), and the number of occurrences in which it actually did (the numerator
m), both as a function of the offline variable which are used to parametrize the
trigger efficiency. The ratio of the counts is used as the estimator of the trigger
efficiency,

, (5.2)

where m obviously depends on n. The counting is usually done using two 1-
dimensional histograms with an appropriate binning in the relevant offline variable.

The next stage of this analysis is to plot an efficiency histogram using our
datasets to determine the fully efficient region of this trigger, which will further be
applied in our subsequent analysis. ATLAS data and Monte Carlo (MC) datasets are
employed for this purpose. We chose EF_xe20__noMu and EF_ j55 adtc_ EFFS as
our reference trigger for this exercise. A low threshold value trigger (EF__xe20_noMu
and EF_j55_adtc_ EFFS) is usually used as a reference trigger for the purpose of
efficiency estimation.

The efficiency histogram below was achieved using Equation 5.1. For the data

and QCD dijet sample (contribution of events that are dominated by the strong
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interactions), the equation becomes,

_ (EF_j55_adtc_EFFS)(EF_xe60_ noMu)
“Data(QCD) = EF_j55 adtc EFFS ’

(5.3)

where () stands for intersection. While for tt, W-jets, Z+jets and black hole,

Equation 5.1 becomes,

(EF_xe20_noMu) N(EF__xe60_noMu) (5.4)
€= . .
EF xe20 noMu

Different formulas were applied for the purpose of calculating the efficiency be-

cause some trigger variables were missing in some datasets.
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Figure 5.1: Efficiency plot for EF xe60 noMu trigger using ATLAS data.

Shown in Figure 5.1, the trigger appears to be 100% efficient, with large error,
at a missing transverse energy of at least 140 GeV. Hence, we use this value as one
of our analysis selection criteria for our black hole search.

Also shown are efficiency plots for the Monte Carlo background samples used
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for this work. The background Monte Carlo samples show the following efficiency
values: the QCD (Figure 5.2) shows an 88% trigger efficiency, the black hole sig-
nal (Figure 5.3) shows about 96% efficiency, the ¢t (Figure 5.4) shows about 90%
efficiency, the W + jets (Figure 5.5) shows about 97% efficiency and the Z + jets
(Figure 5.6) shows about 90% efficiency.

Since the MC simulated efficiency is not 100%, the inefficiency is compensated

in the calculation of the number of events.
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Figure 5.2: Efficiency plot for EF _xe60 noMu trigger using QCD dijet sam-
ples.
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Figure 5.3: Efficiency plot for EF__xe60 noMu trigger using black hole sample.
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Chapter 6

Analysis Strategy

6.A CHARYBDIS: A black hole event gener-

ator

The black hole event generator CHARYBDIS2 [32] version 1.003 has been used to
generate a Monte Carlo event sample. It is designed to simulate the production and
decay of black holes in hadron collider experiments. The generator is interfaced, via
the Les Houches accord [43], to PYTHIA version 6.421 which performs the parton
shower evolution and hadronization, and decays.

The CHARYBDIS2 event generator models the production and decay of black
holes. The decay particles are chosen according to the relative emission probabilities
calculated for the evaporation phase. The decay of black hole is subject to the
constraint that baryon number and charge must be conserved.

We have used the three parameters: n = 4, Mp = 0.94 TeV and Vo =
0.64 TeV—! as described in Chapter 2 of Section 2.D.1 to calculate the remnant mass
of the black hole used for this work. v/# [14] is special for modifying CHARYBDIS2

to model noncommutative black holes. Table 6.1 shows the input parameters used
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in generating the black hole signal sample for this work.

Name Description Value

MINMSS | Minimum mass of black hole | 0.94 TeV
MAXMSS | Maximum mass of black hole 7 TeV
MPLNCK Planck scale 0.94 TeV

TOTDIM | Total number of dimensions 8

Table 6.1: Some input parameter used with CHARYBDIS2 in creation of a
black hole signal sample with 4 extra dimensions, D—dimensional Planck scale,
Mp = 0.94 TeV and remnant mass of 3.6 TeV.

6.B Black Hole and Background Samples

In this study, we have used a beam energy of 7 TeV. Our simulated signal is a non-
commutative black hole in four extra spatial dimensions, and with a cross section of
4.67 pb (this value is as a result of computing, 71'7“3, where 1 is the noncommutative
gravitational radius, which depends on the number of dimensions and Mp). The sig-
nal sample consists of 5000 events, and corresponds to a luminosity of 1.1 fb~!. Our
goal has been to separate a black hole signal from that of Standard Model back-
ground processes. Noncommutative black hole events will have high multiplicity
with soft pr jets.

The relevant background to a back hole signal, will be highly energetic events.
Events with soft scalar sum of transverse momentum and high multiplicity of par-
ticles are of interest. The main backgrounds that we have studied is QCD dijet
production, tt production, W+jets production and Z+jets production.

Since dijet events have a large production cross section, they provide a consid-
erable source of background for many processes. In ATLAS, Monte Carlo (MC)

simulated dijet samples are often called JN (where N is 0,1,..,8), and indicate the
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momentum range in GeV for the most energetic (leading) jet before radiation as

shown in Table 6.2.

6.B.1 Normalizing the signal and background samples

In order to obtain the right ratio between Monte Carlo simulated samples (signal
and background) and data from the LHC, we have to normalize the Monte Carlo
simulated samples and the data. In this study, we normalized both the Monte Carlo
simulated number of events, background and signal, to the data by scaling the Monte
Carlo samples to the same luminosity as the data. The scaling factor, or weight (w)

is given by
w— Lumigataomc
Number of MC events’

(6.1)

where w is the weight listed in Table 6.2, Lumigat, is the luminosity of the data
and opc is the cross-section for the respective background and signal Monte Carlo

simulated processes.
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Process Generator Sample pr[GeV] o [pb] # Events before weighting | weight (w)
QCD dijet PYTHIA Jo 8 —17 1.2030.101° 999997 6.8625.10°
J1 17— 35 8.0726.108 999993 4.6051.10%
J2 35— 170 4.8048.107 999999 2.7409.10%

J3 70 — 140 2.5369.100 999992 1.274.103

J4 140 — 280 9.9608.10* 989992 57.3958

J5 280 — 560 2.5950.103 999987 1.48034
J6 560 — 1120 35.4890 999974 2.0245.102
J7 1120 — 2240 0.13391 998955 7.6469.10~°
J8 2240 — 0o | 5.6799.1076 998948 3.2435.107°
tt MC@NLO tt - 1.4552.102 1179034 6.8842.10~2
W+jets ALPGEN W +jets - 31.1060 1989246 8.1768.10~3
Z+jets ALPGEN Z+jets — 4.5721 249999 1.0201.103
Black Hole | CHARYBDIS | Black Hole - 4.6700 5000 4.8881.10~ "

Table 6.2: Monte Carlo simulated samples showing various processes with their

respective weighting factor, w. These values are are based on those obtained
from the ATLAS Metadata Interface (AMI).

6.B.2 Signal Properties

Quantum black holes are assumed to decay dominantly to Standard Model particles
with quarks and gluons having the highest degree of freedom. The decay products
from the noncommutative black hole with Mp = 0.94 TeV, n = 4 and minimum mass
of 3.6 TeV are as shown in Figure 6.1 while Table 6.3 shows the numbering scheme.
A particle ID is a Monte Carlo numbering scheme developed by the Particle Data
Group (PDG) for representing particles. This figure shows the quarks (|pdgID| < 7)
and gluon (pdgID = 21) occurring frequently followed by the leptons and neutrinos

with absolute particle ID between 10 and 17.
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Quarks | Leptons | Gauge bosons

d 1 e 11 g 21
u 2 ve 12 v 22
s 3 u- 13 Z9 23
c 4 v, 14 W+ 24

b 5 T~ 15 hY/HY 25
t 6 vy 16

Table 6.3: Particle Data Group Monte Carlo particle numbering scheme [2].

Figures 6.1 to 6.8 show the characteristics of a noncommutative black hole signal
with n = 4, Mp = 0.94 TeV and My, = 3.6 TeV. The distribution of the transverse
momentum of the primary particles, Figure 6.3 to Figure 6.5 show a low value with
high number of particles, Figure 6.2. This high number of particles is due to low
energy particles being emitted during the later stage of the black hole decay. On
average, seven particles are produced from the decay of the black hole in question,
with an average of 42 GeV transverse momentum, Figure 6.3. The sum of transverse
momentum, missing transverse energy and black hole invariant mass distributions
are shown in Figures 6.6, 6.7 and 6.8 respectively.

Primary particles are the immediate decay product from a black hole, and are
referred to as truth particle at the simulation or generator level. These decay prod-
ucts contain jet of particles which are narrow cone of hadrons and other particles

produced by the hadronization of a quark or gluon.
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Figure 6.1: Primary particle ID of the decay products from a black hole with
n = 4 extra dimensions, Mp = 0.94 TeV and M,;, = 3.6 TeV. To the left
of the zero mark indicates anti-particles, while to the right of the zero mark
indicates particles.
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Figure 6.2: Primary particles from the decay of a black hole with n = 4 extra
dimensions, Mp = 0.94 TeV and M,,;, = 3.6 TeV.

62



Entries 40365
:I LI I L I T T 1T I L I T T 1T I L I T T 1T I T T 1T I T T Mean 42
RMS 56.26
- Underflow 0
10 = Overflow 0
£ B
) 3
> 10 :? 3
) = =
o = =
ps - -
3 - -
8 102 -
» E =
Q9 - -
= - .
5 - -
10" E
' ’_I—\
E 1 1 1 I 1 1 1 1 I 11 1 1 I 1 1 1 1 I 11 1 1 I 1 111 1 11 1 1 I 1 111 1 I 11 1 | I 11 | E

0 100 200 300 400 500 600 700 800 900 1000
Truth Particle Transverse Movementum [GeV]

Figure 6.3: Primary particle transverse momentum from the decay of a black
hole with n = 4 extra dimensions, Mp = 0.94 TeV and M,,;, = 3.6 TeV.
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Figure 6.4: Jet maximum transverse momentum from the decay of a black
hole with n = 4 extra dimensions, Mp = 0.94 TeV and M,,;, = 3.6 TeV.
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Figure 6.5: Lepton maximum transverse momentum from the decay of a black
hole with n = 4 extra dimensions, Mp = 0.94 TeV and M,,;, = 3.6 TeV.
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Figure 6.6: Scalar sum of transverse momentum from the decay of a black hole
with n = 4 extra dimensions, Mp = 0.94 TeV and M,;, = 3.6 TeV.
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Figure 6.7: Missing transverse energy from the decay of a black hole with
n = 4 extra dimensions, Mp = 0.94 TeV and M,,;, = 3.6 TeV.
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Figure 6.8: Invariant mass distribution of a black hole with n = 4 extra
dimensions, Mp = 0.94 TeV and M,,;, = 3.6 TeV.
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6.C Reconstruction and object selection

6.C.1 Jets
Al’lti—kj_

In order to form jets as physics objects from calorimeter clusters [44] an algorithm
is needed. A relatively new approach is the anti-k; jet clustering algorithm [45].

This algorithm calculates, for all input objects i, the quantities d;; and d;p as

follows:
(o o\ (AR
d;; = min (kzl?, kﬁ) o2 Z, (6.2)
dip = k13, (6.3)
where
(AR =/ (yi — ) + (61 — 672, (6.4)

with %k ; being the transverse momentum of object ¢ and y; its pseudorapidity (which
will be represented by 7 later). The quantities d;; and d;p can be seen as distance
parameters between objects, and an object to the beam, respectively. Having calcu-
lated all d;; and d;p, a sorted list is compiled. If the smallest entry is d;; then the
corresponding objects are merged. If the smallest entry is d; 5, object 7 is considered
a jet. As a finalized object it is removed from the list. Thus this algorithm merges
or finalizes objects with large transverse momentum first. The quantity R is a reso-
lution parameter which determines the distance at which two neighbouring jets are
resolved. After each step the list is recalculated until all objects are finalized. AR
is the distance between particles in the 7 — ¢ plane.

In ATLAS, two versions of this algorithm are commonly used, only differing in
the parameter R. These are named AntiKt4 and AntiKt6 with R = 0.4 and R =

0.6, respectively.
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Jet Energy Scale and Resolution

The algorithm for reconstructing and measuring jet kinematics in data and detector-
level simulated events uses topological clusters (topoclusters) [44] in the calorime-
ters. Topoclusters are groupings of neighbouring calorimeter cells that have sig-
nificant energy above the expected noise level. This results in clusters that have
a variable number of cells. They are three dimensional objects designed to follow
the shower development, taking advantage of the calorimeter segmentation of the
ATLAS detector. They are built around seeds, which are calorimeter cells with a
signal-to-noise ratio above a certain threshold value. The baseline calibration of
these clusters is based on test-beam measurements. This corrects the cluster energy
to the electromagnetic scale. Since the ATLAS calorimeters have a lower response to
hadronic than to electromagnetic energy deposition, a further correction is needed
once a jet is identified. This correction factor is determined with global cell weight-
ing using simulated data and is mainly 1 and pr dependent. Energy losses due to
material in front of the calorimeters are compensated by this calibration method.
Dead material and fluctuations in the hadronic shower, in particular in its electro-
magnetic content, worsen the resolution beyond the intrinsic energy resolution of
the calorimeters. Test-beam data [46, 47] and in-situ measurements [48, 49] show,
that the detector simulation describes the calorimeter response to single hadrons to
within 5%.

The final energy scale calibration and its uncertainty account by design for uncer-
tainties in the hadronic shower modeling, description of calorimeter noise, material
in front of the calorimeters and uncertainties due to differences between test-beam
measurements and the in-situ detector. In a study done with the first 7 nb™! of
data [50], the jet energy scale calibration is determined using numerical inversion of
the response calculated from MC. The overall py correction for jets is below 50%,

for central jets (i.e. the barrel region) with pp > 60 GeV below 35%. The overall
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uncertainty is below 9% for the entire n and pr range and below 7% for central jets
with pr > 60 GeV.

With the first 6 nb~! of data, the jet energy resolution was determined [51]. Two
different techniques are used. The first method uses dijet balance. A Gaussian is
fitted to the distribution of the asymmetry of the two jet transverse momenta and
its width is used to determine the resolution. The other method is called bi-sector
method and uses an imbalance vector, defined as vector sum of the two leading
(most energetic) jets in the event. Deviations from zero are used to determine the
resolution. The results from both methods are compared to the MC prediction
from Pythia. Both methods give consistent results, and the resolution on Monte
Carlo is found to agree with the resolution on data within 14% for jets with 20 GeV

< pr < 80 GeV and |n| < 2.8.

Event Cleaning

Especially in the early data taking periods of an experiment it is probable to find
a behaviour of the detector which is unexpected. These detector effects can lead to
fake jets (called bad jets) or to problems in the jet energy scale (called ugly jets).
Typical causes are sporadic noise cells in the LAr and Tile calorimeter, noise bursts
in the HEC and coherent noise in the electromagnetic calorimeter. Additionally,
cosmics and beam background can distort the measurement. To ensure a clean data
sample, selection criteria have to be defined to find jet candidates which are with
a high probability good jets, i.e. not bad or ugly jets. An extensive study of these
effects has been done by the ATLAS collaboration [52]. These are the recommended
selection criteria:

Reject jets created by detector effects (bad jets)

1. The five cells with the highest energy deposition must contain less than 90%

of the energy of the jet.
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2. The fraction of the jet energy deposited in the hadronic end-cap (fHEC) is

less than or equal to 0.8.

3. The absolute value of the jet quality variable, which quantifies how closely

the measured calorimeter pulses match a reference pulse is less than 1-fHEC.

4. The fraction of energy of the jet deposited in the electromagnetic calorimeter

is less than or equal to 0.95.

5. The cell-weighted time of the jet is less than 50 ns different from the average

event time.
Reject jets with problematic Jet Energy Scale (ugly jets)

1. The fraction of the jet energy deposited in the TileGap3 scintillators must be

less than or equal to 0.5.

2. The fraction of the jet energy coming from masked cells, whose energy is
extrapolated using the energy density of neighbouring cells, must be less than

or equal to 0.5.

A fake or wrongly measured jet has two effects on the analysis. Besides the
energy from the bad or ugly jet itself, it leads to a mis-measurement of EXS in the
event. Since, in this work, both the energy and E{Piss are used, this leads to poorly
measured event properties. Thus if a bad or ugly jet is found with pp > 70 GeV,

the whole event is rejected. This avoids faked signal candidates and ensures a clean

data sample at a fraction of 0.78.

Jet Selection

In this thesis jets reconstructed with the anti-k; algorithm and a resolution pa-
rameter of R = 0.4 (AntiKt4) are used. The transverse momentum is taken at the

calibrated jet energy scale determined with global cell weighting. The momentum
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requirement for a jet is pr > 70 GeV. The fiducial selection is the restriction to
central jets with |n| < 2.8. This is the range, for which the energy calibration is

valid.

6.C.2 Missing Transverse Energy

The reconstruction of the missing transverse energy E¥S is based on calorimeter
energy deposits as well as on muon information. The algorithm and performance
is described in Ref. [53]. The calorimeter contribution is calculated using cells
from topological clusters. This helps to limit the number of contributing cells, N¢en
and thus the influence of noise on E¥S. For calibration purposes the so called
local cluster weighting scheme is used. It first classifies a hadronic topocluster as
electromagnetic or hadronic, depending on its topology. Additional corrections are
applied for energy loss due to deposits outside the topocluster or in dead material in
front or close to the topocluster. Weights determined from Monte Carlo simulations
are then used to calibrate the topocluster cells. The muon contribution is calculated
from both isolated and non-isolated (within AR < 0.3 to the closest jet) muon
candidates. Isolated muons are using the combined information from both the muon
system and the inner detector. For non-isolated muons it is impossible to distinguish
between muon and jet tracks in the inner detector. Therefore, only the information
from the muon system is used.

The missing transverse energy is then calculated as:

Ejr{liss — \/(E)r(niss)Q + (E}r]niss)Z7 (6.5)
where
miss __ calo w(iso) p(non—iso)
B = — (B + By + By ). (6.6)

where Ef(?}lfs is the contribution from energy lost by muons in the calorimeter, the
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h(s0)

() s the contribution from isolated muons, and prnon=iso)

from non-isolated
x(y)

muons.

6.C.3 Definitions

In this work, the following definitions are chosen for the transverse momentum sum
and invariant mass: > pr is defined as the scalar sum of the transverse momentum

pr for all selected reconstructed final jets. E{Piss is not included in this sum.

6.C.4 Primary Vertices

The reconstruction of the primary vertex and secondary vertices is part of the track
reconstruction [54]. It is divided into two steps. In the first step, the primary vertex
finding, reconstructed tracks are associated to a particular vertex candidate. In the
second step, the vertex fitting, the actual vertex position is reconstructed and its
quality estimated. Candidates for primary vertices can for example be created from
a pre-selection of tracks with a given minimum pp. These tracks are compatible with
the expected bunch-crossing region which are grouped into clusters. These clusters
are then cleaned iteratively for outlying tracks based, for example, on the y? of the
fit of the track and the vertex. For our analysis, we require a primary vertex having

at least five tracks.

6.C.5 Good Run Lists

Data collected in ATLAS are taken in periods which spans a certain interval of time,
or a certain range of run numbers. Each run at the start of the year is given a letter
starting with A. Runs may have sub-periods, i.e. period 2011A comprise Al and
A2.

Each period may consist of one or more physics runs. A physics run usually
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starts after the beams in the LHC have been accelerated to the nominal centre-
of-mass energy and declared stable. Each run comprises luminosity blocks (LBs),
which in turn consist of several thousand events each. A luminosity block is the
smallest entity over which the detector and beam conditions are assumed to be
stable.

Not all of the data which has been recorded with the ATLAS detector is suitable
for physics analyses. Problems with the detector may compromise the data and
render part of the data unusable. The requirements of individual physics analyses
with respect to the quality of the data differs depending on the type of analysis. To
accommodate for the needs of different analyses, while providing a unified approach
to assess the data quality, the status of the detector is monitored throughout data
taking and observed problems with the data are stored in a database. From this
database, a Good Run Lists (GRLs) can be created [55]. They are part of the input
to every analysis and define which subset of the data taken with the ATLAS detector
is suitable to be considered for physics or performance analyses.

GRLs are stored as text files in the extensible markup language (xml) file format
and contain lists of runs. Each run contains a list of the luminosity blocks for which

all quality requirements (non problematic detectors) have been met.

6.C.6 LAr hole and LArError

The LAr hole is a term used for a detector problem, which affects part of the
electromagnetic liquid-argon calorimeter in the barrel. The region affected by the
LAr hole is [-0.1,1.5] x [—0.9, —0.5] in i x ¢ space. For physics analyses, a way to
deal with this problem is to reject events which include jets that fall into the LAr
hole region.

The LArError are errors due to bad or corrupted events. They are as a result of

LAr noise burst and data corruption at the detector level. These faults are corrected
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by rejecting events having this problem.

6.D Event Selection

Black holes are searched for in the 2011 ATLAS data and the official selection
developed within the ATLAS JetEtMiss group have been implemented on this data.
To give a first idea of how the analysis proceeds, the cuts can be grouped into non
physics (standard ATLAS JetEtMiss group cuts) and physics cuts (derived cuts).
The non physics cuts are selection of collision candidates and event clean-up
(cf. Section 6.C.1). This step filters out bad data from runs with known detector
problems, and also implements the trigger selection. Physics cuts on the other hand

help optimize our signal event sample, while reducing the MC simulated background

events.
Selection cut Cut Cut description Event count | ecut[%] | €ca[%]
Raw events 59001494 - -
1 Good Runs List (GRL) 54207738 91.9 -
2 Trigger 2263965 4.2 100
3 Non physics Primary vertex 2222849 98.2 98.2
4 LArError 2208330 99.3 97.5
5 Bad jets 1770833 80.2 78.2
6 LArHole 1426730 80.6 63.0
7 Emiss > 140 GeV 34418 2.4 1.5
8 Njet > 2 13053 37.9 0.6
9 Physics > pr/Emiss <7 12566 96.3 0.6
10 pist/Emiss < 3 11911 94.8 0.5

Table 6.4: Overview of the complete selection of the analysis with short de-
scription of the cuts given together with the number of events in data left after
each cut. €.y is the efficiency of the cut on this sample with respect to the
preceding cut, while e.q is the cumulative decrease of efficiency of the cut with
respect to the trigger cut.

Tables 6.4 and 6.5 summarizes the event counts in data and in Monte Carlo,
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following from the selection criteria according to the cut presented in the Table 6.4,
as well as the statistical uncertainties on these numbers.

Table 6.5 lists the event counts from the cut on Monte Carlo for the different
QCD background samples, while Table 6.6 shows the number of expected events
in the QCD background samples. The expected events are events that have been
weighted with the luminosity of the data, and the process’s respective cross-section.

In Table 6.6, all Monte Carlo simulated samples used for this analysis are shown
as well as event counts which follows from the selection criteria used. Tables 6.7 and
6.8 shows the event counts in all Monte Carlo samples and the expected numbers
respectively.

The cut efficiency, €., on the respective samples with respect to the preceding
cut is shown in Table 6.10. The table shows which of the backgrounds gives the
largest contribution and allows to compare the efficiency of the cuts with respect
to the suppression of the backgrounds. It demonstrates that a strong suppression
of the dominating QCD background is achieved by cutting on the EXisS, The table
allows to compare the expected event counts in the signal regions from Standard
Model backgrounds modeled in the Monte Carlo simulated samples to the event

counts that were actually measured in data.
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Selection cut ‘ JO ‘ J1 ‘ J2 ‘ J3 ‘ J4 ‘ J5 ‘ J6 ‘ J7 ‘ J8 ‘

Raw Events 999997 | 999993 | 999999 | 999992 | 989992 | 999987 | 999974 | 998955 | 998948
GRL 999997 | 999993 | 999999 | 999992 | 989992 | 999987 | 999974 | 998955 | 998948
Trigger 1 1 4 366 16542 | 129812 | 354699 | 605452 | 762945
Primary Vertex 1 1 4 366 16528 | 129714 | 354292 | 604082 | 760034
LArError 1 1 4 366 16528 | 129714 | 354292 | 604082 | 760034
Bad jets 0 0 1 300 14809 | 117247 | 321492 | 551858 | 699864
LArHole 0 0 1 290 14275 | 113274 | 311219 | 535589 | 682237
EXiss > 140 GeV 0 0 0 0 73 4203 | 47477 | 207680 | 435428
Njet > 2 0 0 0 0 59 4188 | 47476 | 207680 | 435428
> pr/ERss <7 0 0 0 0 59 4038 | 25434 | 41521 | 61557
pist/Emiss < 3 0 0 0 0 59 3547 | 13687 | 23059 | 35722

Table 6.5: Number of QCD Monte Carlo simulated events left after selection
criteria.

Selection cut ‘ Jo ‘ J1 ‘ J2 ‘ J3 ‘ J4 ‘ J5 ‘ J6 ‘ J7 ‘ J8 ‘
Raw Events 6.9.10'2 | 4.6.10'! | 2.7.10'° | 1.4.10° | 5.7.107 | 1.5.10% | 2.0.10* | 76.4 | 0.0
GRL 6.9.10'2 | 4.6.10'" | 2.7.10'0 | 1.4.10° | 5.7.107 | 1.5.10 | 2.0.10* | 76.4 | 0.0
Trigger 6.9.10 | 4.6.10° | 1.1.10* | 5.3.10° | 9.5.10° | 1.9.10° | 7181.0 | 46.3 | 0.0

Primary Vertex 6.9.108 4.6.10° 1.1.10% | 5.3.105 | 9.5.105 | 1.9.105 | 7172.7 | 46.2 | 0.0

LArError 6.9.106 | 4.6.10° | 1.1.10* | 5.3.105 | 9.5.10% | 1.9.10% | 7172.7 | 46.2 | 0.0
Bad jets 0.0 0.0 2.7.10* | 4.3.10° | 8.5.10° | 1.7.10° | 6508.7 | 42.2 | 0.0
LArHole 0.0 0.0 2.7.10% | 4.2.10° | 8.2.10° | 1.7.10° | 6300.7 | 41.0 | 0.0
Emiss > 140 GeV 0.0 0.0 0.0 0.0 4189.9 | 6221.9 | 961.2 | 15.9 | 0.0
Njetr > 2 0.0 0.0 0.0 0.0 3386.4 | 6199.7 | 961.2 | 15.9 | 0.0
> pr/Emss <7 0.0 0.0 0.0 0.0 0.0 5977.6 | 5149 | 32 | 0.0
pist/Emiss < 3 0.0 0.0 0.0 0.0 0.0 5250.8 | 277.1 1.8 | 0.0

Table 6.6: Number of QCD Monte Carlo simulated events left after the selec-
tion criteria normalized to an integrated luminosity of 502 pb~*.

The background sample is the total sum of all Monte Carlo simulated events:

QCD + (Z-+jets)+(W +jets)+tt.
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Selection cut ‘ QCD ‘ Z+jets | Wjets tt ‘ Background | Black Hole
Raw Events 8987837 | 249999 | 1989246 | 1179034 12406116 5000
GRL 8987837 | 249999 | 1989246 | 1179034 12406116 5000
Trigger 1865022 | 21168 183182 19708 2093880 2748
Primary Vertex 1865022 | 20990 181936 19667 2087605 2608
LArError 1865022 | 20990 181936 19657 2087605 2608
Bad jets 1705571 16176 149500 17229 1888476 2585
LArHole 1656885 15941 147631 16549 1837006 2585
E%iss > 140 GeV | 694861 2019 21055 322 718257 1742
Njet > 2 694831 670 7473 319 703293 1077
ZpT/EI“E’iSS <7 132609 668 7466 290 141033 1077
p%,St/ETHJiSS <3 76074 666 7452 271 84463 1077

Table 6.7: Expected number of background, signal and total background
Monte Carlo simulated events for the selection criteria.

Selection cut QCD Z+jets W+jets tt Background | Black Hole
Raw Events 7.3 x 1012 | 2550.2 | 1.6 x 10* | 8.0 x 10* | 7.3 x 102 2444.1
GRL 7.3 x 1012 | 2550.2 | 1.6 x 10* | 8.0 x 104 | 7.3 x 102 2444.1
Trigger 9.1 x 106 215.9 1497.9 1356.7 9.1 x 106 1343.3
Primary Vertex 9.1 x 108 214.1 1487.7 1353.2 9.1 x 108 1274.8
LArError 9.1 x 108 214.1 1487.7 1353.2 9.1 x 108 1274.8
Bad jets 1.5 x 108 165.0 1222.4 1186.1 1.5 x 108 1263.6
LArHole 1.4 x 106 162.6 1207.1 1139.3 1.4 x 106 1263.6
Emiss > 140 GeV | 1.1 x 104 20.6 172.2 22.2 1.2 x 10* 851.5
Njet > 2 1.1 x 10* 6.8 61.1 22.0 1.1 x 10* 526.5
> pr/ERss <7 6495.7 6.8 61.0 20.0 6583.5 526.5
pist/Emiss < 3 5529.6 6.8 60.9 18.7 5616.0 526.5

Table 6.8: Expected number of background, signal and total background
Monte Carlo simulated events for the selection criteria normalized to an inte-
grated luminosity of 502 pb~!.
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Selection cut QCD[%] | Z+jets[%] | Wiets[%] | tt[%] | Background[%)] | Black Hole[%)]
Raw Events - - - - - -
GRL - - - - - -
Trigger 100.0 100.0 100.0 100.0 100.0 100.0
Primary Vertex 100.0 99.2 99.3 99.7 100.0 94.9
LArError 100.0 99.2 99.3 99.7 100.0 94.9
Bad jets 16.4 76.4 81.6 87.4 16.4 94.1
LArHole 15.8 75.3 80.6 84.0 15.8 94.1
E}niss > 140 GeV 0.1 9.5 11.5 1.6 0.1 63.4
Njer > 2 0.1 3.2 4.1 1.6 0.1 39.2
> pr/Emiss <7 0.1 3.2 4.1 1.5 0.1 39.2
p%ft/E}“iss <3 0.1 3.1 4.1 1.4 0.1 39.2

Table 6.9: Percentage cumulative decrease (e.q) of expected number of black
hole and background Monte Carlo simulated events for the selection criteria
with respect to the trigger cut.

Selection cut QCD[%] | Z+jets[%] | Wijets[%] | tt[%] | Background|[%)] | Black Hole[%)]
Raw Events - - - - - -
GRL 100.0 100.0 100.0 100.0 100.0 100.0
Trigger 0.0 8.5 9.2 1.7 0.0 55.0
Primary Vertex 100.0 99.2 99.3 99.7 100.0 94.9
LArError 100.0 100.0 100.0 100.0 100.0 100.0
Bad jets 16.4 77.1 82.2 87.6 16.4 99.1
LArHole 96.6 98.5 98.7 96.1 96.6 100
Emiss > 140 GeV 0.8 12.7 14.3 1.9 0.8 67.4
Njet > 2 92.7 33.2 35.5 99.1 91.8 61.6
> pr/ERss <7 61.5 99.7 99.9 90.9 61.8 100.0
piSt/ERiss < 3 85.1 99.7 99.8 93.4 85.3 100.0

Table 6.10: Percentage of expected number of black hole and background
Monte Carlo simulated events for the selection criteria with respect to the
proceeding cut.
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6.D.1 Statistical Uncertainty

The statistical uncertainty is determined by the number of events available within
the Monte Carlo simulated samples. It can be directly evaluated from Monte Carlo,
assuming no error on w; for the bin contents or the number of events at a certain step
of the selection criteria. If NV; is the number of events from Monte Carlo simulated
sample 7 remaining after each selection cut, the uncertainty o; on the contribution
from this sample is taken to be the square root of the number of events v/N;, which
is just the standard deviation of a distribution with expectation value N;. The total
uncertainty is the weighted sum over all Monte Carlo simulated samples. Denoting

the weight of sample 7 with w;, the total uncertainty oy is therefore given by

oN = \/Zw?a?: \/waNZ (6.7)
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Selection cut QCD Z+jets W +jets tt Background | Black Hole
Raw Events 7.3 x 1012 | 2550.2 | 1.6 x 10* | 8.0 x 10* | 7.3 x 102 2444.1
+6.9 x 10° | +35.0 +14.1 +76.0 +6.9 x 10° +34.6
GRL 7.3 x 1012 | 2550.2 | 1.6 x 10* | 8.0 x 10* | 7.3 x 102 24441
+6.9 x 10° | +35.0 +14.1 +76.0 +6.9 x 10° +34.6
Trigger 9.1 x 106 215.9 1497.9 1356.7 9.1 x 10° 1343.3
+6.9 x 10 | +10.2 +4.3 +9.8 +6.9 x 108 +25.7
Primary Vertex 9.1 x 108 214.1 1487.7 1353.2 9.1 x 108 1274.8
+6.9 x 108 | +10.1 +4.3 +9.8 +6.9 x 108 +25.0
LArError 9.1 x 108 214.1 1487.7 1353.2 9.1 x 108 1274.8
+6.9 x 10 | +£10.1 +4.3 +9.8 +6.9 x 106 +25.0
Bad jets 1.5 x 106 165.0 1222.4 1186.1 1.5 x 106 1263.6
+3.8 x 10* | 48.9 +3.9 +9.8 +3.8 x 10* +24.9
LArHole 1.4 x 108 162.6 1207.1 1139.3 1.4 x 108 1263.6
+3.7x 104 | 4838 +3.8 +9.0 +3.8 x 104 +24.9
Emiss > 140 GeV | 1.1 x 10* 20.6 172.2 22.2 1.2 x 10* 851.5
+490.4 +3.1 +1.5 +1.3 +496.3 +20.5
Njet > 2 1.1 x 104 6.8 61.1 22.0 1.1 x 104 526.5
+440.9 +1.8 +0.9 +1.3 +444.8 +16.1
> pr/ERss <7 6495.7 6.8 61.0 20.0 6583.5 526.5
+440.9 +1.8 +0.9 +1.2 +444.8 +16.1
pist/Emiss < 3 5529.6 6.8 60.9 18.7 5616.0 526.5
+440.9 +1.8 +0.9 +1.2 +444.7 +16.1

6.D.2

6.D.3

Njet > 2 selection cut
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EXss > 140 GeV selection cut

Table 6.11: Expected number with statistical uncertainty from the Monte
Carlo simulated events normalized to an integrated luminosity of 502 pb™1.

The ERS cut is made in order to achieve a trigger efficiency of 100%. In Table 6.10,

we observe a significant suppression of QCD events as a result of applying this cut.

Since noncommutative black hole events are characterized by high multiplicity with

soft-pr jets, care is taken not to impose a high cutoff value on the pr of the jet with




the purpose of reducing the Monte Carlo background samples drastically. The N
cut is based on a jet having a pr greater than 70 GeV and an absolute 7 of less than
2.8.

A number of important distributions on which the Nj.; > 2 selection cut in the
analysis are based, are shown in Figures 6.9 through 6.30. All of them show the
distribution of the respective variable in data and in Monte Carlo simulated events.
The upper part of each plot shows several distributions in terms of event counts, the
data being represented by the black dots, for which the error bars give statistical
uncertainties. The background expectations from Monte Carlo are represented by
the histograms, superimposing the QCD, W+ jets, Z+ jets and tt background
expectations on top of each other in different colours. They are normalized to the
integrated luminosity of 502 pb~! (cf. Equation (6.1)). Not shown on the histograms
are the total background contributions from all Monte Carlo simulated background
events which are often stacked histograms.

In the lower part of each plot, the ratio of the observed data and Monte Carlo
expectation are compared bin-by-bin to provide an overview of where the Monte
Carlo underestimates or overestimates the number of events observed in data at one
glance. The error bars show the uncertainties on the ratio, which comes from the
statistical uncertainty on the number of data events (cf. Equation 6.9 and Table
6.4).

The distributions shown in the plots are the distributions after the Nj,; > 2
selection cut. Specifically, the plots show the following distributions: Figure 6.9
shows the distribution of the jet multiplicity. In the first bin, the Monte Carlo
simulated background underestimates the data, while in the last two bins, the Monte
Carlo simulated overestimates it. Figure 6.10 shows the distribution of the E{Fiss
at 140 GeV in the dijet channel. Figure 6.11 shows the distribution of the leading

jet transverse momentum, p%ﬁt. The Monte Carlo QCD background in the lower pr
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regime significantly misrepresents the data, hence we apply a pr cut of 150 GeV to
achieve a close agreement between simulated QCD and data. This procedure is a
trade-off between achieving a good agreement of data and Monte Carlo background
with decreasing the Monte Carlo signal yield since noncommutative black holes
posses soft-pr jets. The scalar sum of jet transverse momentum, Y pr is shown
in Figure 6.12. Cutting on the > pr of jets with a value greater than 300 GeV
helps achieve a good modeling (or agreement) of the Monte Carlo simulated QCD
background with the data, with the QCD process underestimating the data by a
factor of 0.4 in the first bin.

In all plots, the MC simulated events are normalized to the data.
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Figure 6.9: Comparison of the distribution of jet multiplicity.
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After the Njo; > 2 we observe more background to signal events in the distri-
bution of the most energetic jet and sum pr, Figures 6.11 and 6.12. Therefore, to
reduce the background, we check the correlation of our kinematic variables: leading

jet transverse momentum, plTSt, scalar sum of jet transverse momentum, > pr, and

missing transverse energy, Er_,H}iSS. Figures 6.13 through 6.30 show correlation plots
of scalar sum of jet transverse momentum and leading jet transverse momentum,
leading jet transverse momentum and missing transverse energy, and scalar sum of
jet transverse momentum and missing transverse energy of the data, QCD, tt, W+
jets, Z+ jets and black hole, respectively.

The distribution of > pr versus p%ft, Figures 6.13 through 6.18, show a linear

correlation. Hence, those combinations or candidates can not be a suitable param-

eter for reducing our background sample.
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Figure 6.13: ATLAS data: Two-dimensional correlation plots of >° py and py:

after the Njo > 2 selection cut.
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Njer > 2 selection cut.
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Figure 6.16: W+ jets: Two-dimensional correlation plots of > pr and p7

the Nje > 2 selection cut.
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Figure 6.19: ATLAS data: Two-dimensional correlation plots of pi* and miss-

ing transverse energy after the Nj., > 2 selection cut.
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Figure 6.20: QCD: Two-dimensional correlation plots of p;** and missing trans-

verse energy after the N;., > 2 selection cut.
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Figure 6.21: tt: Two-dimensional correlation plots of pi* and missing trans-

verse energy after the Nj,, > 2 selection cut.
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Figure 6.22: W+ jets: Two-dimensional correlation plots of p¥*® and missing

transverse energy after the N, > 2 selection cut.
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Figure 6.23: Z+ jets: Two-dimensional correlation plots of pi¥ and missing

transverse energy after the Nj.; > 2 selection cut.
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Figure 6.24: Black Hole: Two-dimensional correlation plots of p;”* and missing
transverse energy after the Nj.,; > 2 selection cut.
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missing transverse energy after the N, > 2 selection cut.
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Figure 6.27: tt: Two-dimensional correlation plots of 3 pr and missing trans-

verse energy after the Nj., > 2 selection cut.
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Figure 6.28: W+ jets: Two-dimensional correlation plots of Y~ pr and missing

transverse energy after the V., > 2 selection cut.
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Figure 6.29: Z+ jets: Two-dimensional correlation plots of Y pr and missing
transverse energy after the Nj.; > 2 selection cut.
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Figure 6.30: Black Hole: Two-dimensional correlation plots of }° pr and miss-

ing transverse energy after the N, > 2 selection cut.

Figures 6.19 through 6.30 show an uncorrelated distribution of the leading jet
transverse momentum and scalar sum of the jet transverse momentum with respect

to the missing transverse energy. Since these distributions are uncorrelated, we con-
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clude a combination of these kinematic variables (leading jet transverse momentum,
scalar sum of jet transverse momentum and missing transverse energy) are good
candidates to reduce the QCD background events which clearly dominates over the
black hole signal. We derived a parameter by plotting the distribution of the ratios
of the leading jet transverse momentum and missing transverse energy, and scalar

sum of jet transverse momentum and missing transverse energy as shown in Figures

6.31 and 6.32.
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Figure 6.31: pis'/EXss: Comparison of distribution of pi/ERSS after the
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6.D.4 Y pr/ERS <7 and pkt/ERsS < 3 selection cuts

Finally, we apply selection cuts derived from the ratio plots of the leading jet trans-
verse momentum and missing transverse energy, and scalar sum of jet transverse
momentum and missing transverse energy as shown in Figures 6.31 and 6.32, to
further reduce our background sample. The pT/E{,‘}iSS < 7 cut optimizes the
black hole signal, while the pist/Emiss < 3 cut leaves the number of signal events
unchanged. On the hand, the background was reduced after the 3" pp/ERSS < 7
and pitt/ ERSS < 3 cuts.

Figures 6.33 through 6.36 show distributions after the pi#!/ E¥iss selection cut for
the jet multiplicity (Figure 6.33), missing transverse energy (Figure 6.34), jet leading
transverse momentum (Figure 6.35) showing a tail reduction by about 250 GeV and

scalar sum of jet transverse momentum (Figure 6.36) showing a tail reduction of

about 1 TeV.
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6.E Black Hole Discovery Potential at the LHC

The black hole discovery potential in ATLAS has been evaluated by applying the
selection criteria in Section 6.D. Table 6.12 shows the numbers of signal and back-
ground events normalized to the integrated luminosity of the data after each selection
cut and the statistical significance of black hole discovery, respectively.

In order to observe any discovery in ATLAS, we follow the ATLAS physics

performance [56] definition of signal significance, P,

P=—=. (6.8)

where S and B are the number of signal and background events, respectively. The
criterion for discovery is P > 5 and at least 10 observed signal events. Table 6.12
shows the corresponding selected number of events for signal and background sam-
ples as well as the S/+/B ratios. The last column of Table 6.12 shows the significance

of the MC simulated sample.

Selection cut QCD Z+jets | Wjets | tt Bkg Black Hole | S/vB
Emiss > 140 GeV | 1.1x 10* | 20.6 1722 | 22.2 | 1.2x10% 851.5 7.9
Njer > 2 1.1 x 10* 6.8 61.1 | 22.0 | 1.1x 10 526.5 5.1
Y opr/ERSS <7 | 6495.7 6.8 61.0 | 20.0 | 65835 526.5 6.5
5 pist/Emiss < 3 | 5529.6 6.8 60.9 18.7 | 5616.0 526.5 7.0

Table 6.12: Ratio S/+/B for the physics selection criteria.
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Chapter 7

Summary

The possibility for new physics beyond the Standard Model has been studied through
noncommutative inspired geometry. This model considers the extra dimensions
model of Arkani-Hamed, Dimopoulos and Dvali (ADD) at low-scale gravity in order
to observe the effects of noncommutativity. The gravitational radius was determined
using the noncommutative ADD model. In this model, black holes have minimum
mass, called the remnant mass after decaying and the remnant mass can be above the
Planck scale contrary to several quantum gravity models that predicts the remnant
to be at the Planck scale.

By considering experimental limits on the Planck scale and the energy reach of
the LHC, one can restrict the parameter space and calculate the production cross
section for noncommutative inspired black holes.

A sensitive study for noncommutative inspired black hole events was conducted
with a total luminosity of 502 =9 pb~! of data from the Large Hadron Collider
running at centre-of-mass energy, /s = 7 TeV. Noncommutative black hole events
having a cross-section, o = 4.67 pb were simulated with the following parameters:
number of extra dimensions, n = 4, D-dimensional Planck scale, Mp = 0.94 TeV,

V0 = 0.64 TeV~! and remnant mass of 3.6 TeV, while the following Standard Model
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samples were used to estimate the background: QCD, tt, W+ jets and Z+jets.
Standard Model simulated background events were reduced by selection cuts
derived from trigger efficiency studies, and analysis using the following variables: jet
multiplicity, jet maximum transverse momentum, scalar sum of jet pr and missing
transverse energy. After applying the selection cuts, 526 black hole events were left.
The sensitivity of black hole events using the ATLAS detector was estimated
using the ATLAS statistical significance condition, P. With a value of P > 5.
However, not all Standard Model simulated backgrounds events were used in this
thesis and most importantly, the total MC simulated background events is less than
the data. Therefore, we conclude that the ATLAS detector might be sensitive to

black holes.
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