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Abstract

A readout system for the liquid argon calorimeter of the ATLAS detector was
built and tested at CERN in 1996. This system contained an analog pipeline and
was designed to operate in a dual gain mode as well as a single gain mode. Noise,
linearity, dynamic range, and electron energy resolution of the system were measured.
The total noise introduced by the electronics was found to be approximately 100 MeV
to 120 MeV per channel. The nonlinearity of the system was less than 0.3% over a
dynamic range of 11.2 bits. The measured electron energy resolution was less than
1.9% for the 100 GeV, 150 GeV, and 200 GeV electrons. The effects of different

operating parameters were studied.
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CHAPTER 1

Introduction

In June 1996 the University of Alberta tested an analog readout system for a
liquid argon calorimeter at CERN, Geneva. The readout system was a prototype of
that planned for use with the ATLAS detector at the Large Hadron Collider in the
year 2005, and consisted of 5 readout boards containing analog pipeline storage and

an additional board which contained the control circuitry.

The test consisted of two parts: a study of the operation of the electronics,
and the measurement of the energy resolution for electrons of 100 GeV, 150 GeV,
200 GeV, and 300 GeV energy. The study of the system involved measuring the
electronic noise, both incoherent and coherent. The cross-talk across the system
was also approximated. The study also involved measuring the linearity and gain
of the system. The energy resolution for electrons was measured and three different
methods of estimating the electronics noise term of the energy resolution expansion

are presented.

This thesis gives the background to the ATLAS project and describes the
prototype calorimeter. The electronics system is described in detail. The results of

the test are presented and recommendations for improvements are given.



1.1 Personal Contribution

My personal contribution to the experiment can be categorized into three areas:
writing of data acquisition software, supervision of data gathering, and analysis. I
wrote a significant portion of the data acquisition software at the University of Alberta
prior to the test period, as well as, some during the test as required. I was present and
involved for roughly 50% - 60% of the data gathering. Finally, with the exception the

histogramming code and one fitting routine, all of the code was written by myself!.

tSome routines used in the analysis were based on the ideas of D.M. Gingrich.



CHAPTER 2

Physics Motivation and Experiment Background

2.1 Physics Motivation

Since the early foundations of science, and physics in particular, the matter that makes
up the world in which we live has been one of the primary interests of scientists.
Scientific thought on the topic of particle physics has come a long way from that
of the ancient Greeks. The ancients realized that matter was divisible down to an
extremely small size. It wasn’t until this century that scientists began to understand
the nature of matter. At the beginning of this century theoretical physicists were
developing special relativity and quantum mechanics. The relationship between these
two theories as well as some surprising discoveries like the muon led to a theoretical
understanding of particle physics. With the development of particle theories has come
a myriad of experiments to test these theories. These experiments have either verified
the theories or motivated alternative theories. In the year 2005 an accelerator, the
Large Hadron Collider (LHC), will provide energies an order of magnitude higher
than anything before it and should provide the opportunity to determine whether the
current particle theories are accurate descriptions matter, or whether alterations to

the theories are required.



2.1.1 The Standard Model

During the 1970’s particle physicists began developing a theoretical model, based on
quantum fields and symmetries, which described the interactions between the parti-
cles which make up our universe. This Standard Model (SM) [1] describes matter in
terms of three families of lepton-neutrino pairs (the electron and electron neutrino,
muon and muon neutrino, tau and tau neutrino) and similarly three families of quark
pairs (up and down, charm and strange, bottom and top). There are three colours
of quarks, which combine in colourless groupings to form mesons and hadrons. Each
type of lepton, neutrino, and quark is referred to as a “flavour”. Along with these
fundamental particles exist three force fields and their corresponding mediating par-
ticles. The electromagnetic force is an interaction between the charged particles. The
electromagnetic interactions are mediated by the photon. The interactions between
quarks of different flavours are mediated by three vector (spin 1) bosons, the W* and
Z°. These interactions are referred to as “weak” interactions. The third of the force
fields is the “strong” field, which mediates the interactions between different quark
“colours”. Different valence quarks, or quarks which are not quark-antiquark pairs,
must combine in such a way as to be colourless. A proton, for example, contains two
up quarks and a down quark. Mesons must be in combinations of twos such that any
coloured quark is balanced with an “anticolour” quark. The mediator of the strong

force is a spin-1 object called the gluon. There is a gluon for each colour combination.

The Large Hadron Collider will provide enough energy to measure the param-
eters of the SM such as the Higgs boson mass. The high luminosity will provide the
opportunity to measure parameters, such as the masses of the W* and Z° bosons, to
greater accuracy. In addition, the LHC will provide the opportunity to study top and

bottom quark physics, search for super-symmetric particles, and search for possible



substructure of quarks and leptons. Either evidence of supersymmetry or substruc-

ture of quarks and leptons could require modifications to our current understanding.

2.1.2 Higgs Boson

The standard model gives a description of the interactions between matter, but it
gives no explanation of the origin of the masses of the particles it describes. The
Higgs boson was a theoretical addition to the SM which provides a mechanism to
account for these masses. Since the SM provides no particular value for the Higgs
mass, it is important to have a detector which can identify the Higgs over a wide
range of potential masses and decay channels. The Higgs mass range which will be
searched is between 80 GeV, the current upper range of the Large Electron Positron
Collider (LEP) [4], and 1 TeV. The following processes will be of interest, as they can

be used to examine various Higgs mass sectors [4]:
e H — bb, mass range 80 < my < 100 GeV,
e H — 77, mass range 90 < my < 150 GeV,
o H — Z7* — 4¢*, mass range 130 GeV < my < 2my,

e H — Z7Z — 4¢* or 2¢*2v, mass range my > 2my,

H — WW,ZZ — (*v 2 j or 2¢* 2 j, mass range my < my < 1 TeV,

where £ can be either e or y, j is a jet, my is the mass of the Z boson (91.2 GeV), b

is a bottom quark, v is a neutrino, and mpy is the predicted mass of the Higgs.



2.1.3 Top Quark Physics

The observation of the top quark at both the CDF (Collider Detector at Fermilab)
and DO experiments at Fermilab National Laboratory [5] have generated great interest
in the ability of the LHC to act as a “top factory”. The LHC will initially produce
more than 6000 tt pairs per day [4] (for my = 170 GeV), even at the luminosity* of
1032 em~2s7!. The primary top quark study at the LHC will be the determination
the top quark mass, my. This will be done by examining various decay channels such
as t — jjb. The large production rate will give approximately 100 decays of the form,

tt — (fvb)(jjb), per day. Searches for rare top quark decays will also be performed.

2.1.4 B Physics

The B physics studies will include a search for CP-violation through decays such as
BY — J/9K? and B} — p*u~. The experimentally easiest B physics studies will be
done when the LHC runs at its initial luminosity of 103® cm~2s~!. At this luminosity
pile-up effects* will be minimized and the vertex detectors close to the beam-pipe are

expected to survive in the intense radioactive environment.

Measurement of B’BY mixing, searches for rare B decays, and studies of rare B
hadrons will also be undertaken. Emphasis will be put on the precise measurement of
CP-violation and the determination of the angles in the Cabibbo-Kobayashi-Maskawa

unitarity triangle.

*Luminosity is a measure of the number of particles passing a point per second. In a collider
where there are N particles per bunch, the bunch interaction point has a cross-sectional area A, and
f is the frequency of bunches passing the interaction point, the luminosity is given as L = N2f/A
and has the units of s~tem™2.

*Pile-up refers to signals left by secondary processes during the time that measurements of the
primary event are being made.



2.1.5 Beyond the Standard Model

The experimental verification of SM predictions indicate that it is an accurate model
at the energies examined (the Tevatron at Fermilab collides protons and anti-protons
with a centre-of-mass energy of 2 TeV). There are theoretical speculations however
that the SM may be a low energy approximation to a more complete theory. One
such theory is symmetry linking the half-integer spin matter fields with the integer
spin boson gauge fields [2]. Proposed models fitting this description are the super-
symmetric extensions to the standard model [3]. The energy of the Large Hadron
Collider will provide the opportunity to look for “heavy” particles such as new massive
bosons (Z' and W’) which are not predicted by the standard model. Leptoquarks,
particles which mediate the transitions between leptons and quarks, could also be
discovered, if their mass is within the kinematic limit of the Large Hadron Collider.
The discoveries of such particles could confirm theories which provide a more complete

description of matter.

Since the SM describes quarks and leptons as point fundamental particles, any
non-point-like nature of either particle should manifest itself in terms of deviations
from the parameters of the model. The Large Hadron Collider could well provide

energies high enough to show these deviations.

2.2 Large Hadron Collider (LHC)

In the year 2005 the LHC will go online producing high luminosity (1033 cm=2s~! to

10%* ¢cm?s™!) proton on proton collisions with a centre of mass energy of 14 TeV.

The collider will initially operate at the lower luminosity providing an oppor-

tunity to study complex signatures such as tau-lepton interactions and heavy flavour



tags from secondary vertices. At the lower luminosity the pile-up noise will be min-
imal and the vertex detectors close to the beam-pipe will function. The LHC will
then be run at the higher luminosity to provide a greater number of signatures of
interesting events using electron, muon, jet, missing transverse energy measurements

and b-tagging.

The LHC will use the current LEP accelerator tunnel and will contain 4 de-
tectors (Figure 2.1). Two beams of protons in side-by-side rings will be accelerated
to 7 TeV in opposite directions and will collide at the four interaction points with a
centre of mass energy of 14 TeV. To reach the maximum luminosity of 103* cm=2s71,
each of the rings will be filled with 2835 “bunches”, or groupings, of 10'! protons [6].
The injection system used for the LHC will be an upgraded version of the currently
existing accelerator chain. The chain will accelerate the protons to 1.4 GeV, for in-

jection into the LHC [7]. The LHC circumference is 27 km, making it the largest

hadron collider ever constructed.

The bunch crossing rate will be one crossing every 25 ns, or 40 MHz, giving a
bunch separation of 7.5 m, and a resulting beam current of 0.54 A. At the LHC it is

expected that there will be a collision rate of 10-20 collisions per bunch crossing.

A magnetic field of 8.36 T will be required to direct the 7 TeV proton beams
around the ring. To achieve this high magnetic field super-conducting magnets will

be used.

2.3 A Toroidal LHC Apparatus (ATLAS)

The ATLAS detector (Figure 2.2) is a multi-purpose detector design which will pro-

vide data for good event reconstruction at high luminosities. ATLAS will be required
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Figure 2.1: Layout of Large Hadron Collider and corresponding detectors.
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to provide the following [4]: very good electromagnetic calorimetry, which will permit
detection of photons and electrons; high multiplicity tracking, with good efficiency
for lepton identification and tracking, as well as b-tagging, and heavy-flavour vertex
reconstruction; and precise muon momentum measurements. While these require-
ments are typical of general purpose detectors at collider facilities, ATLAS will have
the additional problems associated with the high luminosity and high track multi-
plicity characteristic of high energy hadron colliders. To achieve the measurement
objectives described above, there will be three sub-detector systems: an inner detec-
tor containing a Transition Radiation Tracker (TRT), and semiconductor detectors;
a calorimeter system made up of electromagnetic and hadronic components; and a

muon spectrometer.

2.3.1 Inner Detector

The first portion of the detector that particles will pass through is the inner detector.
It is surrounded by a solenoid which provides a magnetic field of 2 T in a direction
parallel to the beam pipe, giving curvature in the r-¢ plane* to charged particles.
Because of the high luminosity, and thus high track multiplicity, the inner detector
has to have high spatial resolution and survive for 10 years in the high radiation
environment near the beam-pipe. The radiation of concern includes neutrons, protons,
anti-protons, as well as any long lived particles [8]. The inner detector is comprised of
three sub-detector systems, pixel detectors, strip detectors, and the TRT. The pixel
and strip detectors make up the precision tracking portion of the detector and extend

from the beam pipe (r = 0.025 m) to a radius of 60 cm, while the TRT completes the

*The coordinate system used in describing the detector is a typical cylindrical system with the
z-axis along the beam-pipe, r-axis pointing radially outward from the beam crossing point, and the ¢
dimension accounting for rotations about the beam-pipe. When events are discussed, the coordinate
system which most naturally fits the event geometry is a spherical system in r, 8, and ¢.
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inner detector out to a radius of 80 cm. The coverage in the r — 7 plane is from n = 0
to n = 2.57. This region of the inner detector is made up of concentric cylinders for
radial measurements, and disks perpendicular to the beam pipe for measurements in
the forward directions. The types of materials used for the precision tracking region
are determined by cost effectiveness and radiation tolerance. The pixels and strips
make up the Semi-Conductor Tracker (SCT), which is designed to resolve tracks at
high luminosity and within jets. The TRT is the outermost part of the inner detector
and makes many measurements of the track trajectory, and thus gives good track
identification. The inner detector was also designed to keep the dead material (non-
detecting matter which absorbs the energy of particles) in front of the calorimeter to

a minimum.

2.3.2 Calorimetry

The calorimetry in ATLAS (Figure 2.3) needs to survive in an environment of high
radiation, as described in the previous section, and be fast enough for first level trig-
gering [4] (described in section 2.3.4). The innermost layer of the calorimeter (elec-
tromagnetic barrel, electromagnetic and hadronic endcaps, and forward calorimeters
illustrated in Figure 2.3), which extends out to a radius of 2.2 m, will receive radiation
in the following amounts: 0.5 kGy/yr (1 Gy = 100 Rad) and 10** n cm™2 yr~! in the
barrel and 20 kGy/yr and 10'* neutrons cm 2 yr! in the endcaps [9]. In order to use
calorimetry in this environment, this portion of the calorimeter will use liquid argon

(LAr) as active material. The dose rate in the hadronic tile calorimeter is expected

tPseudorapidity, n, is given by the following expression:

1= i (), "

where 6 is the polar angle between the particle direction and the beam-pipe.
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Figure 2.3: ATLAS Calorimetry (taken from the ATLAS Liquid Argon Calorimeter
Technical Design Report, 1996). The parenthesized “Geant” refers to the package
which rendered the detector.
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to be only a maximum of 38 Gy/yr and thus scintillating tiles with steel absorbers

and optical fibre link readout will be used.

There will be the potential for pile-up noise due to the long drift time of the
ionization electrons in the LAr. The ionization current in LAr has a rise time of the
order of 1 ns (as described in section 2.3.5). This rise time will be exploited to counter

the slow drift time of approximately 400 ns [10].

The electromagnetic calorimeters will be built using an accordion geometry,
as shown in Figure 2.5. The “waves” of the accordion will lie outward from the
interaction point along the paths of particles. This will allow towers to be naturally
summed along longitudinal slices of the calorimeter, thus limiting the amount of

trigger electronics used.

The LAr calorimeter completely surrounds the inner detector and is divided
into three main components: an electromagnetic calorimeter (barrel and endcap), a
hadronic endcap calorimeter, and a forward calorimeter (Figure 2.3). The electromag-
netic calorimeter allows precise energy measurement of radially expanding showers in
the barrel (Figure 2.6), and showers expanding in a forward direction in the endcap
(Figure 2.7). A presampler is situated on the inside radius of the barrel and in
front of the endcap to correct for energy lost before the calorimeter. The hadronic
endcap (HEC) consists of two independent wheels (Figure 2.7) at each end of the
detector. The first wheel is constructed of 25 mm copper absorbers while the second
is made up of 50 mm absorbers. Electrodes in the HEC sit in 8.5 mm gaps between
the plates. Each wheel is divided into sections of 7/32 radians in azimuthal angle ¢.
All calorimeters reside in cryostats to maintain the desired operating temperature of

89.3 K [9] for the liquid argon.

The forward calorimeter (FCAL) is designed to work in the high radiation

14
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region closest to the beam (Figure 2.7). Its front face lies about 4.7 m from the inter-
action point [9]. The FCAL consists of three sections at each end of the detector, the
first made of copper absorber with the remaining two made up of tungsten absorber.
Unlike the accordion-shaped electrodes of the electromagnetic calorimeters or the
electrodes between layers in the HEC, the FCAL uses rods surrounded by thin tubes
placed in a matrix parallel to the beam pipe (Figure 2.8). This geometry prevents
positive argon ions from building up in the gap and distorting the signals [4]. This
matrix of electrode tubes has a gap size of 250 ym in the first section and 375 ym in

the other two.

Outside of the LAr calorimeters (and cryostats) sit the hadronic tile calorime-
ters (Figure 2.3). These calorimeters are situated such that one hadronic tile barrel
lies radially out from the electromagnetic barrel calorimeter and two more hadronic
tile barrels (one at each end) lie outside of the endcap calorimeters. The tile calorime-
ter extends in radius from 2.28 m to 4.23 m. The readout optical fibres run radially,

allowing light to be gathered from both open edges of the tiles [11].

2.3.3 Muon Spectrometer

One of the primary requirements of the ATLAS detector is high quality muon mo-
mentum measurement [4]. This requirement is because many decay channels, such as
7' — uu, need to be searched for above the expected large background. The muon
spectrometer is made up of two basic regions, the barrel and the endcap. These sur-
round three super-conducting air core-toroid magnets, one around the barrel and one
in each endcap region. These magnets are designed to give a field perpendicular to

the r-¢ plane to allow for momentum measurement.
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The barrel consists of three layers (or stations) of Monitored Drift Tube cham-
bers (MDTs). These stations lie at radii of 4.5 m, 7 m, and 10 m. To ensure continuity

in tracking, there is a 200 mm overlap between chambers.

The remaining muon detection system consists of vertical chambers in the
endcap and at the transition points where the individual barrel chambers end. Both
type of chambers utilize the above mentioned monitored drift tube chambers as well
as Cathode Strip Chambers. The combination of the barrel chambers and the vertical

chambers ensure precision tracking over the pseudorapidity range of n < 3.0.

2.3.4 Trigger

An important element of the ATLAS detector is the trigger. A trigger is a device which
uses a subset of the event information to determine whether to use further resources
for recording the event or reject the event. A trigger usually uses a small separate
sub-detector or a portion of the total detector to make this decision. This minimizes
the resources required and keeps the trigger time to a minimum. An example of a
trigger could be a pair of thin scintillating paddles situated in the beam line several
metres in front of a fixed target experiment. The trigger might consist of a coincidence
between the tiles within a fixed time which would then initiate readout by the detector.
Typically, the trigger can reduce the amount of information stored for off-line analysis.
The trigger for ATLAS will be a three level system shown in Figure 2.9. The level
1 (LVL1) trigger acts on a subset of each detection system, with the exception of
the inner detector (i.e. calorimeter and muon detector), where the hit multiplicity
will be too high to provide useful information for the initial trigger decisions. The
LVL1 will be used to locate regions of the detector containing potentially interesting

features, such as electromagnetic clusters with high transverse momentum [4]. It
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will process data which comes from segments of the detector which are groupings of
smaller segments (i.e. coarse granularity). The LVL1 trigger will accept data at the
LHC bunch-crossing rate of 40 MHz, and have a trigger decision time of 2.5 ps. This
is the time taken to form the decision using data from the sub-detectors as well as
signal transmission time [10]. The calorimeter data is held in analog memories during
this period. The output of the LVL1 trigger has a maximum mean rate of 75 kHz.
The event acceptance rate of the LVL2 trigger is between 0.1 kHz and 1 kHz with
a variable latency of 1 ms to 10 ms. All detector subsystems, including the inner
detector, will be used in the LVL2 trigger decisions (using finer granularity data),
which is also made on tracking and pr measurements. Events selected by the LVL2
trigger are sent through an event builder to a farm of processors. These processors
make up the level three trigger (LVL3) which reconstructs events at a rate of 1 s to
10 s. The LVL3 trigger will use more complicated reconstruction algorithms, similar
to those used off-line, to make selection decisions. After events are selected by the

LVL3 trigger, they will be recorded for further detailed analysis.

2.3.5 Liquid Argon Calorimeter Electronics

The LAr calorimeter of ATLAS requires the careful time synchronization of approx-
imately 190,000 high speed readout channels of large dynamic range. There will be
110,208 channels for the electromagnetic barrel, 63,744 for the electromagnetic end-
cap, 4,416 for the hadronic endcap, and 11,288 for the forward calorimeter, for 189,656
total read-out channels. The energy deposited in a particular calorimeter cell can be
as high as approximately 3 TeV [13]. At low energy (just above pile-up and electronic
noise — which is estimated to be 50 MeV), energy measurements need to be made.

Since 3 TeV divided by 50 MeV is 60,000, a dynamic range of at least 16 bit (65,536)
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is required to cover the range. The readout system will sample the analog signals at

the beam crossing rate of 40 MHz.

The read-out electronics for the LAr calorimeters can be grouped into two main
categories, on-detector and off-detector, which can be seen in Figure 2.10. The off-
detector calorimeter electronics consists of the trigger electronics as well as electronics
for processing the data after it has been selected by the trigger and digitized. The off-
detector electronics is not relevant to these studies and will not be discussed further.
The on-detector electronics consists of the calibration electronics, front-end boards,
the tower builder (a circuit for summing the data for a trigger tower), and the control

hardware described below.

2.3.6 Calibration System

To take full advantage of the stable and uniform ionization signal of the LAr [9], the
electronics chain must be precisely calibrated. The constant term in the energy reso-
lution expansion (described in section 5.1), is partly due to the non-ideal calibration
of the electronics, such as the nonuniformity of the calibration pulse shape, and thus
the calibration must be as precise as possible. The proposed ATLAS LAr calorimeter

system requires uniformity to 0.25% in a slice of Anp = 0.2 [9].

The calibration pulses, which closely resemble the actual ionization pulses,
are driven onto the actual electrodes, through a current injection resistor*'. As the
impedance of the cables can cause non-uniform calibration pulses, the pulsers are

located near to the cryostat feedthroughs?.

*The exception to this is the FCAL where radiation levels are too high to permit the procedure.
For the FCAL, the calibration pulses are injected just prior to the preamplifiers.

tA current injector resistor is a resistor across which a potential is placed to induce a current in
a circuit.

fCryostat feedthroughs are places in the cryostat wall which allow the passage of cables from
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There are four types of calibration procedures for the LAr calorimeter at AT-
LAS. The first is a pedestal stage, with no signal, allowing the noise to be estimated.
The second is a debugging stage for detecting non-responding cells using the pulser.
Pulse shape calibration is the third procedure where the shape of the pulse is occa-
sionally examined (this will likely be done prior to the running of the LHC). Finally
is a standard calibration procedure where the gain and linearity of the electronics
chain is monitored. The calibration procedures will take approximately one minute

to complete and will be carried out a few times per day [9].

2.3.7 Front-End Electronics System

The front-end electronics system will amplify, shape, store, and digitize the signals.

This electronics chain is shown in Figure 2.11 and explained below.

Preamplifiers

The first stage of the analog signal processing is the preamplification. There will
be two types of preamplifier technologies used in the LAr calorimeters, gallium ar-
senide (GaAs FET - Field Effect Transistor) preamplifiers operating in the cold and
preamplifiers using bipolar transistors operating outside of the cryostat. The GaAs
preamplifiers will be used for the hadronic endcap. The silicon preamplifiers will be
located outside of the cryostat in the crate containing the front-end electronics, for
the electromagnetic barrel, electromagnetic endcap, and forward calorimeters. Since
the cold preamplifiers will be located right at the electrodes, the signal will not be
noticibly degraded prior to amplification. The warm preamplifiers located on the

front-end boards will be connected to the calorimeter electronics by transmission

warm to cold or cold to warm.
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lines that maintain signal integrity (shape) before the first stage of amplification [14].
The choice for warm preamplifiers located off of the detector was motivated by the
fact that the space on the detector will be limited as well as limitations on the amount
of heat which can be generated on the detector. For the hadronic endcap, where me-
chanical structure forced the mounting of preamplifiers on the outer radial edge of
the wheel, the radiation levels will be manageable. Because the electronics will be
located in crates in the crack between the barrel and endcap tile calorimeter, there

will be minimal dead material introduced in front of the calorimeter.

Shapers

Once a signal is produced within the calorimeter it is favourable to reshape this
signal into a form which is better to work with. The calorimeter of ATLAS will have
ionization pulses, from a particle traversing the active liquid argon material, with a
rise time of approximately 1 ns. The pulse is a triangle which decays linearly to zero

(Figure 2.12). These “triangle” pulses will require shaping.

The total measured noise of the system is the quadratic sum of the electronics
noise and the pile-up noise. The function of the shaping amplifiers is to reduce the
pile-up contribution to the noise. The electronics noise decreases with slower shaping
time while the pile-up noise increases with slower shaping time [15] as shown in Fig-
ure 2.13 for the electromagnetic barrel and endcap calorimeters. The intersection of
the electronics noise and pile-up noise curves gives the shaping time for the minimum
of the total noise. The shaping time (shaper internal time constant 7=RC of the
shaping amplifier), corresponding to this minimum is around 15 ns for the electro-
magnetic barrel. This corresponds to a peaking time of 30 ns to 45 ns depending

on the calorimeter depth [9]. The shaper uses a CR(RC)? filter to shape the pulse,
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which is two stages of integration (RC) and one stage of differentiation (CR). The
result of the shaping is shown in Figure 2.12 along with the triangle pulse of the LAr
ionization. There will be roughly 20 beam crossings in the time it takes to shape the
ionization pulse, which demonstrates the reason for an increase in pile-up noise with

slower shaping.

The other function of the shaper amplifiers is to apply three gains to the signal
prior to sending it to the analog pipeline, as illustrated in Figure 2.11. The reason for
multiple gains, is that the entire 16-bit dynamic range can be digitized using 12-bit
ADCs. The amplifications will be 1, 10, and 100, where the gain selected will be
determined after digitization. Fach shaper chip will contain 4 shapers and process

4 calorimeter channels, as will the preamplifiers. The analog memories, will now be

described.
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Figure 2.14: Schematic of one analog memory cell (taken from the ATLAS Liquid
Argon Calorimeter Technical Design Report, 1996).

Analog Pipeline Memories

The most interesting feature of the front-end readout electronics chain is the analog
pipeline memories based on a Switched Capacitor Array (SCA) design [12]. Each
pipeline (one for every readout channel) will contain 144 cells where a cell is shown
in Figure 2.14. Each cell consists of a 1 pF capacitor and two switches. The write
switches (WR-P,WR-N) connect the input signal across the capacitor during charging
(writing) and the read switches (RD-P,RD-N) connect the capacitor across the oper-
ational amplifier during discharging (reading). The SCA is a random access memory
since the read and write busses are separate (a write is independent of a read) and
thus access time for any address* is equivalent. The read and write addresses will be

generated by a separate SCA controller chip. This controller chip will also interface

*An address is any capacitor, with switches, in the analog pipeline, i.e. there will be 144 addresses.
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with the LVL1 trigger. Once the data has been stored in the analog pipelines the
capacitors containing the event will either be discharged and recharged with new data

or read for digitization if the event is selected by the trigger.

Analog to Digital Conversion and Gain Selection

The gain selection will be made prior to digitization of all of the samples, thus reducing
the amount of data to be digitized. The gain selection algorithm will work as follows.
The peak voltage of the middle gain setting is digitized. A gain selection chip (as
shown in Figure 2.11) then examines 5-bits of the ADC and determines the optimal
gain selection for that channel. While this algorithm requires the digitization of the
event as well as the original pulse maximum, it avoids analog comparators [9]. The
ADCs will have a dynamic (voltage) range of at least 12-bits and multiplexing will be
used to reduce cost. The time required to read out an event will be 9.45 us, giving a
maximum digitization rate of 105.8 kHz which is above the allowable LVL1 average
trigger rate of 75 kHz. Considering these rates and an analog pipeline buffer size of
7 events, the dead-time will be approximately 0.5% [9]. The signals will be sent, via

optical links, to the readout drivers (RODs), some distance away.

2.3.8 Additional On-Detector Electronics

The on-detector front-end crate will house, in addition to the front-end boards pre-
viously described, the calibration boards, the tower builder boards, and the control
hardware. The front-end crate will act as a Faraday cage, to shield against elec-
tromagnetic radiation and reduce coherent noise. These crates will be mounted on

pedestals connected to the cryostat as shown in Figure 2.15.
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Figure 2.15: Side view of an electronics crate mounted on the pedestal connecting
the crate to the cryostat (taken from the ATLAS Liquid Argon Calorimeter Technical
Design Report, 1996).
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CHAPTER 3

Description of the 1996 Alberta Readout System

3.1 Introduction

In June of 1996, the University of Alberta tested a prototype readout system. The
system consisted of front-end boards (FEBs) containing switched capacitor array
(SCA) chips developed at LBL [12]. The system was tested on a calorimeter in the
H8 beam line of the CERN Super Proton Synchrotron. Five readout boards and
one controller board* were tested. Each readout board contained two SCA chips and
analog to digital conversion circuitry. The beam consisted of electrons with energies
ranging from 100 to 300 GeV with runs taken at 100, 150, 200, and 300 GeV'. The
goals of the test were to measure the noise, dynamic range, linearity, and energy

resolution of the readout system.

3.2 RD3 Calorimeter

The RD3 calorimeter, a prototype of the ATLAS electromagnetic barrel, was used
for the test (Figure 3.1). It was a LAr sampling calorimeter utilizing an “accordion”

geometry. The calorimeter consisted of 73 stacked accordion-shaped converter plates

*For the actual ATLAS detector, the controller hardware will be on chips on the FEB.

tOriginally, it was planned to take data at 50 GeV, but due to operational error the actual beam
energy was not changed during periods where this data was taken. 100 GeV data was taken in place
of the 50 GeV data.
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interleaved with 72 readout electrodes of the same geometry [9]. The absorbers were
1.8 mm thick lead plates for pseudo-rapidity less than 0.7 and 1.2 mm thick plates
for pseudo-rapidity greater than 0.7. These were sandwiched between 0.2 mm thick
sheets of stainless steel. The electrodes were made up of 0.3 mm multilayer copper-
kapton boards, which were separated from the absorber plates by a 1.9 mm liquid
argon gap. The calorimeter was a cylindrical sector with an acceptance of roughly
3% of the planned electromagnetic barrel calorimeter for the ATLAS detector [16].
The prototype calorimeter extended 2 m along the z axis, covering a pseudo-rapidity

range from 0 to 1.08, and 27 degrees in ¢.

The calorimeter was divided into three radial regions, front, middle, and back,
which had thicknesses of 9, 9, and 7 radiation lengths* respectively. The granularity
of the front and middle regions were A¢ x An = 0.020 x 0.018 while the back region
was twice as coarse in n with Anp = 0.036. The entire calorimeter was then immersed
in a cryostat which was filled with liquid argon and had feedthroughs for the signal

wires.

The calorimeter electrodes were operated at a high voltage of 2 kV which pro-
duced an electric field of 10 kV /cm across the gap [9]. The electronics noise from inside
the calorimeter (mainly from the preamplifiers) was measured to be between 40 MeV

and 70 MeV per channel depending on the radial layer and pseudo-rapidity [16].

The trigger used in the RD3 test consisted of scintillating paddles in the beam
line in front of the calorimeter. A coincidence between these paddles would signify

an event.

*A radiation length is the mean distance over which a high-energy electron loses all but 1/e of
its energy by bremsstrahlung.
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3.2.1 Calorimeter Electronics

The preamplifiers used on the calorimeter were GaAs based FETSs located on mother-
boards attached to the cryostat electrodes. After passing through the preamplifiers,
the signals were sent through bi-gain shaping amplifiers (CRRC?) which filtered them
to obtain the desired bi-polar pulse [16]. The peaking time (the time for the pulse
to rise from 10% to 90%) of the shaping amplifier was approximately 35 ns for the
triangle pulse coming from the calorimeter. The preamplifiers were connected to the
shapers by a 50 €2 transmission line. A track and hold circuit followed the shapers
and was used in conjunction with the trigger to ensure the signals were sampled as

close to the peak as possible.

There were two regions of the calorimeter used for the tests. Each region
was equipped with different shaping amplifiers. In one region (bi-gain), used for the
majority of the data taking, the signal was split in two and a gain of 10 applied to
one of the branches. For the other region (mono-gain) used during the test period no
splitting of the signal or additional gain was applied at the shaping stage. For the
bi-gain system 60 calorimeter cells were used, 24 in the front layer, 24 in the middle
layer, and 12 in the back. Each calorimeter cell was “mapped” to, or connected to,
one of the two electronics branches of different gain. For the mono-gain system, 120
cells in a different region of the calorimeter with different preamplifiers and shapers,
were used. Each layer contained twice as may cells relative to the bi-gain system. For

this system each calorimeter cell corresponded to a single electronics channel.

A voltage driven calibration system was used to simulate the detector signal.
The pulses were then distributed onto the preamplifiers, through 2 k€2 injection resis-
tors, which resided on motherboards attached to the calorimeter [17]. With the fast

shaping, and the fact that the detector capacitance was quite high (C4 ~ 400 pF),
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Figure 3.2: Pulse sampling (taken every 25ns).

the parallel noise from the calibration signals passing through the resistors onto the
calorimeter was less than 5% of the series noise from the preamplifiers [18]. The pulse
(up to 5 V) from the calibration pulsers was designed such that it could drive up to
50 €2 load with a rise time of less than 1 ns and an exponential decay of 400 ns, thus

simulating the pulses coming from the calorimeter.

3.3 Analog Pipeline Structure

The decision was made to use an analog pipeline (refer to section 2.3.5) , based on
switched capacitor technology, to store the data awaiting a first level trigger decision.
After the data was passed from the shaper amplifiers it was written to the SCAs.
The data pulses were continuously time sampled and stored in the pipeline. Each

pulse consisted of 8 time samples as illustrated in Figure 3.2. The determination of
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Figure 3.3: Block diagram of an SCA pipeline segment. This diagram shows two cells
of same type as in figure 2.14.

the beginning of a pulse was made using a trigger in the beam-line. The trigger is

described in section 3.4.

An SCA pipeline, consisted of an array of 256 cells, each of which included a
capacitor and a read and write switch (Figure 3.3). The pipeline could hold 32 events
(Figure 3.4). Data was continuously written to the pipeline in a circular manner,
i.e. after the last cell, the 256th, was charged up, the 1st would be charged again.
The exception to this was that if an address was in a state awaiting reading (after a

trigger decision) it would be skipped over rather than overwritten.

Each SCA chip contained 16 pipelines (channels), where 12 were used for
data and 4 were used for reference subtraction. All of the channels received data
simultaneously, in the same address, or capacitor, in each channel. For example,

an event written in capacitors 100 to 107 would be written in all sixty channels (12
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Figure 3.5: Block diagram of the data pipeline (75 kHz is the mean transfer rate).

for each board). For future reference, the channels were labelled 0 through 59, the
capacitors 0 through 255, the time samples 0 through 7, and the boards 0 through
4. When an event was selected by the trigger it would be read out one sample at a
time, with each capacitor being reset (i.e. shorted) as shown in Figure 3.3. During the
readout of a capacitor, switch R2 was closed between the capacitor and an operational
amplifier allowing the amplifier output to reach the voltage across the capacitor. After
the readout time (2 us or 4 us) switch M1 was closed and the signal was read out at

Vout -

3.4 Front-end Board Description

The purposes of the front-end board were to “hold” the data in an analog pipeline to
await a decision from the trigger and then to digitize the selected data for transfer to

mass storage (shown in Figure 3.5).

The readout electronics chain also contained the preamplifiers and shapers,

although they were not located on the FEB. A block diagram showing the front-end
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electronics chain is shown in Figure 3.6.

3.4.1 Pipeline Signal Preparation

The SCA required input signals with polarity and range different from that of the
shaper amplifier output. The circuitry which provided the appropriate treatment of
the signals from the shapers is shown in Figure 3.7. The signals coming from the
shaper were bipolar, but inverted. The output range of the shaper signals was -2.0 V
to 0.2 V. The first stage of the circuit was to invert the signals to the correct polarity
and apply a gain of 1.25 to them. After this, the signals were shifted up by 1.25 V
for input into the SCA. No gain was applied during this stage. The reason for the
shift was to allow the measurement of the undershoot, the portion of the pulse which

dipped below the baseline (1.25 V in this case).

3.4.2 Multiplexing and Gain Switching

Unlike the system described in section 2.3.5 a two gain system (rather than 3) was
tested. This system used analog gain comparisons. With each trigger the samples
were digitized and then multiplexed to minimize the number of ADCs required. The
correct gain had to be selected as well. As shown in Figure 3.10, two channels coming
from the output of the SCAs were multiplexed to a single input of an ADC. Figure 3.8
shows the block diagram of the circuitry from the SCA to the ADC. As the signals
passed from the SCAs they were held in a sample and hold (S/H). A certain amount
of time, referred to as the readout time, was allowed for the amplifier in the S/H
to reach the desired voltage (within 0.01% of the voltage across the capacitor being
read). After the readout time had elapsed, the S/H held the signal and the switch at
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Figure 3.7: Circuitry used to prepare the output signals from the shapers to the
desired polarity and range of the SCAs. The maximum signal ranges are given beneath
the circuit.

A toggled to allow the passage of the signal. While one S/H was holding the signal,
the other was sampling. This procedure was used as it took the same amount of time
for the signal to pass through the circuitry to next S/H as it did to charge up the
amplifier in the first S/H. If the pair of S/Hs following the SCA were not used, the

additional readout time would be introduced due to multiplexing.

As both channels (N and N+1 in Figure 3.8) were being passed to the same
ADC, the switch at B was used to alternate between the two channels. When the
selected signal reached C in the diagram, a difference amplifier was used to subtract
the reference voltage coming from the reference subtraction circuit (described in sec-
tion 3.4.3). For the circuit corresponding to the high gain signals the S/Hs following
this amplifier held the signals (one for each channel) while a comparator compared
the signals to a fixed voltage (4.0 V) for the purpose of gain selection. If the signal

was below the preset threshold voltage, the high gain channel was selected. If this
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Figure 3.8: Schematic of the circuitry used to carry the data from the SCA to the
ADC. The schematic shows two high gain channels (N and N+1). The low gain
circuitry would not include the comparator. Full details are given in the text.
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threshold amplitude was surpassed the low gain channel (from the other SCA) was
selected. If the comparator produced a signal, due to the signal surpassing the 4.0 V
threshold, the latch at D would hold the comparator output until the end of the
event. If automatic gain switching was enabled, the gain switching described was
done. Either gain could also be forced, at E, for digitization. The low gain circuit
did not contain the gain comparison as only one of the gains was required for the
gain selection process for a two gain system. The switch at E was used to select the
appropriate gain from either SCA, corresponding either to the high gain or low gain

signals.

3.4.3 Reference Subtraction Circuit

The reference subtraction circuit was used to allow noise subtraction. This was done
so that the voltage level in the reference channel could “float” and thus any cross-talk
from close channels or calorimeter cells, or other systematic noise, would be subtracted
off of the data pulse. The level of coherent noise across channels should be reduced.
The reference subtraction circuit (Figure 3.9) used channels which were not used
for data, but were still susceptible to systematic noise across the system (channels).
These channels had different impedances than the data channels as they were not
connected to the shapers. The subtractions came from the 4 channels in each SCA
chip (Figure 3.10). For channels 0 through 7, the even channels were subtracted with
channel 2 and the odd channels with channel 3. For channels 8 through 15 the even
channels were subtracted with channel 10 while the odd channels were subtracted
with channel 11 (Figure 3.10). When the circuit was disabled, a fixed voltage was
used as the reference voltage. The numbering of channels used in this thesis was

purely arbitrary and hence sequential for simplicity. It did not correspond to the
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layout in Figure 3.10.

3.4.4 Event Building

An event which was selected for storage consisted of more than the ADC counts
of each sample. Each event also contained extra event-related information, such as
the gain selected, the event number, the readout time, etcetera. The event building
procedure took place in digital circuitry between the ADCs and the VME bus. The
bus was used to transfer the data to a SUN SPARC workstation which was used for
data acquisition (Figure 3.11). The circuit shows the signal lines from three ADCs
corresponding to 8 SCA channels. Two of the SCA channels were used for reference
subtraction and required no analog to digital conversion. The 14-bit ADC data words
were fed into a 16-bit latch where a gain bit, signifying which gain branch the signal
originated from, was added to the data word. The events were then built by packing
additional digital information, in the form of column and header words, in front of the
data words in a 16-bit (4096 deep) First In First Out (FIFO) memory. The column
and header words contained information such as the time of event, event number,
capacitor address, readout time, as well as other relevant information which would be
used in the data analysis. The events were then passed to a VME bus which carried

them to a SUN Sparcstation for writing to tape, and on-line monitoring.

3.5 Description of the Controller Board

In order to keep the pipeline readout system from contributing dead-time, the system
allowed simultaneous read and write operations as well as the ability to write to

non-sequential addresses in the SCA. If the data was stored sequentially, dead-time
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Figure 3.12: Photograph of a front-end board similar to those used in the test. The
power, control, and signal input connectors are shown at the top. The 9U VME and
JAUX connectors are shown at the bottom. The two large chips on the top third of

the board are the SCAs.
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would be introduced, as a function of the number of storage cells per channel and the
time required to read out each sample [19]. A design was chosen such that the SCA
addresses could be kept track of and read and write operations could be done to non-
sequential addresses. The device that managed the address storage was the Address
List Processor (ALP) circuit. The the purpose of the pipeline controller board was
to contain and service this circuitry. A simplified block diagram of the ALP circuit

is shown in figure 3.13.

The ALP circuit worked by digitally simulating the flow of information which
occurred in the analog SCA pipeline. While in the SCA, an address was in a particular
“mode”. The ALP would place that address into a FIFO corresponding to that mode.
If for example, an SCA address contained data which was awaiting a trigger decision,
that address would sit in the READ-DELAY FIFO of the ALP. The WRITE FIFO
contained addresses which were available for writing. As a write was required, once
per cycle, the next address was removed from this FIFO and the corresponding address
written to in the SCA. The address was then placed into the READ-DELAY FIFO
to await a trigger decision from the first level trigger. If the address was not selected
for reading in the SCA, it was returned to the WRITE FIFO. If the address was
selected by the trigger it was moved into the READ FIFO until it had been read
on the SCA. Once read out, the addresses were placed in the READ-COMPLETE
FIFO until they were passed back into the WRITE FIFO for future writes. The
entire process was synchronized by the pipeline clock. As each FIFO was the same
size as the SCA pipeline (256 addresses) there was no danger of overflow. If the
WRITE FIFO became full, indicating an error, a reset signal was used to clear all of
the FIFOs. All addresses were then loaded into the WRITE FIFO and the process

resumed.
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CHAPTER 4

Readout System Studies

4.1 Introduction

The systematic studies of the front-end system were of two types: static noise studies,
where the system was not driven by any type of pulses, and calibration studies,
where the system was driven by well defined signals. The noise studies provided
the opportunity to measure the noise, both incoherent (random fluctuations) and
coherent (systematic across channels). It was also possible to observe the effect of
changing certain run-time parameters, such as the amount of time taken to read out
a capacitor from the SCA. Calibration studies were used to determine the dynamic
range and linearity of the system, as well as, the automatic gain switch voltage. The

calibration data was also used to measure the cross-talk between channels.

A total of 28 noise runs* were taken. Each of these runs consisted of approxi-
mately 30000 events. This number was chosen to ensure that sufficient statistics were
achieved (i.e. each capacitor was charged roughly 100 times (Figure 4.1)). There were
24 calibration runs taken for the gain, linearity and cross-talk measurements. Tables

containing information about the data can be found in Appendix A.

There was a system malfunction during one run where the reference subtrac-

tion circuit was disabled and the low gain readout was forced (run 32880). In this run

*A run was a fixed amount of continuous data reading.
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there were 402 events (from 18721 to 19123) which were discarded due to an error in
the data format’. The source of the error was not known but as it was the only run

with a unique operating condition, the run was used.

4.2 Amplitude Measurements

The data consisted of amplitude values, measured in ADC counts*, which were a
function of four variables: time (event number), channel, capacitor, and sample.
While both event number and sample were measures of time, they were considerably
different independent variables. The event number was a measure of the time over
the period of a run, while sample was a measure of the time evolution of a pulse. The
channel and capacitor variables were illustrated in Figure 3.4. Using the measured
ADC counts it was possible to observe any strange behaviour in the system, such as
“dead” channels, where no ADC counts were observed. Figure 4.2 shows that, for the
high gain' system, three cells (31, 73, and 178) behaved in an anomalous manner. For
these cells an offset of the amplitude values was observed. Upon closer examination
it was determined that the cells fluctuated for all 60 channels, and over all similar
runs. For the low gain system, there was one cell which behaved in an anomalous
manner (cell 84), again affecting all channels. When the ADC counts were plotted
against the other variables (event number, channel, and sample) no anomalous data

was apparent. The reasons for the anomaly are discussed in section 4.7.

When the reference subtraction circuit (described in section 3.4.3) was dis-

abled, two channels (34 and 35) registered no ADC counts for the high gain system

tThe data format refers to manner in which the additional event information (described in sec-
tion 3.4.4).

*An ADC count refers to the least significant bit coming from the ADC.

tThe use of the term gain is quite informal here. It refers to the corresponding electronics chain.
The term will be used throughout the remainder of this thesis in the same manner.
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in one run (32760). These channels corresponded to the last two channels on the
first board, and the two right bottom cells of the second layer of the calorimeter
(Appendix C). Two electron runs were taken immediately following the noise run
and while the first of these exhibited the same dead channels, the second did not.
As the dead channels were the last two on the board, hence chip, they would have
been associated with the same ADC. The signals from that particular ADC would
have shared a line from the ADC to the VME bus and any temporary problem with
that line could have caused the effect. No similar problems were encountered with

the remainder of the data.

It was expected that there would be amplitude fluctuations above the Root
Mean Squared (RMS) noise, in the measured ADC counts, from capacitor to capacitor
and channel to channel, but it was not expected that there would be such fluctuations
between time samples. Figure 4.3 shows that for four different channel and capacitor
pairs there was no fluctuation above the RMS. The top two plots in Figure 4.3 (a
and b) illustrate the amplitudes for channels and capacitors which did not exhibit
excessive noise. The capacitor in the bottom left plot was noisy as was the channel
in the bottom right plot. Each capacitor and cell pair appeared to have average
amplitude values which oscillated slightly from sample to sample. As these oscillations

were less than RMS no correction was made.

The amplitude was averaged over two of the three variables and examined as
a function of the third. The average amplitude for a single variable ¢+ was given by:

Zj,k: ADCZ,],]C

ADC; = :
Njx

(4.1)

where N, is the number of terms in the sum. The results are plotted in Figure 4.4.
In Figure 4.4 (a) it can be seen that there was up to 200 ADC counts of fluctua-

tion between the channels across the system. The two points in the plot of average
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amplitude as a function of capacitor (Figure 4.4 (b)) which were significantly higher
than the rest corresponded to capacitors 31 and 73, which were found to give anoma-
lous amplitude readings (illustrated in Figure 4.2). The trend of decreasing average
amplitude as a function of capacitor number could be attributed to bus capacitance
which is explained further in section 4.7. The trend (a drop of approximately 35 ADC
counts) was observed for each channel. Figure 4.4 (c) illustrated that the average am-
plitudes oscillated from one sample to the next. This oscillation was observed for the

average total noise. A possible explanation for the behaviour is given in section 4.7.

It was important to determine if there was a fluctuation in system performance
over time. There were two aspects of the performance, which may have fluctuated
over time: the immediate performance over the duration of a run and the performance
over the duration of the test period (5:54PM June 16 1996 to 4:57PM June 20 1996).
The latter was important as there were changes being made to the run parameters
and as well the calorimeter was physically moved for a short time to allow the testing
of the mono-gain shapers and then returned to its original position. The amplitudes
were compared for runs with the same operating parameters at the beginning and
end of the test period. No fluctuations were apparent as can be seen in the data
summary contained in Appendix B. In addition, there was no significant fluctuation

in amplitude over the duration of a run. Thus the stability of the system was good.

4.3 Incoherent Noise Measurements

The noise, or measured amplitude fluctuations, of the system places a limit on the

precision of the measurements which can be made. This reduces the effective dynamic
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Figure 4.4: Average amplitude plotted against the three independent variables, chan-
nel (a), capacitor (b), and sample (c). The data was taken from a run with forced
high gain readout (Run 32689).
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range of the system. The RMS noise was measured using the expression:

1 -
ik = J N =1 > (ADC;;y, — ADCi ), (4.2)
TSN

where N was the number of amplitude measurements and ADC} j ; was an amplitude
measurement for a particular channel (i), address (j), and sample (k), and ADC;

is the average amplitude measurement.

An equivalent measure of the incoherent (or random) noise of the system is
the width of the ADC count distribution shown in Figure 4.5. The dispersion, which
was defined as

di,j,k - ADCi,j,k: - ADCi’j,k (43)

gave a measure of the random fluctuation of the amplitude measurements. The
distribution had a Gaussian shape. The width of this distribution was taken to be

the incoherent noise of the system.

The RMS noise* was examined as a function of each of the three variables.
This was done by first plotting o; ; , against each of the three variables (Figure 4.6).
It can be seen that the last channels on each board contributed additional noise
which manifested itself as the tail in the noise distribution. There appeared to be
no other variables which experienced such an effect. The same noise pattern was
exhibited in the forced low gain readout data and persisted throughout the test period.
Fortunately, the five channels corresponded to outer regions of the calorimeter, away

from the beam impact point (Appendix C).

The averaged noise, for channel, capacitor, and sample, of the system was

examined as a function of each of the three variables, as shown in Figure 4.7. The

*Both the RMS fluctuations and incoherent noise refer to the random noise of the system and
will be used interchangeably.
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63



average noise for a single variable ¢ was given by:

_ 2k Tigk

g; y 4.4
i (1.4

where N, is the number of terms in the sum.

The average noise values for each sample (Figure 4.7 (c)) were consistent to
within an ADC count. Similarly, the noise as a function of channel and capacitor
(Figures 4.7 (a) and (b)) were consistent to within 1 ADC count. The five points which
had higher RMS values than the rest on the RMS versus channel plot (Figure 4.7 (a))
corresponded to the last channel on each board. The RMS values in the noise versus
capacitor plot (Figure 4.7 (c)) oscillated from capacitor to capacitor, although within
the RMS deviation. A summary of the noise estimates (average RMS per run) can

be found in Appendix B.

4.4 Coherent Noise Estimate

The total noise of the system is comprised of two parts, coherent and incoherent

(previously described), and is described by the following expression:

OTotal = \/In’o-zzncoh + ’I’L(’I’L - 1)O-goh7 (45)

where o, is the average coherent* noise contribution, oy, is the average incoherent
noise contribution, and n is the number of channels examined. The coherent noise
can be estimated using the measured amplitudes’. The idea was that the amplitude
dispersions in each channel should, on average, cancel out as they can carry either

sign (Figure 4.5). This fact can be exploited to estimate the systematic, or coherent

*Coherent noise used in this context means coherent over channels. The coherent noise described
in this thesis is a systematic effect between channels.
tThe method used in this thesis was obtained from D.M. Gingrich.
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Figure 4.7: Average RMS noise plotted against the three independent variables, chan-
nel (a), capacitor (b), and sample (c). The data was taken from a run with forced
high gain readout (Run 32689).
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noise. The coherent noise estimate is outlined in the following derivation [20]. The
quantities S}, and S}, were defined as follows:

S;;m = AOjkn + Aljlm + Aijn + o+ Aijkn +-o+ A(NChannels—l)jlma

Sikn = Aovjkn — Avjkn + Azjkn — - -+ + Aijkn — +* — A(NChannels—1)jkn (4.6)

where % corresponds to the channel, j the capacitor, & the sample, and n the event

number. The A’s are the amplitude dispersions, given by:
Aijkn = Tijkn — Mijk (4.7)

where z;j, are the amplitudes and p;,j; are the average (over event) amplitudes. If

+ — .
o, and o, are defined as:

(50" = Ny =1 2= Sin)

- (S (48)

N events —

the coherent noise across the system (channels) is:

coh \/(0-;— )2 - (O-]'_IC)Q.

O-'k =
Nchan

(4.9)

J

A distribution of coherent noise for each capacitor and sample across the system is
shown in Figure 4.8. The coherent noise was examined not only across the system
but also for each board (Figure 4.9) (SCAs in mono-gain operation) as well. By
examining individual boards, it was thought that any systematic noise introduced
on a single board could be discovered. The fourth board exhibited more coherent

noise* than the others which manifested itself in a secondary peak in the coherent

*The term coherent noise refers to the corresponding mean of the relevant coherent noise
distribution.
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noise distribution above the primary peak. The peak remained for runs where low
gain readout was forced. The coherent noise did not exhibit any capacitor or sample
dependence (Figure 4.10). Removing the data for the noisier capacitors from the
calculations, had no measurable effect on the coherent noise across the system or on
individual boards. A summary of the coherent noise for the baseline runs (runs with

no changes made to the run parameters) can be found in Appendix B.

4.5 Effect of Different Operating Conditions on

Noise

The system tests included a study of the effect of three operating settings which were
varied between the runs. The three parameters were the write clock, readout time,
and the reference subtraction circuit. The write clock was used to allow simultaneous
read and writes to the SCA. If the clock was disabled there was no writing during
the time it took to read out the 8 samples of an event. The clock was disabled for
baseline (original run parameters used) runs and during tests of other parameters.
The readout time was reduced to 2 us from 4 us (the 4 us was used for the majority
of the runs - including all baseline runs) to observe the effect. The longer readout
time was used for the majority of the test period. The reference subtraction circuit

described in section 3.4.3 was also disabled for test purposes.

The trigger delay, or time between a write to the SCA and a trigger, was also
varied. This parameter should not affect the noise. The effect of the trigger delay is

discussed in later sections.
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Figure 4.11: RMS noise with write clock enabled. Top: All data contained in calcula-
tions. Bottom: Data from first capacitor in pipeline (for all channels) removed from
calculations. The data was taken from a run with forced high gain readout.

4.5.1 Write Clock

The write clock was enabled for two pedestal runs, one with forced high gain readout
and one with forced low gain. There was no significant difference in the amplitude
measurements with the data when the clock was enabled or disabled. The noise, both
RMS deviation and coherent, remained consistent with the baseline data as well, with
the exception that there was a higher tail on the RMS deviation distribution. One
noticeable effect of the enabling of the write clock was that the first capacitor in

the SCA pipeline became noisy (Figure 4.11). When the data from the capacitor
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was removed from the calculations, the small bump to the left of the RMS deviation
peak vanished. The low gain run demonstrated the same behaviour. There was
no observable relationship between the RMS deviation for capacitor 0 and channel,

sample, or event number.

4.5.2 Readout Time

The measurable effects of reducing the readout time was an increase in both coherent
noise and RMS noise. The results are tabulated in Table 4.1, along with baseline

data to illustrate the comparison.

Readout Time | Gain | Mean RMS | Mean Coherent Noise (system)
s (ADC counts) (ADC counts)
4 High 34+03 0.6 £0.1
4 Low 29£0.3 0.6 £ 0.2
2 High 3.6 04 0.7£0.2
2 Low 3.6 +0.9 0.8+ 0.3

Table 4.1: Summary of noise values for the two runs with the short readout time
(Runs 32697 and 32698). The data for the long readout time came from the baseline
noise runs taken just prior to the short readout runs (Runs 32689 and 32690).

4.5.3 Reference Subtraction

The most interesting parameter change was the reference subtraction circuit. For the
high gain runs there were three cells (193, 223, and 238) with anomalous amplitude
values in addition to the original three (31, 73, and 178 (refer to section 4.2)) for
the data with the circuit enabled (Figure 4.12). For the low gain data, one cell, 136,

behaved anomalous in addition to cell 84 from the baseline data. The mean of the
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average (over events) amplitude distribution was slightly lower, at (2390 + 50) ADC
counts (Appendix B), than the baseline runs at (2550 + 40) ADC counts. Figure 4.13
illustrates the mean amplitudes plotted against each variable (channel (a), capacitor
(b), and sample (c)). The plot of average amplitude versus channel (Figure 4.13 (a))
shows that the average amplitude increased with channel number. This behaviour
was not observed for the data taken with the reference subtraction circuit enabled
(Figure 4.4 (a)). The pattern of average amplitude decreasing with capacitor for data
with the reference subtraction enabled (Figure 4.4 (b)) was not present for the data
with the circuit enabled (Figure 4.13 (b)). A trend where the amplitude increased
with capacitor number was however observed. The alternating average amplitudes
for different samples (Figure 4.13 (c)) varied by more than twice as much as the case
with the reference subtraction circuit enabled. Section 4.7 contains a discussion of

the effects of this parameter.

Figures 4.14 and 4.15 show that a significant amount of noise was measured
when the reference subtraction circuit was disabled. The additional noise did not
depend on capacitor or sample but a board dependence was observed. The five highest
points in the average noise versus channel corresponded to the last channel on each
board. The trend of reduction in average noise as a function of capacitor number,
which was observed for the data taken with the reference subtraction circuit enabled,
(Figure 4.7 (b)) was not present in the data taken with the reference subtraction
circuit disabled. The coherent noise across channels demonstrated no dependence
on capacitor or sample and exhibited a similar secondary peak as was observed in
the total noise distribution (Figures 4.16 and 4.17).  When the dispersion* was
summed for each event, it was evident (Figure 4.18) that approximately 3% of the

events accumulated ADC counts which formed a distribution about 4500 ADC counts

*While dispersion is defined as the square of the difference between a measurement in a distribu-
tion and the mean value of the distribution, it refers to simply the difference here.
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Figure 4.13: Average RMS noise plotted against the three independent variables,
channel (a), capacitor (b), and sample (c¢). The data was taken from a run with
forced high gain readout and reference subtraction circuit disabled (Run 32883).
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Figure 4.15: Average RMS noise plotted against the three independent variables,

channel (a), capacitor (b), and sample (c).

The data was taken from a run with

forced high gain readout and the reference subtraction circuit disabled (Run 32883).
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Figure 4.17: The coherent noise as a function of capacitor and sample with the
reference subtraction circuit removed. The data was taken from a run with forced
high gain readout (Run 32883).
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higher than the distribution centered near zero. The widths of the two peaks were
similar (164.2 ADC counts for the left peak and 217.2 ADC counts for the right).
When the 3% of the events which caused the second peak in Figure 4.18 were not
used in noise calculations the second peak vanished in both the RMS and coherent
noise plots, as shown in Figure 4.19. The analysis of the data taken with the forced
low gain readout produced similar results. All of the noise values for the data taken

with the reference subtraction circuit disabled can be found in Appendix B.

4.6 Data Taken at a Single Gain Scale

The analysis for the mono-gain data was performed in precisely the same manner
as that of the bi-gain data. There were four mono-gain noise runs taken. For each
run the operating conditions were set as follows: readout time of 4 us, reference
subtraction enabled, and write clock off. All data was read out after a 575 ns trigger

delay.

The ADC counts were examined and the distribution had a mean of (2560 + 40)
counts. The noise was slightly higher than either the high or low gain runs at
(4.0 £ 0.4) ADC counts compared to (3.4 + 0.3) ADC counts for the high gain
data and (3.0 £ 0.3) ADC counts for the low gain data. The coherent noise also
increased to (0.8 &+ 0.1) ADC counts. The mono-gain runs are summarized in Ap-
pendix B. As there was additional multiplexing used to read out both the high and
low gain channels at the same time, additional noise could have been added. There
could have been noise associated with the different preamplifiers and shapers used in

that portion of the calorimeter as well.

For the mono-gain data the same capacitors and channels were considered
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Figure 4.19: Noise for no data where the reference subtraction circuit was disabled.
Top: RMS before and after removing events. Bottom: Coherent noise before and
after removing events (Run 32883).
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noisy as for each of the high and low gain runs. There was little variation in either

amplitude or noise measurements between the four runs.

4.7 Discussion of System Noise Studies

4.7.1 Basic System Operation

There were no permanent system malfunctions to prevent a complete analysis of the
data. The few capacitors which gave measured amplitudes that differed significantly
from the others did so in each channel. These capacitors did not exhibit higher
RMS or coherent noise than the other capacitors. If the amplitude measurements
from the capacitors was lower than expected, it can be imagined that they weren’t
completely discharged during readout. The additional ADC counts measured on
the few anomalous capacitors could not be explained. The last channel on each
board was characteristically “noisier” than the others (Figure 4.7). These channels
were located on the edge of the ADC chip nearest to the addressing lines where
digital addressing noise could have been introduced. The data corresponding to the
noisy capacitors and channels were removed from the calculations and produced no
measurable improvement on the average noise values. All results presented in this

thesis contain all data unless explicitly stated otherwise.

While there were fluctuations in both amplitude and noise values between dif-
ferent capacitors and channels, there was no significant variation in either amplitude
or noise with time sample. The trend of average amplitude and average total noise
oscillation with time sample was observed for all data. One plausible explanation
was that the oscillations were caused by the two sample and hold circuits illustrated

in Figure 3.8. Each channel shared a pair of the sample and hold circuits and any
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variation between the two circuits could have caused the observed difference.

Since the average amplitudes did not fluctuate beyond an ADC count for
different samples, the pedestal files, or files containing mean amplitude values for
each channel, cell, and sample, (described in the next section), could be reduced in
size by the number of samples by averaging over the sample. While it was not an issue
in the analysis performed for this thesis, and in fact 60 x 256 x 8 = 122880 pedestals
were made for each pedestal file, it could make a difference at ATLAS where the
number of channels will be great and file size may become a factor. For example, the
electromagnetic barrel calorimeter will consist of 110208 channels and thus a pedestal
calibration file for 5 samples (assuming 14 bits per pedestal) would be approximately
20 megabytes in size. If there was no pedestal fluctuation between samples, this file

size could be reduced to 4 megabytes.

The study of coherent noise across boards (Figure 4.9) showed that significant
tails in the coherent noise distributions occurred for boards 1 and 3. The RMS noise
across boards showed no similar behaviour. An additional peak in coherent noise can
be seen for board 3. The data from the low gain readout contained the same features
for the two boards. As the different gain readout channels did not share SCA chips

(section 3.4), the coherent noise could not have been introduced in the SCA chips.

4.7.2 Variation in Operating Conditions

Disabling the reference subtraction circuit had the greatest effect of the three operat-
ing conditions which were varied, although there were smaller effects from the other
two operating conditions. Enabling the write clock introduced a tail on the high side
of the RMS distribution and caused the first capacitor in each pipeline to become

noisy. As the capacitor was noisy for all channels on both the high and low gain
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electronics chains, the problem could have been with the addressing circuitry which
was shared between chips. It was also possible that the additional clock could have

illuminated a problem common to the SCA chips.

The additional noise introduced with the reduced readout time could be ex-
plained as follows. Reading out a capacitor involved charging an operational amplifier
up to the voltage across the capacitor. The response of an operational amplifier is
such that following the rise of input voltage there is an overshoot followed by damped
ringing [21][23]. The reduced readout time of 2 us could conceivably have caused
the readout to occur at the point where there was ringing, causing an increase in

measured noise.

The data taken with the reference subtraction circuit disabled contained a
number of events (approximately 3%) which on average had total noise values more
than twice those of the other 97% of the events. The coherent noise values for these
events was an order of magnitude higher. As these events were scattered through-
out the data in no particular pattern, no conclusions about their existence could be
drawn. When the events were removed the mean amplitudes and RMS values were
reduced (Appendix B), while the coherent noise was slightly increased. The increase
in coherent noise was to be expected as without subtraction of the reference channels
there would be coupling between channels. The reduction in mean amplitude was
likely due to the changing of the reference voltage from that in the reference chan-
nels to voltage provided directly at the subtraction part of the circuit as described
in section 3.4.3. The lower values of RMS noise seem to indicate that the reference

subtraction circuit itself introduced noise into the system.
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4.7.3 Mono-gain System

The data taken with a single gain scale had mean amplitude values which differed
from the bi-gain system. The gain applied to the signals prior to the FEB were not
precisely the same for the two systems. The RMS and total noise increased which
could be attributed to either the multiplexing of the data into the ADCs or the

mono-gain preamplifiers and shapers.

4.8 Studies Using Calibration Data

The noise studies thus far have involved the system operating with no input signals.
It was also beneficial to study the system as it was pulsed with well defined signals,
in both time and amplitude. This procedure allowed an examination of the response

of the front-end electronics to voltage signals as well as a cross-talk study*.

4.8.1 Determination of Pedestals

Pedestals (average ADC counts with no input signal) for each channel, capacitor, and
sample and for each set of operating conditions were required for the analysis of cali-
bration and electron data. The pedestals would be subtracted off of the ADC values,
leaving only the signals. When the pedestals were calculated, the main concern was
to have a suitable mean for each channel, capacitor and sample which was not skewed
by out-lierst. To achieve this, any tails on the individual ADC count distributions

were truncated. Each of the 60x256x8 distributions had a different mean and the

*Cross-talk is the noise caused in one channel due to the signal in another channel in close
proximity to the first.

tAn out-lier is a measured value which lies several standard deviations from the mean value and
is clearly not part of the distribution.
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dispersion was used to truncate all mean amplitude distributions simultaneously. Ex-
amining the dispersion distribution, centred on zero, provided a guide for cutting the
tails. Once a cut was imposed, events contributing to the distribution out of the cut
range were discarded. The cut was adjusted until roughly 3% (or 1000) of the events
were discarded. The importance of this value was that it maintained good statistics
for the pedestals. A typical reduction in the mean of hits per capacitor (refer to

Figure 4.1) was from 120 to 110 hits (or 8%).

4.8.2 Method of Calibrating the System

For calibration, pulses with well defined shape were injected into the calorimeter onto
the electrodes as described in section 2.3.6. As outlined in Appendix C, channels
were pulsed in 12 specific groupings, or patterns, of channels (4 groups for the mono-
gain data). This was to allow an analysis of the cross-talk. The runs used in the

calibration studies, and the settings for each, are included in Appendix A.

The procedure for analyzing the pulser data follows in the next section. The
calibration pulses were generated by a 16-bit digital to analog (DAC) pulse generator,
or pulser. The error in a particular pulser output setting was then taken to be 271
DAC units (or essentially negligible). Gain selection in the calibration runs included,
along with forced high gain and forced low gain, and automatic gain selection (as

described in section 3.4).

In order to measure the voltage of each pulse, a parabolic fit was made to
the ADC count versus sample data. This parabola was a good approximation to the
pulse and the maximum of this fit was then taken to be the voltage of the pulse. A

full explanation and description can be found in section 5.2.1.
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4.8.3 Description of Calibration Data

The calibration data was divided into 20 discrete pulser voltage settings. Within each
of the 20 settings, each of the channel patterns was pulsed for 50 events. As each
calibration run contained 12000 events, the pulser voltage changed every 12000/20, or
600 events. One event immediately preceding and immediately following each voltage
change was discarded as there appeared to be noise associated with the pulser at

these points.

The pulsing of the mono-gain shapers used only 4 patterns (Appendix C) as
opposed to the 12 for bi-gain shapers. There were still 20 DAC settings and 50 events

per pattern, however, only one third of the events contained pulses.

The data taken at the beginning of the running period was not used as the
calibration pulser was improperly set. No data was therefore analyzed with the 2 us
readout time. The pulser was incorrectly set for the low gain data for a longer period
and as the problem was not discovered until after the test period, no low gain data

was analyzed with the write clock enabled.

4.9 Linearity and Dynamic Range of the System

As the physics at the TeV energy scale gives a wide range of energies and the system
described in this thesis was based on the ATLAS readout system, it was important
to measure the dynamic range of the system. The dynamic range described here
refers to bit resolution. This is slightly different than the range of energy measured
(which is described in the following chapter). Dynamic range in bits gives a measure
of the range and resolution of the system. This value can then be compared with the

maximum size in bits of the ADC’s used. The linearity of the system was equally
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important and also determined. As can be seen by Figure 4.20* the linearity and
dynamic range were not independent of each other. There was a tradeoff between
dynamic range and linearity. The majority of the channels did not show nonlinear be-
haviour beyond 0.3%. There were 8 channels however, (37 - 43) which were non-linear
in the low gain chain and 3 (16, 18, and 19) in the high gain chain. Gain switching
(described in section 3.4.2) occurred before the full dynamic range could be covered
and the non-linear regions of the high gain system were never used in either the mea-
surement of electron energy (the 300 GeV electrons utilized only approximately 50%
of the dynamic range of the high gain system prior to switching gain) or pulser data

in automatic gain switching mode.

The linearity of a channel was determined by examining residuals (deviations
of the data points from a linear fit to the data) of the output versus input of the
system. The non-linearity, which was defined as

AV
L —

Vaax

- 100, (4.10)

where AV was the maximum residual for a particular channel, and Vyiax was the
maximum range of the output signal (9.17 V). There was a linearity measurement
for each channel, but the average value of all channels was used here to describe the

entire system.

4.9.1 Gain Switching

To determine the dynamic range of the system, the amplitude where the gain switched

was determined. At the amplitude where the gain changed, the output dropped and

*Because the plots used in this section refer to amplitudes of the signals prior to digitization, they
are entirely positive. The actual signal range going into the analog to digital converters was -4.36 V
to 4.81 V as shown in Figure 3.9. It should also be noted that the pedestals have been subtracted
from the data.
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Figure 4.20: System response to calibration signals (for channel 39). Non-linear
behaviour appears for last few settings. Data taken with forced low gain readout
(Run 32869).
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the slope of the plot changed as shown in Figure 4.21.

Ideally, the gain switch would have occurred in a single discrete jump at the
voltage threshold. As can be seen by Figure 4.21, the switching process was not a
single jump. The large error bar on the fourth setting was due to a combination
of high and low gain data being selected throughout the DAC setting (Figure 4.22).
The top plot in Figure 4.22 shows the output signal for the setting following the gain
switch while the bottom plot shows the output for the DAC setting where the gain
switched. Figure 4.23 demonstrates that there was no single point during the DAC
setting where the gain switch occurred. A possible cause of the problematic gain
switching was a time jitter in the pulses from the calibration pulser, as illustrated
in Figure 4.24. The time jitter could have caused the pulses to “slide” backward
and forward in time. This would cause the maximum amplitude measured at the
fixed sample point to increase or decrease depending on the direction of the time
jitter. If the original amplitude (prior to jitter) was close to the threshold voltage, it
would have moved above or below the threshold causing the observed gain switching.
Unfortunately it was not possible to work back to determine the amount of time jitter
which existed, as there was insufficient information. The data taken with a 575 ns
trigger delay had more than one DAC setting switching due to the 25 ns shift of the

pulse.

The dynamic range of the bi-gain system was taken to be that of the low gain
system with the understanding that prior to the gain switch the resolution would be

slightly worse. The dynamic range for a channel, Ry, was defined as:

RChan = VMAX — VMIN, (411)

VRMS

where Vrus was the measured RMS noise (in volts) of the system. Any amplitude

measurement was only accurate to within the RMS of the measurement and thus the
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Figure 4.21: Response plot for automatic gain switching data run (32909 - Channel
5). The large error bar on the fourth data point was due to gain switching at the
fourth DAC setting.
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Figure 4.22: Output signals for the fifth (top) and fourth (bottom) DAC settings.
Gain switching occurred during the fourth setting. The data was taken from run
32909 and channel 5.
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Figure 4.23: Output signals for each event in the fourth DAC setting. The data was
taken from run 32909 and channel 5.
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dynamic range was reduced by a factor of m All references to the system dynamic
range in this thesis are made to the channel with the smallest dynamic range. The
channel with the smallest dynamic range was 1% to 2% lower than the mean dynamic

range of all channels.

Tables 4.2 and 4.3 contain the linearity and dynamic range measurements for
the high and low gain pulser data respectively. Three dynamic ranges were tabulated
for the high gain data, the full range, the range ending just above the maximum energy
(12 DAC settings), and the range ending where the gain switched (3 DAC settings).
The data taken with the reference subtraction circuit disabled was as linear as the
other data, but the dynamic range was noticeably less. This was due to (as described
in section 4.5.3) the high RMS noise of this data (2.8 mV as opposed to 2.0 mV for

data with the circuit enabled).

The low gain data was examined over the entire dynamic range and the output
versus signal curve truncated to allow measurement of linearity with reductions in

dynamic range (Figure 4.25).

The dynamic range was less for the low gain channels but the resolution was

better as it was defined by

_ ADCpax — ADCrus
g )

A (4.12)

where ADC); 4x was the maximum ADC value of the system, ADCrs was the RMS,
and g was the relative gain*. This demonstrated the trade-off between obtaining a

wide range of measurement and losing resolution in the process.

*The low gain system had a unit gain while the high gain system had a gain greater than one.
This is the convention that is used in the discussion of quantities involving g.
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Run | Clocks | Reference | Settings | Dynamic Range Linearity
Subtraction |  Cut (Bits) (% Full Range)

32687 | Off Yes 0 11.71 + 0.07 1+1

8 10.94 + 0.08 0.1 £0.1

17 8.40 + 0.09 0.010 £ 0.003
32728 Off Yes 0 11.71 + 0.07 1+1

8 10.94 + 0.08 0.1 £0.1

17 8.40 + 0.09 0.012 £ 0.004
32738 | Off Yes 0 11.70 + 0.06 1+1

8 10.94 + 0.08 0.2 +0.2

17 8.40 + 0.09 0.013 £ 0.003
32695 | On Yes 0 11.71 + 0.06 1+1

8 10.94 + 0.08 0.1 £0.1

17 8.41 + 0.09 0.011 + 0.003
32870 | Off Yes 0 11.59 + 0.09 1+1

8 109 £ 0.1 0.2+ 0.2

17 8.3+ 0.1 0.018 + 0.006
32912 | Off Yes 0 11.60 %+ 0.09 1.0 £ 0.7

8 10.8 £ 0.1 0.2+ 0.2

17 83+ 0.1 0.019 £ 0.006
32764 | Off No 0 11.19 + 0.07 1+1

8 10.44 + 0.08 0.12 + 0.09

17 7.8 £0.1 0.011 £ 0.004
32884 | Off No 0 11.08 + 0.09 1.0 £ 0.6

8 10.3 £ 0.1 0.2+ 0.2

17 7.7+ 0.1 0.018 + 0.006

Table 4.2: Summary of dynamic range and linearity for data taken with forced high
gain readout (Run 32912). Settings cut refers to the number of voltage settings
truncated off of the upper end of the range.
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Run Reference | Settings | Dynamic Range Linearity
Subtraction |  Cut (Bits) (% Full Range)
32726 Yes 0 11.27 £+ 0.07 1.1 £ 0.9
1 11.23 £+ 0.06 0.7+ 0.7
2 11.20 £+ 0.06 04+04
3 11.12 £+ 0.06 0.2+ 0.3
4 11.04 £+ 0.06 0.1 +0.1
32739 Yes 0 11.30 £+ 0.07 1+1
1 11.23 £+ 0.06 0.8+ 0.8
2 11.21 £+ 0.06 0.4+ 0.5
3 11.13 £+ 0.06 0.2 +£0.2
4 11.04 £+ 0.06 0.11 £ 0.08
32869 Yes 0 11.3 £ 0.1 0.9+ 0.5
1 11.2 £ 0.1 0.8+ 04
2 11.1 £ 0.1 0.6 +0.3
3 11.0 £ 0.1 0.4+ 0.2
4 10.9 £ 0.1 0.3 +0.2
329011 Yes 0 11.3 £ 0.1 0.9+ 0.5
1 11.2 £ 0.1 0.6 +04
2 11.1 £ 0.1 0.5+ 0.3
3 11.0 £ 0.1 0.3 +0.2
4 10.9 £ 0.1 0.3+ 0.2
32885 No 0 10.8 £ 0.1 0.9 + 0.6
1 10.7 £ 0.1 0.8+ 04
2 10.6 £ 0.1 0.6 +0.3
3 10.5 £ 0.1 0.4+ 0.2
4 10.4 £ 0.1 0.3 £ 0.2

Table 4.3: Summary of dynamic range and linearity for data taken with the forced
low gain readout (Run 32911).
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4.9.2 Data Taken at a Single Gain Scale

The four mono-gain data files were analyzed for linearity and dynamic range in the

same manner. The linearity is shown in Figure 4.27.

The non-linear behaviour occurred for all channels, as opposed to the few for
the bi-gain data. When the four highest DAC settings were removed, the majority of
the channels were linear to better than 0.3%. Eleven channels (80, 82, 83, 88, 89, 90,
91, 92, 93, 94, and 95), still exhibited non-linear behaviour after these truncations.
Only after truncating 5 more DAC settings (9 total) did the system as a whole
achieve the linearity comparable to the bi-gain system. For the last few DAC settings,
from the 13th onward, the measured output signal distributions began to fragment
(Figure 4.27). There was no pattern, in time, to the deviating values causing the
wider distributions. All four of the mono-gain calibration files exhibited the same

behaviour, which ruled out the possibility of an anomalous run.

4.10 Estimation of Cross-talk

Cross-talk can occur in circuits which use high density printed circuit boards when
signals in one trace produce smaller signals in nearby traces. A signal in one trace on
a circuit board can cause smaller, yet significant, signals in a neighbouring trace. On
the front-end board a signal in one channel could cause the channels in close proximity
to carry a cross-talk signal due to the mutual inductance and capacitance. The same
is true for adjacent cells in the calorimeter. Driving electrodes in the calorimeter with

well defined signal pulses allows the measurement of cross-talk.
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The cross-talk was measured by looking at the neighbouring channels* dur-
ing the events where a particular group of channels was continuously pulsed (Ap-
pendix C). The cross-talk between channels caused a pulse to appear as pulses in the
other channels. The pulses did not however have the same shape as those generated
by the pulser. As can be seen in Figure 4.29, the majority of pulses, due to cross-talk,
had their maximum amplitudes in the second time sample, which was the same sam-
ple which contained the original pulse maximum. The majority of the pulses with
maxima in sample two also had negative amplitudes (compared with the positive
amplitude of the pulser signals), while those with a maximum in other samples had,
for the most part, positive amplitudes. The cross-talk values used in this thesis were
the maximum amplitudes of the cross-talk pulses regardless of the particular sample

the maximum was in.

Three different patterns were examined for a high gain baseline run and the
results tabulated. Table 4.4 contains the cross-talk amplitudes for the channel pattern
where 2 cells in the back layer of the calorimeter were pulsed. Appendix D, contains
the maximum cross-talk amplitudes of the three channel patterns discussed in this

thesis. No channel patterns were pulsed in either the front or middle layers separately.

When the back layer of the calorimeter was pulsed, a cross-talk amplitude
above RMS (Table 4.5) was found for a channel, 11, in the front layer (and on a
different board) for input signals above 5 V. A similar result was observed for other
channels as well as the low gain data. For all of the data with the reference subtraction
circuit enabled, the neighbouring cell(s) in the layer behind or in front of the pulsed
cell had a positive amplitude while cells neighbouring in the same layer could have

cross-talk with positive or negative amplitudes. There seemed to be no cross-talk

*Neighbouring channels could refer to neighbouring electronics channels on the front-end board,
or neighbouring calorimeter cells. The calorimeter cells were mapped to electronics channels such
that neighbouring calorimeter cells were also neighbouring electronics channels.
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Gain Switch Threshold

Time Jitter

Sample of Maximum

Figure 4.24: The time jitter from the calibration pulser caused erratic gain switching
when a maximum lay close to the switching threshold.

o\nl 1 2 3 J 5 6
1/ | -0.0172 | -0.0189 | -0.0128 | -0.0275 | -0.0154 | -0.0197

18 | -0.0183 | -0.0209 | -0.0126 | -0.0341 | 0.0167 | -0.0198
12 | -0.0080 | -0.0078 | -0.0081 | -0.0098 | -0.0074 | -0.0077
11 | -0.0099 | -0.0077 | -0.0086 | -0.0081 | -0.0072 | -0.0057
Front Layer
14 | -0.0054 | -0.0000 | 0.0479 | 0.0482 | -0.0254 | -0.0125
18 | -0.0069 | -0.0082 | 0.0463 | 0.0507 | -0.0159 | -0.0173
12 | -0.0028 | -0.0033 | -0.0007 | -0.0010 | -0.0005 | -0.0027
11 | -0.0012 | -0.0035 | -0.0027 | -0.0017 | 0.0010 | -0.0005
Middle Layer

14 -0.1119 6.9631 -0.1767

13 -0.1482 7.1014 -0.1477

12 -0.0144 -0.0303 -0.0192

11 -0.0134 -0.0297 -0.0171
Back Layer

Table 4.4: Cross-talk (volts) in 7 and ¢ for the bi-gain shapers. Channels 55
(n = 2,0 =14) and 57 (2,13) in the back were pulsed (pattern 0).
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Figure 4.26: The response of the mono-gain system (channel 94) demonstrating the
severe non-linearity exhibited by 11 channels (Run 32809).
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o\n 1 2 3 4 5 6
14 1 0.002 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002
13 |1 0.002 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002
12 1 0.002 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002
11 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002 | 0.003

Front Layer

14 1 0.002 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002

13 |1 0.002 | 0.002 | 0.002 | 0.002 | 0.002 | 0.003

12 1 0.002 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002

11 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002

Middle Layer

14 0.002 0.002 0.002

18 0.002 0.002 0.002

12 0.002 0.002 0.002

11 0.002 0.002 0.002
Back Layer

Table 4.5: Average RMS noise (volts) in n and ¢ for the bi-gain shapers.

between a pulsed cell and the cell which was situated above or below it in the same

layer.

The cross-talk amplitudes increased (with positive or negative polarity) lin-
early (Figure 4.30) with input pulse amplitude after the first few settings. Channel
36 in Figure 4.30 increased at a rate of -66 mV/DAC unit while channel 45 increased
at 59 mV/DAC unit. Calorimeter cells which were not situated next to pulsed cells

also had amplitudes which increased linearly.

Varying the operating parameters, with the exception of the disabling of the
reference subtraction circuit, caused no significant difference in the cross-talk. When
the reference subtraction circuit was disabled (refer to Appendix D), the most no-
ticeable effect was that the amplitude polarity on the nearest cells flipped. The

amplitudes of the cross-talk signals were greater than the corresponding RMS values
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pulsed cell and for a cell to the left (channel 36) of another pulsed cell.
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within the first few settings (greater than 40 mV), as opposed to greater then 5 V
for the data where the reference subtraction circuit was enabled. This result demon-

strated that the reference subtraction circuit reduced cross-talk by about a factor of

100.

4.11 Summary of Calibration Studies

The bi-gain system was linear (no deviations from the output versus input curve
greater than 0.3% of full range) over a voltage range of 0.0 V to 4.5 V, or a dynamic
range of 11.2 bits. The bi-gain data, taken with the reference subtraction circuit
disabled (Figure 4.25), was linear over a dynamic range of about 10.4 bits. The
reason for the lower dynamic range was that the RMS for this data was significantly
higher than with the baseline data. The mono-gain system performed linearly (0.8%
of full range) in the region of 0.0 V to 4.8 V which corresponded to a dynamic bit
range of 11.4 bits.

The problems encountered with the gain switching could have been caused by
a time jitter in the calibration pulser and not with the readout board. The time jitter
caused a strong dependence on the trigger delay as the shifting of the pulse by 25 ns

caused gain switching to occur over more than a single DAC setting.

The largest cross-talk was measured in the channels corresponding to calorime-
ter cells adjacent in n as well as the layer in front or behind the cell. No significant
cross-talk was measured in the cells neighbouring in ¢ in the same layer. The cross-
talk signals had distorted shapes compared to the calibration pulses. They were often
inverted. When the back layer was pulsed there appeared cross-talk with amplitudes

10 times larger than RMS. This was not expected and could not be explained. When
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the reference subtraction circuit was disabled the main effect on the cross-talk signals

was a polarity change.
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CHAPTER 5

Electron Energy Resolution

5.1 Introduction and Description

A reconstruction of the electron beam energy was performed to determine the perfor-
mance of the calorimeter and readout system. There were four energies of electrons
used during the study: 100, 150, 200 and 300 GeV. As in the noise and calibration
studies, the data was taken with different conditions to observe the effect on the
results. Mono-gain data was also recorded. The bi-gain runs were taken with low
gain forced and in automatic gain switching mode. The automatic gain switching
runs were actually high gain runs as the energy required to switch the gain was never

achieved. All of the data used, bi-gain and mono-gain, is summarized in appendix A.

The measured energy in an electromagnetic calorimeter will fluctuate due to
several factors [22]. These factors include fluctuations in the energy sampling*, leakage
out of the calorimeter boundaries, pile-up, electronic noise, etcetera. If the calorimeter
is detecting a beam of electrons of energy F, the variance of the distribution of

detected electron energy can be expanded in a power series of the form:

o*(E) =b*+ d*E + *E* + - -- (5.1)

*The calorimeter described in this thesis is a sampling calorimeter meaning that active (measur-
ing) layers of the calorimeter are placed between layers of inactive material, copper for example, and
thus the energy measured is a “sampling” of the shower as it traverses the detector
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which can be re-written, after dividing through by E? and dropping the argument of

o, as:

g—\/2+a—2+ﬁ+ (5.2)
E_ C E 2 . .

We are only concerned with the three leading terms, as higher powers of 1/FE become
negligible, so after dropping the higher order terms, equation 5.2 can be written in

the following simplified form:

o a b

—=c® =0 = , 5.3
where a, b, and c are constants and the terms are added in quadrature*. The constant
term, ¢, dominates at high energies. This term is due to the calibration, mechani-
cal assembly, and detection medium [10] [22]. The —7= term describes any Poisson
fluctuations such as sampling fluctuations, or in the case of a tile calorimeter, the fluc-

tuations in the number of photoelectrons liberated at the surface of a photo-multiplier

tube. This term is dominant over the majority of energies measured. The last term,

b
E?

of MeV).

is referred to as the noise term. The noise term is dominant at low energies (10’s

The electromagnetic calorimeter is required to make lepton energy measure-
ments in the energy range 10-100 GeV for the rare decays H — vy and H — ZZ — 4e.

All three of the terms described above would thus contribute to the energy resolution.

For these decays it has been determined [4] that a sampling term of less than %2 and

vE
a constant term of less than 1% would suffice. The constant term, although dominant

at high energies (TeV range), does significantly contribute to the energy resolution

*The @ symbol refers to the square root of the sum of squares, or quadrature addition.
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down to an energy of around 40 GeV. A goal for this term has thus been set at 0.7%

(over a nonet tower illustrated in Figure 5.1).

5.2 Electron Energy Reconstruction

The electron energy reconstruction involved applying calibration corrections (calibra-
tion constants) to the raw data in order to minimize the value of o(E)/E. There
were three basic types of calibration constants applied, gain, timing corrections, and
pedestals. The gains were applied to account for inherent gain differences between
channel. The timing constants were applied to account for the approximate pulse
shape used in the analysis, and the timing differences between layers of the calorime-

ter. The pedestals were subtracted from the ADC count distributions.

5.2.1 Reconstruction Procedure

The reconstruction of the energy took two distinct steps, not including the application
of the corrections mentioned above. The first step was to scan the cells to find the
cell containing the maximum energy. This cell was then determined to be the “seed”
cell of the electromagnetic shower. The front layer of the calorimeter contained the
seed cell for approximately 72% of the seed cells, while the middle and back layers
contained 18% and 10% of the seed cells respectively. Once this was accomplished, a

“tower” was built which would contain the deposited energy of the electron beam.
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5.2.2 Tower-building Methods

The key to the most accurate energy measurement was the size of the tower. If it was
too small it would not contain all of the deposited electron energy, while if it was too
large, the additional noise would affect the measurement. As the (bi-gain) calorimeter
was 4x6 = 24 cells in the first two layers and 12 in the back, three different tower
sizes were investigated. The first of these was a tower containing three cells, one from
each layer (in line with the impact cell). The second was the entire calorimeter, all
244-24+12=60 cells. The last tower was built by summing 24 cells surrounding the
seed cell (nonet tower), 9 in the front layer, 9 in the middle layer, and 6 in the back

layer (Figure 5.1).

It was found (for 200 GeV electrons using the high gain system) that the
best resolution came from the nonet tower as illustrated in Figure 5.2. It has been
determined that this tower (for the prototype calorimeter used in this experiment)
contains approximately 94% of the electron energy [17]. The same group found that
increasing the cluster size to a 5x5 tower in the first two layers had the disadvantage
of contributing 40% more electronics noise, which would be critical at low energies.
The energy for the tower for the maximum sample, the sample before the maximum,
and the sample following the maximum were then fitted to a parabola*. From the
parabolic fit, the actual maximum energy of the pulse, as well as the time which this

maximum occurred, could be calculated.

*A parabolic fit was found to work best for the pulses. A correction was made to the data to
account for the shape difference between the parabolic fit and the actual more complex pulse shape.
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Figure 5.2: Resolution (o/E) for 3 calorimeter cells in line (depth) with the impact
cell (a), the sum of all calorimeter cells (b), and the nonet tower (c). The resolutions
were 3.363%, 1.602%, and 1.461% respectively. The data was 200 GeV electrons taken
with the baseline high gain system (Run 32685).
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5.3 Corrections to Measured Energy Resolution

The energy resolution was measured after the pedestal subtraction and then again

after the application of additional calibration constants.

5.3.1 Application of Calibration Constants

Each channel had a gain which differed from the others as pictured in Figure 5.3.
A determination of how best to apply a correction to account for gain differences
involved fitting the output signal versus input signal pulser data for each channel and
then using the parameters from the fit for the correction. A linear fit, with non-fixed
intercept, would have implied a perfectly linear system and the first derivative would
correspond to the gain used for the correction. A quadratic fit was also tried where the
coefficient of the quadratic term corresponded to the non-linearity of the system and
the coefficient of the linear term was the gain, thus giving two parameters to apply
to the data. To determine which fit was best, the “goodness of fit” was compared
between the two. The reduced x?, variance squared over the number of degrees of
freedom, was used for this purpose. The percent improvement, in terms of the x?2, for
the quadratic fit over the linear fit was (50 &+ 10) %, and thus the quadratic fit was

used in the gain corrections. The correction for each channel was

Ecorr = AE + BE?, (5.4)

where E¢o was the actual energy in a cell, £ was the measured energy in a cell, A
was the gain, and B was the non-linearity. The gains were calculated using the data
in the region where the output versus input signal curve was linear, i.e. the last 8

points were removed from the analysis.
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Figure 5.3: Gains (slope of input signal versus output signal plots) averaged over all
20 settings for each channel, for the high gain baseline data (Run 32687).
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For the purpose of describing the procedure for determining and applying

the corrections*, a bi-gain data run at 200 GeV was used (Run 32685). With no

a(E)

=) was

corrections, except pedestal subtraction, the measured energy resolution (
(6.69 + 0.08)%. Application of the gain corrections improved the energy resolution

to (2.46 & 0.01)%.

5.3.2 Time of Pulse Maximum Correction

The pulse shape was approximated by fitting a parabola to the three samples with
the highest ADC values. As described in section 5.2.1, there was a slight dependence
between the time where the actual maximum of the pulse occurred and where the
maximum of the parabolic fit occurred. The energy was plotted against the relative
time of maximum, or the difference between the maximum sample and the time where
the pulse maximum was estimated to be located (Figure 5.4 (a)). A polynomial was
fit through the data. The polynomial was used to obtain the following correction

£(0)

E T — Eia
o Pn(tmax)

(5.5)

where E was the energy before the correction and P,(fmax) Was a polynomial, in
timaz, Of degree n. The degree of polynomial which provided the best result, in terms
of reducing the energy resolution, was a 6th order polynomial. The result of the
correction using this function is shown in Figure 5.4 (b). The correction improved

the resolution from 2.46% to 1.46%.

*Prior to any reconstruction studies, pedestals were subtracted from each ADC value.
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Figure 5.4: Relative time of maximum of signal pulse maximum, with respect to the
maximum sample plotted against total summed energy with no correction (a), and
with 6th order polynomial correction (b). The data was 200 GeV electrons taken
with the baseline high gain system (Run 32685).
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5.3.3 Angular Dependence on Energy Resolution

Other variables which may have had an effect on the energy resolution were n and ¢.
The energy weighted cell positions were plotted (Figure 5.5) in the 7-¢ plane. Within
the beam region (boxed region in Figure 5.5) there was negligible variation in energy.
Outside of the beam region the approximate mean energy (for 200 GeV electrons)
was 50 GeV. Only the data inside of the beam region was used in determining the
resolution. The data outside of the box in Figure 5.5 accounted for approximately
30% of the total data. The omission of this data caused the energy resolution to

improve to 1.43% from 1.46%.

5.3.4 Correction for Cross-talk

Without pulsing each cell individually it was not possible to apply a set of corrections
for the cross-talk between channels. An approximate correction was made using the
cross-talk data described in section 4.10. The correction was made to a single cell
(the impact cell corresponding to channel 5). The cross-talk from the row (in the 7
direction) containing the cell was subtracted off of the channel. The data came from
the pattern in which channel 5 was pulsed. This approximate correction provided a

slight improvement (less than one tenth of a percent) to the energy resolution.

5.4 Energy Resolution

The corrections were then applied to each set of data. The energy resolution for each
data sample was then tabulated in Table 5.1. For the high gain system, the energy

resolution improved with energy with the exception of the 300 GeV data. The three
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Figure 5.5: Electron impact cells in the The 7-¢ plane. The box denotes the region
where the data used for calculations was taken. The data was 200 GeV electrons
taken with the baseline high gain system (Run 32685).
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Run | Gain | Trigger Delay | Operating | Energy | Resolution
ns Conditions | GeV %
32685 | High 575 Baseline 200 | 1.43 £ 0.02
32703 | High 575 Baseline 100 | 1.90 £+ 0.03
32734 | High 575 Baseline 150 | 1.63 £+ 0.05
32906 | High 600 Baseline 300 | 2.88 +0.03
32686 | Low 575 Baseline 200 5.3 £ 0.1
32704 | Low 575 Baseline 100 5.5+ 0.1
32735 | Low 575 Baseline 150 6.7 £ 0.1
32907 | Low 600 Baseline 300 4.2 £ 0.1
32693 | High 575 Clock On 200 | 1.92 +0.05
32761 | High 575 No Ref-Sub | 200 | 2.44 £+ 0.05

Table 5.1: Summary of energy resolution values for bi-gain data.

data points from the high gain data taken with the 575 ns trigger delay are shown in
Figure 5.6. The 300 GeV data was taken with the 600 ns trigger delay rather than the
575 ns trigger delay and the “time of maximum parameterization” did not improve

the energy resolution. The low gain system gave a worse energy resolution than the

high gain system (Figure 5.7).

The resolution measured for the data (200 GeV electrons) with the reference
subtraction circuit disabled was approximately twice as large as that for the baseline
data. This was likely due to the summing of additional noise in the nonet. The data

taken (200 GeV electrons) with the write clock enabled had an energy resolution

slightly higher than the baseline data, most probably for the same reason
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Figure 5.6: Energy resolution versus beam energy for the baseline (high gain) data.
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Run | Gain | Trigger Delay Operating Noise Term
ns Conditions MeV
32689 | High 575 Baseline 550 £ 80
32697 | High 575 Clock On 580 £ 80
32667 | High 600 2us Readout Time 630 £ 140
32883 | High 575 No Reference Subtraction | 550 + 100
32690 | Low 575 Baseline 480 + 80

Table 5.2: Total noise summed through a nonet energy tower.

5.5 Determination of Noise Term in the Energy

Resolution

The noise term £ in the energy resolution expansion (equation 5.3) was estimated
using three methods: a sum of the noise in an energy tower, reconstructing signals of
zero amplitude (noise data), and by using the resolution measured in the section 5.4
along with a priori knowledge of the sampling term and constant term of the resolution
expansion. The first method used was to sum the total noise (incoherent and coherent
described in equation 4.5) in a nonet or energy tower; in the same manner as described
previously. The average energy over capacitor and time sample for each channel was
used in the sum. This sum represented the best achievable value for the energy
resolution due to the limit imposed by the electronics noise in the system. For the

baseline high gain system the total noise was found to be (550 £+ 80) MeV. Results

with different run parameters is compiled in Table 5.2.

The second method used for estimating the noise term in the energy resolution
expansion was to use the reconstruction algorithm for the electrons on the noise data
where no pulses were present. The width of this distribution represented the best

resolution which could be achieved with the system. It would represent the low
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Run | Gain | Trigger Delay Operating Noise Term
ns Conditions MeV
32689 | High 575 Baseline 580 £ 30
32697 | High 575 Clock On 600 + 40
32667 | High 600 2us Readout Time 850 £+ 80
32883 | High 575 No Reference Subtraction | 490 + 30
32690 | Low 575 Baseline 510 £ 30

Table 5.3: Reconstruction of noise data using the same algorithm used for electron
energy reconstruction (note that for the data taken with the short readout time no
gain corrections were used).

energy limit of the resolution expansion. For the high gain baseline data, the noise
term estimate was (580 & 30) MeV, which was consistent with the total noise summed
in the tower. Table 5.3 contains the resolution values for the remaining data. There
was good agreement between the two methods. The one exception being the data
taken with the 2 us readout time. For this data, a gain correction was not possible
as no usable calibration data was available for this run condition. It was found, by
examining the baseline data with and without gain corrections, that approximately
a 13% improvement could be obtained. This would put the two values for the 2 us

readout time in agreement.

The last method for approximating the energy resolution was to use the energy
resolutions measured in section 5.4 to estimate the electronics noise term. Ideally a
fit would have been made to the energy resolution versus energy data to find the
parameters. As no 50 GeV data was taken and data with the same run conditions
was only taken for 3 energies, the values of the sampling term and constant term
were fixed using values obtained by Auge et al [24]. Using these fixed values, an

(10.0340.30)%

approximate fit could be made. The values used were o for the sampling

term and (0.00 £ 0.11) % for the constant term. Using these values, a fit to the data
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gave noise terms of (1.6 + 0.1) GeV/E and (5.4 4+ 0.1) GeV/E were for the high and

low gain data respectively.

5.5.1 Electron Data Taken with Mono-gain Shapers

Only 200 GeV data was successfully taken with the mono-gain shapers. The resolution
for the energy distribution was (2.32 £+ 0.03)%. This was roughly twice that of the
high gain 200 GeV data taken with the bi-gain shapers. The total energy sum made
over the energy tower was used as an approximation of the noise term as was the
reconstruction of the noise data. The values for these were (750 + 80) MeV and
(1400 £ 100) MeV respectively. As can be seen in Appendix C the back layer of the
calorimeter used for the mono-gain shapers was not projectively in line with the other

two layers and hence was not used in the estimations of the noise term.

5.6 Discussion

An estimate of (110 + 20) MeV /channel was made for the noise term of the high gain
system using a sum of the total noise per channel within the nonet tower. A second
estimate of (118 &+ 6) MeV /channel was made for the same system by applying the
energy reconstruction algorithm to the noise data. For the low gain system, values of
(100 £+ 20) MeV/channel and (104 = 6) MeV /channel were obtained using the same
procedures. The noise introduced per channel by the calorimeter and shapers was
between 40 MeV and 70 MeV, depending on the region of the calorimeter [16]. For
the case where the only 40 MeV /channel of noise was introduced before the readout

system, the readout noise was between two and three times higher.

The value for the noise term determined by an approximate fit of the resolution
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versus energy data gave a significantly higher value of (330 + 20) MeV /channel for
the noise of high gain electronics. This value could be due to the approximate fit of
the three data points. The low gain noise term, using the same method, gave a much
higher value of the resolution of (1.10 + 0.02) GeV/channel. The distribution had
an RMS width approximately 5 times higher than that for the high gain width. As
the previous methods used in this thesis gave approximations to the noise term for
high and low gain electronics, which were consistent with each other, the discrepancy

between the noise term for electronics chains in the fit method could not be explained.

The operating condition which caused the largest increase in the noise term
(other than the low gain for the fit method) was the reduction in the readout time
(roughly 15% for the summed tower noise estimate). As was explained in section 4.7
the shorter readout time could have caused the reading of the readout amplifier to
be premature, causing fluctuations in measured voltages. The remaining run time

condition changes were consistent with the baseline values.

The mono-gain system had values of (180 + 20) MeV /channel and (330 +
30) MeV /channel for the tower noise sum and reconstruction of noise respectively.
The width of the 200 GeV electron energy distribution was approximately twice that
of the same distribution for the high gain width. As data was only taken for a 200 GeV

run, comparisons between different data were not possible.
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CHAPTER 6

Summary and Recommendations

6.1 Summary of Results

The readout boards developed at the University of Alberta were studied in terms of
noise, linearity, and energy resolution performance. The baseline high and low gain
systems had noise values of (3.1 £ 0.3) mV /capacitor and (2.7 = 0.3) mV /capacitor
respectively. The coherent noise, across channels, was (0.55 £+ 0.01) mV /capacitor

and (0.55 £ 0.02) mV /capacitor for the high and low gain systems respectively.

When the write clock was enabled, the noise distribution developed a signifi-
cant tail and the first capacitor became noisier. When the time for reading out data
from the pipeline was reduced to 2 us the noise increased for both the high and low
gain systems. The increase in noise was about 6% for the high gain electronics chain
and 25% for the low gain. The reference subtraction reduced the cross-talk but caused

additional incoherent and coherent noise.

A 14% increase in noise, over the high gain system, was measured for the mono-
gain system. An 33% increase in coherent noise across channels was also measured.
The additional noise could have come from additional multiplexing circuitry, but as
different shapers and preamplifiers were used in a different region of the calorimeter,

no definitive conclusions could be drawn.

The dynamic range of the bi-gain system was determined to be 11.3 bits. The
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system was linear from 0 V to 4.5 V. For the mono-gain system a dynamic range of
11.6 bits was achievable, but the system became noticeably non-linear after 11.4 bits.
The mono-gain system was linear from 0 V to 4.8 V. In the bi-gain system gain
switching occurred between an input signal of 5 V to 7 V. This was explained in

terms of a timing jitter on the input pulses.

The cross-talk was large and extended beyond nearest neighbours. No conclu-
sions could be drawn as the calorimeter was pulsed such that it was not possible to
accurately measure the cross-talk caused by the pulsing of a single channel. It was
possible to determine that the largest cross-talk occurred between cells which were
in the same 7-¢ coordinate in the next layer and in cells which resided side-by-side
in ¢. When corrections were made to the electron data using the estimated values of

cross-talk the results were inconclusive.

The noise term in the expansion of the energy resolution was estimated three
different ways; the first two using the noise data and the third using the electron data.
The first two estimates gave values for the noise of (110 £ 20) MeV /channel and (118
+ 6) MeV/channel for the high gain electronics and (100 £+ 20) MeV /channel and
(104 £ 6) MeV /channel for the low gain electronics. The only run time parameter
which caused a significant increase in the value of the noise term was the reduction in
readout time. Reducing the readout time from 4 ps to 2 us caused an increase in the
noise term of 15%. The third method used to estimate the noise term gave a value of
(330 £ 20) MeV /channel for the high gain system and (1.10 + 0.02) GeV /channel for
the low gain system. The low gain electronics had an energy distribution roughly 5
times wider than the high gain electronics. No explanation was found. For the mono-
gain system values were estimated for the noise term of (180 £+ 20) MeV/channel
and (330 + 30) MeV/channel for the tower noise sum and reconstruction-of-noise

methods. Only the 200 GeV electron data was successfully recorded with this system
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and thus an estimate of the noise term using the energy resolution versus energy data

was not possible.

6.2 Recommendations

A few modifications in the experimental procedure could have led to a better un-
derstanding of the system. Had time been available, bench testing before and after
the CERN test would have provided a means to determine which effects were due
to the board and which were due to the calorimeter, and corresponding electronics.
A deeper understanding of the non-linearity at a high input voltage may have been
achievable. Another experimental detail which could have been improved upon was
the calibration pulsing method. If every cell had been pulsed individually, it would
have been possible to carefully measure the cross-talk as well as develop cross-talk

corrections to use with the electron reconstruction analysis.

In terms of design improvements to the readout system, there were two areas
where improvements could have been made; first in gain switching, and second in
the noise introduced by the connection between the pipeline and the first sample and
hold. The switching problem could possibly be avoided in the future by using a digital

comparison rather than the analog method.

The connection between the SCA pipelines and the first sample and hold was
high impedance making it susceptible to any local noise from other components. This
connection increased the noise and limited the measured energy resolution as well as
the dynamic range. If the sample and hold was included in the pipeline chip, the

noise may have been reduced.
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Appendix A

Description of Data Recorded

The following tables describe the data (including run-time parameters) used

in the analysis contained in this thesis.
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Run | Gain | Clocks | Readout Time | Trigger Delay | Reference
(us) (ns) Subtraction
32621 | High Off 4 600 Yes
32874 | High | Off 4 600 Yes
32902 | High | Off 4 600 Yes
32623 | Low Off 4 600 Yes
32876 | Low Off 4 600 Yes
32922 | Low Off 4 600 Yes
32641 | High | Off 2 600 Yes
32667 | High | Off 2 600 Yes
32670 | Low Off 2 600 Yes
32689 | High | Off 4 575 Yes
32705 | High | Off 4 575 Yes
32730 | High | Off 4 575 Yes
32733 | High | Off 4 575 Yes
32742 | High | Off 4 575 Yes
32690 | Low Off 4 575 Yes
32706 | Low Off 4 575 Yes
32731 | Low Off 4 575 Yes
32743 | Low Off 4 575 Yes
32697 | High | On 4 575 Yes
32698 | Low On 4 575 Yes
32760 | High | Off 4 575 No
32883 | High | Off 4 575 No
32880 | Low Off 4 575 No

Table A.1: Summary of conditions for noise data taken with bi-gain shapers.

Run | Clocks | Readout Time | Trigger Delay | Reference
(us) (ns) Subtraction
32787 | Off 8 575 Yes
32810 | Off 8 575 Yes
32826 | Off 8 575 Yes
32845 | Off 8 575 Yes

Table A.2: Summary of conditions for noise data taken with mono-gain shapers.
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Run | Gain | Clocks | Trigger Delay | Reference | Maximum Setting
(ns) Subtraction | (1000 DAC Units)
32687 | High | Off 575 Yes 10
32695 | High | On 575 Yes 10
32725 | Auto | Off 275 Yes 65
32726 | Low Off 575 Yes 65
32728 | High | Off 575 Yes 10
32738 | High | Off 575 Yes 10
32739 | Low Off 575 Yes 65
32740 | Auto | Off 575 Yes 65
32764 | High | Off 575 No 10
32765 | Auto | Off 575 No 65
32861 | Auto | Off 600 Yes 65
32869 | Low Off 600 Yes 65
32870 | High | Off 600 Yes 10
32884 | High | Off 575 No 10
32885 | Low Off 575 No 65
32886 | Auto | Off 575 No 65
32909 | Auto | Off 600 Yes 65
32911 | Low Oft 600 Yes 65
32912 | High | Off 600 Yes 10
32924 | Auto | Off 600 Yes 65

Table A.3: Summary of conditions for calibration data taken with bi-gain shapers.

Run | Clocks | Readout Time | Trigger Delay | Reference | Mazimum Setting
(us) (ns) Subtraction | (1000 DAC Units)

32785 | Off 8 575 Yes 32

32809 | Off 8 575 Yes 32

32816 | Off 8 575 Yes 32

32836 | Off 8 575 Yes 32

Table A.4: Summary of conditions for calibration data taken with mono-gain shapers.
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Run | Gain | Clocks | Readout Time | Trigger Delay | Reference | Energy
(us) (ns) Subtraction | (GeV)

32668 | High | Off 2 600 Yes 200
32684 | Auto | Off 4 575 Yes 200
32685 | high Off 4 575 Yes 200
32686 | Low Off 4 575 Yes 200
32692 | Auto | On 4 575 Yes 200
32693 | High | On 4 575 Yes 200
32694 | Low On 4 575 Yes 200
32699 | Auto | Off 4 575 Yes 200
32702 | Auto | Off 4 575 Yes 100
32703 | Auto | Off 4 575 Yes 100
32704 | Low Off 4 575 Yes 100
32720 | Auto | Off 4 575 Yes 50
32722 | Low Off 4 575 Yes 50
32723 | Auto | Off 4 575 Yes 50
32734 | Auto | Off 4 575 Yes 150
32735 | Low Off 4 575 Yes 150
32736 | Auto | Off 4 575 Yes 150
32737 | Low Off 4 575 Yes 150
32744 | Low Off 4 575 Yes 100
32745 | Auto | Off 4 575 Yes 200
32761 | Auto | Off 4 575 No 200
32762 | Auto | Off 4 575 No 200
32857 | Auto | Off 4 575 Yes 200
32859 | Auto | Off 4 600 Yes 200
32906 | Auto | Off 4 600 Yes 300
32907 | Low Off 4 600 Yes 300
32908 | Low Off 4 600 Yes 300
32925 | Auto | Off 4 600 Yes 300

Table A.5: Summary of conditions for electron data taken with bi-gain shapers.
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Run | Clocks | Readout Time | Trigger Delay | Reference | Energy
(us) (ns) Subtraction | (GeV)

32782 | Off 8 575 Yes 200

32829 | Off 8 575 Yes 150

Table A.6: Summary of conditions for electron data taken with mono-gain shapers.
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Appendix B

Amplitude and RMS Values

Table B.1 contains the mean amplitudes (averaged over events), RMS noise,
and coherent noise for both high and low gain systems. The corresponding data with
the reference subtraction circuit disabled is contained in Table B.2. The mono-gain

data can be found in Table B.3.
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Run | Gain | Mean Amplitude RMS Mean Coherent Noise
(ADC counts) | (ADC counts) (ADC counts)
32621 | High 2550 4+ 50 3.5 +0.3 0.6 +0.1
32689 | High 2550 + 40 3.4+ 0.3 0.6 + 0.1
32705 | High 2550 + 40 3.44+0.3 0.6 + 0.1
32730 | High 2550 + 40 3.44+0.3 0.6 + 0.1
32733 | High 2550 + 40 3.4 +0.3 0.5 + 0.1
32742 | High 2550 + 40 3.4+ 0.3 0.6 0.1
32874 | High 2550 + 40 3.4+0.3 0.6 + 0.1
32902 | High 2550 + 40 3.3+ 0.3 0.5+ 0.1
32623 | Low 2570 + 40 294+0.3 0.6 + 0.2
32690 | Low 2570 + 40 294+0.3 0.6 + 0.2
32706 | Low 2570 £ 40 3.0+ 0.3 0.6 £ 0.2
32731 | Low 2570 + 30 3.0+ 0.3 0.6 + 0.2
32743 | Low 2570 + 40 29+ 0.3 0.6 £0.2
32876 | Low 2570 £ 30 29403 0.5+ 0.2
32922 | Low 2570 £ 40 29+ 0.3 0.6 £0.2

Table B.1: Summary of results from baseline runs (coherent noise is over system).

Run | Gain | Mean Pedestal | Mean RMS | Mean Coherent Noise (system)
(ADC counts) | (ADC counts) (ADC' counts)

32760 | High 2390 £ 50 29+0.3 0.6 +£0.2

32883 | High 2390 £ 50 29+ 0.3 0.6 +£0.2

32880 | Low 2390 + 40 24+0.3 0.8 +0.2

Table B.2: Summary of results from runs with the reference subtraction circuit dis-
abled (after bad events cut).
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Run | Mean Pedestal | Mean RMS | Mean Coherent Noise
(ADC counts) | (ADC counts) (ADC counts)
32787 2560 £ 40 4.0 £ 04 0.8 +£0.1
32810 2560 + 40 4.0+ 04 0.8 £ 0.1
32826 2560 =+ 40 4.0 04 0.8 0.1
32845 2560 £ 40 4.0 204 0.8 £ 0.1

Table B.3: Summary of results from runs without reference subtraction circuit (after

bad events cut).
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Appendix C

Pulser Pattern Description

There were two different calorimeter cell-to-channel mappings used, one for
the bi-gain shapers and another for the mono-gain shapers (Figures C.1 and C.2).

The patterns for these mappings were also different and described below.

For the bi-gain shapers, the calorimeter cells were pulsed such that two neigh-
boring cells (in ¢) were pulsed simultaneously, as shown in Figure C.3. The pulsing
was also performed such that some cells in the first and second layer, occupying the
same 7-¢ coordinates, were pulsed simultaneously. This allowed a comparison to be
made between the layers for a cross-talk study. There was no expected crosstalk be-
tween the second and third layers and so no special pattern was designed for similar

studies. There were 12 pulse patterns where between 2 and 8 cells were pulsed.

The pulsing for the mono-gain mapped region of the calorimeter was done in
a much less complicated manner (Figure C.4). There were only four patterns used.
Columns in 7 were pulsed simultaneously. For the first two layers (front and middle)
every other column on the left side was pulsed while the right side was not pulsed at
all. The right side was then pulsed in the same fashion. The exact same pattern was
pulsed simultaneously in the middle layer. For the back layer, every other column

was pulsed per pattern.
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14| 12 | 13 | 16 | 17 | 20 | 21
1B| 14| 15| 18| 19 | 22 | 23
2| o 1 | 4 | 5 | 8 9
unl| 2 3 6 7 | 10 | 1
1 2 3 4 5 6
14| 36 | 37 | 4 | 4 | 4 | 45
13| 38 | 39 | 42 | 43 | 46 | 47
12| 24 | 25 | 28 | 29 | 32 | 33
1| 26 | 27 | 30 | 31 | 3 | 3
1 2 3 4 5 6
14 54 55 58
13 56 57 59
12 48 49 52
1 50 51 53
op_, 1 2 3
n

Front

Middle

Back

Figure C.1: Channel-to-calorimeter cell mapping for bi-gain shapers. The number at
each 7-¢ location is the channel number. The 7 and ¢ are in arbitrary integer units.

144



6 |24 25/28|29 32|33 |36 |37 |40 |41 44|45
5 126(27 |30 3134 35|38|39| 42| 434647
4 0/1(4|5|8 |9 (12|13| 16| 17/20|21
3 2|36 |7 |10|11 /14|15 18| 19/22|23
1 2 3 45 6 7 8 9101112
6 |72 73|76|77|80|81|84 |85 |88 |89 |92 93
S5 | 74| 75|78 (79|82 83|86 87|90 |91 94|95
4 | 48| 49|52 |53 |56 |57 |60 | 61|64 |65 68|69
3 |50| 5154 55|58 |59 62| 63|66 |67 |70 71
1 2 3 45 6 7 8 9101112
4 108 | 109 | 112 113 116 117
3 110 | 111 | 114 115 118 119
2 96 97 | 100 | 101 | 104 | 105
1 98 99 | 102 103 106 107
0 f_, 1 2 3 4 5 6
n

Front

Middle

Back

Figure C.2: Channel-to-calorimeter cell mapping for mono-gain shapers.
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14| 6 | 5 4 | 6 | 5
13 6| 5 4 | 6 | 5
12 11 10 8 11 10
1| 1| 10 8 | 11 | 10
1 2 4 5 6
14 7 6 4 7 6
13| 7 | 6 4 | 7 | 6
121 11 10 8 11 10
1| 11 | 10 8 | 11 | 10
1 2 4 5 6
14 0
13 0
12 2
11 2
ot 2
n

Front

Middle

Back

Figure C.3: Calibration pulsing pattern used for bi-gain shapers. The number at each
n-phi location is the time ordered channel pattern which was pulsed. For example,
the first pattern (0) pulsed the cells located at n = 0 and ¢ = 13 and ¢ = 14.
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6 J]1/0/1/0|12|0[|3|2|3]2|3|2
511/0(1/0/1|/0|3|2|3|2|3|2
Front
4 11/0/12/0(1|0|3|2|3|2|3|2
3 11/0(12/0/1|/0|3|2|3|2[3|2
1 2 3 45 6 7 8 9 10 1112
6 J]1/0/1/0|12|0(|3|2|3]2|3|2
511/0(1/0/1|/0|3|2|3|2|3|2
Middle
4 11/0/12/0(1|/0|3|2|3|2|3|2
3 11/0(12/0/12|/0|3|2|3|2[3|2
1 2 3 45 6 7 8 9 10 1112
4 3 2 3 2 3 2
3 3 2 3 2 3 2
Back
2 3 2 3 2 3 2
1 3 2 3 2 3 2
1 2 3 4 5 6
cpf_,
n

Figure C.4: Calibration pulsing pattern for mono-gain shapers.
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Appendix D

Relative Crosstalk Amplitudes

Tables D.1, D.2, and D.3 contain the cross-talk amplitudes for three calibration
pulse patterns (0, 5, and 10). The pulsed cells have amplitudes of greater than 6 V.
Tables D.4, D.5, D.6, and D.7 contain the corresponding amplitudes for the data

when the reference subtraction circuit was disabled.
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o\n 1 2 3 4 5 6
14 |-0.0172 | -0.0189 | -0.0128 | -0.0275 | -0.0154 | -0.0197
18 | -0.0183 | -0.0209 | -0.0126 | -0.0341 | 0.0167 | -0.0198
12 | -0.0080 | -0.0078 | -0.0081 | -0.0098 | -0.0074 | -0.0077
11 | -0.0099 | -0.0077 | -0.0086 | -0.0081 | -0.0072 | -0.0057

Front Layer
14 | -0.0054 | -0.0000 | 0.0479 | 0.0482 | -0.0254 | -0.0125
18 | -0.0069 | -0.0082 | 0.0463 | 0.0507 | -0.0159 | -0.0173
12 | -0.0028 | -0.0033 | -0.0007 | -0.0010 | -0.0005 | -0.0027
11 | -0.0012 | -0.0035 | -0.0027 | -0.0017 | 0.0010 | -0.0005

Middle Layer
14 -0.1119 6.9631 -0.1767
13 -0.1482 7.1014 -0.1477
12 -0.0144 -0.0303 -0.0192
11 -0.0134 -0.0297 -0.0171

Back Layer

Table D.1: Cross-talk (volts) in n and ¢ for the bi-gain shapers. Channels 55
(n = 2,0 = 14) and 57 (2,13) in the back were pulsed (pattern 0).
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o\n 1 2 3 4 5 6
14 1-0.1194 | 6.8913 | 0.1091 | -0.1934 | -0.1110 | 7.5942
18 | -0.0238 | 7.1947 | 0.0529 | -0.2065 | -0.1385 | 7.5440
12 | -0.0150 | -0.0207 | -0.0296 | -0.0367 | -0.0129 | -0.0180
11 |-0.0198 | -0.0192 | -0.0260 | -0.0331 | -0.0141 | -0.0175

Front Layer
14 1 -0.0672 | 0.1245 | 7.7163 | -0.0257 | -0.1085 | 0.1095
18 | -0.1002 | 0.1374 | 6.8224 | 0.1066 | -0.0632 | 0.0853
12 | -0.0076 | -0.0147 | -0.0178 | -0.0308 | -0.0121 | -0.0161
11 | 0.0028 | -0.0089 | -0.0104 | -0.0266 | -0.0042 | -0.0022
Middle Layer
14 0.0169 0.0684 0.0132

13 -0.0204 0.0711 -0.0263
12 -0.0258 -0.0174 -0.0305
11 0.0071 0.0015 0.0042

Back Layer

Table D.2: Cross-talk (volts) in n and ¢ for the bi-gain shapers. Channels 13 (2,14),
15 (2,13), 21 (6,14), 23 (6,13) in the front, and 40 (3,14), and 42(3,13) in the middle
were pulsed (pattern 5).
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o\n 1 2 3 4 5 6
14 | -0.0298 | -0.0210 | -0.0371 | -0.0168 | -0.0248 | -0.0190
13 | -0.0302 | -0.0223 | -0.0406 | -0.0282 | -0.0347 | -0.0267
12 | -0.1667 | 7.7594 | -0.1765 | -0.2429 | -0.1703 | 7.7927
11 |-0.1899 | 7.2417 | -0.1684 | -0.2370 | -0.2368 | 7.4077
Front Layer
14 | -0.0254 | -0.0205 | -0.0121 | -0.0079 | -0.0264 | -0.0166
13 | -0.0259 | -0.0199 | -0.0091 | -0.0079 | -0.0268 | -0.0198
12 | -0.1155 | 7.4710 | 0.0954 | -0.1749 | -0.1375 | 7.1774
11 | -0.1233 | 7.3996 | 0.0855 | -0.1849 | -0.1479 | 7.5428
Middle Layer

14 -0.0015 - 0.0015 -0.0010

13 -0.0013 - 0.0053 -0.0032

12 0.0670 0.0069 0.0697

11 0.0629 0.0030 0.0618
Back Layer

Table D.3: Cross-talk (volts) in 7 and ¢ for the bi-gain shapers. Channels 1 (2,12),
3 (2,11), 9 (6,12), 11 (6,11) in the front, and 25 (2,12), 27 (2,11), 33 (6,12), and 35
(6,11) were pulsed (pattern 10).
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o\n 1 2 3 4 5 6
14 1 0.003 | 0.003 | 0.003 | 0.003 | 0.003 | 0.003
13 |1 0.003 | 0.003 | 0.003 | 0.003 | 0.003 | 0.004
12 1 0.002 | 0.002 | 0.002 | 0.003 | 0.003 | 0.003
11 | 0.002 | 0.002 | 0.002 | 0.003 | 0.003 | 0.004

Front Layer

14 1 0.003 | 0.003 | 0.003 | 0.003 | 0.003 | 0.003

13 1 0.003 | 0.003 | 0.003 | 0.003 | 0.003 | 0.004

12 1 0.003 | 0.003 | 0.003 | 0.002 | 0.003 | 0.003

11 | 0.002 | 0.002 | 0.003 | 0.003 | 0.003 | 0.004

Middle Layer

14 0.003 0.003 0.003

13 0.003 0.003 0.004

12 0.003 0.003 0.003

11 0.003 0.003 0.003
Back Layer

Table D.4: Average RMS noise (volts) in 1 and ¢ for the bi-gain shapers and reference
subtraction circuit disabled.
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o\n 1 2 3 4 5 6
14 | -0.0165 | -0.0158 | -0.0110 | -0.0207 | -0.0130 | -0.0168
13 | -0.0181 | -0.0182 | -0.0147 | -0.0260 | 0.0170 | -0.0200
12 | -0.0081 | -0.0080 | -0.0077 | -0.0088 | -0.0064 | -0.0089
11 |-0.0115 | -0.0089 | -0.0107 | -0.0100 | -0.0088 | -0.0085
Front Layer
14 | -0.0130 | -0.0120 | 0.0589 | 0.0399 | -0.0309 | -0.0132
13 | -0.0102 | -0.0114 | 0.0611 | 0.0690 | -0.0044 | 0.0004
12 | -0.0020 | -0.0022 | -0.0018 | -0.0071 | -0.0049 | -0.0063
11 | -0.0048 | -0.0040 | -0.0047 | -0.0107 | 0.0083 | -0.0038
Middle Layer

14 -0.1955 7.0548 -0.2096

13 -0.1959 7.1390 -0.1742

12 -0.0269 -0.0443 -0.0307

11 -0.0253 -0.0451 -0.0367
Back Layer

Table D.5: Cross-talk (volts) in 1 and ¢ for the bi-gain shapers and reference sub-
traction circuit disabled. Channels 55 (n = 2,¢ = 14) and 57 (2,13) in the back were
pulsed (pattern 0).
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o\n 1 2 3 4 5 6
14 ] 0.0941 | 6.5941 | 0.0954 | -0.1188 | 0.0953 | 7.0214
18 | 0.1258 | 6.8422 | 0.0972 | 0.0672 | 0.1418 | 6.9015
12 | -0.0221 | -0.0227 | -0.0245 | -0.0298 | -0.0166 | -0.0238
11 |-0.0189 | -0.0184 | -0.0216 | -0.0270 | -0.0139 | -0.0167

Front Layer
14 | -0.0790 | 0.0353 | 6.7674 | 0.1397 | -0.0878 | 0.0426
18 | -0.1105 | 0.1143 | 5.9144 | 0.0996 | -0.0599 | 0.0971
12 | -0.0121 | -0.0153 | -0.0194 | -0.0264 | -0.0001 | -0.0139
11 |-0.0165 | -0.0127 | -0.0169 | -0.0246 | -0.0060 | -0.0139

Middle Layer
14 -0.0207 0.0566 -0.0100
13 0.0007 0.0686 -0.0194
12 -0.0498 -0.0319 -0.0527
11 -0.0412 -0.0261 -0.0493

Back Layer

Table D.6: Cross-talk (volts) in 1 and ¢ for the bi-gain shapers and reference sub-
traction circuit disabled. Channels 13 (2,14), 15 (2,13), 21 (6,14), 23 (6,13) in the
front, and 40 (3,14), and 42(3,13) in the middle were pulsed (pattern 5).
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o\n 1 2 3 4 5 6
14 | -0.0223 | -0.0160 | -0.0256 | -0.0145 | -0.0195 | -0.0149
18 | -0.0244 | -0.0170 | -0.0305 | -0.0237 | -0.0283 | -0.0235
12 | 0.1155 | 7.1838 | 0.1233 | -0.1583 | 0.1269 | 7.2905
11 | 0.1421 | 6.3363 | 0.1078 | -0.1662 | 0.1729 | 6.2813

Front Layer
14 |-0.0224 | -0.0188 | -0.0139 | -0.0119 | -0.0268 | -0.0204
18 | -0.0237 | -0.0205 | -0.0133 | -0.0108 | -0.0275 | -0.0211
12 | 0.1043 | 6.6641 | 0.1066 | -0.1692 | 0.1065 | 6.4770
11 | 0.1169 | 6.5551 | 0.0865 | -0.1702 | 0.1241 | 6.8705

Middle Layer
14 -0.0001 - 0.0002 -0.0023
13 0.0005 - 0.0017 0.0055
12 0.0563 0.0051 0.0673
11 0.0563 0.0043 0.0670

Back Layer

Table D.7: Cross-talk (volts) in 1 and ¢ for the bi-gain shapers and the reference
subtraction circuit disabled. Channels 1 (2,12), 3 (2,11), 9 (6,12), 11 (6,11) in the
front, and 25 (2,12), 27 (2,11), 33 (6,12), and 35 (6,11) were pulsed (pattern 10).

155



