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INTRODUCTION
‘Compositionality’ is used in two different senses, and sometimes the literature seems to be
antagonistic because the discussants are employing the different senses. In one sense, let’s call
it the “ontological sense”, some complex thing is compositional if it is identical with its parts (with
due consideration to the way the parts are arranged). In another sense, let’s call it the
“functional sense”, something is compositional if some property of a complex thing can be defined
in terms of a function of the same property holding of its parts (with due consideration to the way
the parts are combined). In formal semantics and philosophy of language, the complex things are
(usually) syntactically complex items of language, and the property of interest is (usually)
meaning. So the question of whether some complex thing is compositional is normally understood
as asking whether the meaning of some complex piece of language is a function of the meanings
of its parts together with consideration as to how those parts are syntactically combined. Many of
the writings about compositionality have occurred in the philosophical literature, and there the
contrast has often been with meaning holism. In the “formal” literature, the question has been
about the conditions on a language (and associated meaning function) that will guarantee that
there is some compositional semantics. Within the linguistics literature, much of the writing has
been to show how some apparently non-compositional construction can be given a compositional
treatment, or argue that it can’t be. There has also been a separate discussion about the effects
of context on meaning, and how that interacts with communication. Many of these works have
broached the topic of whether and how context can be accommodated compositionally.

GENERAL OVERVIEWS AND DEFINITIONS

Most of the millions of works that deploy the notion of compositionality in any way at all will also
make a statement as to what the author believes compositionality to be. But these statements
are not usually accompanied by an analysis of terms used in their explanation. This section
contains some works that analyze the notion of compositionality. Partee 2004 (originally
published in 1984) is one of the earliest works on compositionality, introducing most of the issues
that have been taken up by later writers. Pelletier 1994 discusses the relevance of
compositionality to semantics, and surveys the various considerations that have been prominent
in discussions of the notion. Dowty 2007 is written by one of the earliest authors of textbooks that
employ the classical version of compositionality as put forward by Montague 1970 (see the
section “Problem of Logic”). Hodges 1998 argues that many statements of compositionality are
instead statements of some other (perhaps related) notion; notably, his discussion makes the
Montague version be “not compositionality” and be the cause of what “lies behind the bid to
describe [various claims about linguistics] as ‘problems for compositionality’.” Janssen 1997 also
provides much historical detail concerning the development of compositionality. Jacobson 2012
describes a particularly “pure” version of compositionality. Pagin and Westerståhl 2010 offers a
detailed exposition of the various terms employed in discussions of compositionality, while
Sandu and Hintikka 2001 also discusses different interpretations of compositionality that are in
the literature. Szabo 2007 is a large descriptive survey of work on compositionality together with
some recommendations on which of the interpretations is best.
The early portions of this article describe the variety of formulations that have been offered for compositionality, and tries to adjudicate among them.

Hodges, Wilfrid. “Compositionality is not the Problem” Logic and Logical Philosophy 6 (1998); 7-33.
Hodges analyzes the terms involved in defining ‘compositionality’, investigating the historical usage of the term and the general idea behind the term. This is a fundamental paper in the new understanding of compositionality.

A clear statement of the notion of direct compositionality—the idea that there should be no “movement rules” in the syntax and that each syntactic rule will give rise to a unique semantic interpretive rule.

This work includes many topics from Janssen’s 1983 underground classic dissertation. It discusses various formal statements of compositionality and its relation to the “context principle”.

This article points out that there are various interpretations of the notion of compositionality, that some of the popular versions obviate the need for an “intermediate” level of representation, and a discussion of some putative violations of the principle. Originally printed in F. Landman and F. Veltman (Eds.), Varieties of Formal Semantics (Dordrecht: Foris) pp. 281–312, 1984.

Pagin, Peter and Dag Westerståhl. “Compositionality I: Definitions and Variants” Philosophy Compass 5 (2010); 250-264.
This portion of the two-part survey article explains the various terms used in definitions of compositionality, and provides a variety of different formulations of the notion. The logical relationships among the different formulations are shown.

Contains a discussion of the terms used in most statements of compositionality, such as ‘meaning’, ‘function’, ‘whole’, ‘part’, and the like. The position taken is that these terms are vague in their meaning and have given rise to differing accounts and criticisms of compositionality. Originally printed in Topoi 13 (1994): 11-24.

Introduces three different senses of ‘compositionality’ and shows how they are related by applying Hodges’ Theorem (Hodges 2001 in the section “Problem of Logic”) to the Hintikka/Sandu version of logics of imperfect information (within “independence friendly languages”).


This thorough discussion of the philosophical aspects of compositionality includes the author’s earlier views of compositionality as supervenience…which is one of the standard viewpoints concerning the topic.

HISTORICAL ANTECEDENTS
Many scholars trace the conscious employment of a notion of compositionality to Gottlob Frege (1848—1925). However, there are also scholars who doubt this attribution. When discussing this principle in the context of Frege, it is important to pay attention to his mid-career introduction of the Sense-Reference distinction. While it is widely thought that Frege held the principle of compositionality for Reference, it is argued by some (Janssen 2001, Janssen 2012, Pelletier 2001) that it is less clear that he held it for Sense. Carnap 1947 first attributed the principle to Frege, and Dummett (Dummett 1981a, Dummett 1981b) both found places where it might plausibly be thought to occur in Frege. Besides studying Frege for this notion, there have been attempts to find it at work in earlier works, especially in the non-Western tradition. Hodges 2006 and Pagin and Westerståhl 2010 investigate such places. In the modern era, the term seems to have been employed for the first time in something like the modern sense by Katz and Fodor 1963.


Carnap was the first to call compositionality ‘Frege’s Principle’, and to attribute both compositionality for Reference and compositionality for Sense to Frege (p. 121).


Dummett (pp.152ff) identifies compositionality of sense as the first of the important theses of Frege’s, and cites numerous places in Frege’s writings where this is suggested. However, Dummett also identifies Frege’s “context principle” as a basic thesis of Frege’s. So the apparent tension between compositionality and contextuality is a basic interpretative crux for understanding Frege. Much of these books is taken up with that issue.


This work also touches on much of the same issues concerning compositionality as Dummett 1981a, but in a somewhat wider arena where a larger portion of Frege’s philosophical interests are considered.


In Part 2 of this article, Hodges traces the notions involved with the “infinity of language” as they appear in medieval Arabic linguists and commentators. He also remarks on some
unpublished work of Brendan Gillon’s that finds similar sentiments in the Sanskrit linguist Patanjali, in his commentary on Panini.

Discusses the relative importance of compositionality and contextuality in Frege’s writings, taking a chronological approach to investigate the development of Frege’s thoughts on the two concepts. Janssen concludes that Frege embraced contextuality throughout his career, and that the various places where one is tempted to read compositionality (such as those places where he appears to employ the argument from understandability) can be otherwise explained.

Discusses the development of compositionality and contextuality from mid-19th century, through Frege, to its modern employment. Although both principles were discussed in the early days, it was contextuality that was accepted. Janssen concludes with the view that compositionality nowadays is accepted for “practical reasons”, not for principled ones.

This article seems to be the first to use the term ‘compositionality’ in more or less the modern sense – even though the authors seem to be more concerned with lexical composition than composition in larger portions of syntax.

Part 1 of this first part of their two-part article discusses “particular semantic analyses that are in fact compositional” that were given by early theorists. As examples they mention Plato, Sabara, Jaimini, Abelard, Buridan, Peter of Ailly, and Frege. However, it seems that the pre-Frege thinkers didn’t really have an idea of compositionality in quite the modern manner.

This paper argues, by looking at a wide variety of Frege’s texts, that he held neither the principle of compositionality nor the principle of contextuality in any firm manner. It also evaluates the various attempts made by scholars who claim that Frege held both principles.

**COLLECTIONS**

There are only a small number of collections that focus on compositionality, all of which have been put together in the last decade. The most thorough is Werning, Hinzen, and Machery 2012, and it is expected to be the standard reference for topics involved in compositionality, although it is perhaps geared more towards philosophical issues than to linguistic issues. Pagin and Westerstahl 2001 contains many papers that are regarded as foundational in the various aspects of the topic. Unfortunately, Machery, Werning and Schurz 2005 and Werning, Machery and Schurz 2006 are often quite difficult to obtain, but many of the authors of papers in these volumes
(as well as in Pagin and Westerstahl 2001) have written contributions Werning, Hinzen, and Machery 2012. Barker and Jacobson 2007 describes a particular direction within linguistics that employs compositionality.


This book examines the hypothesis of "direct compositionality", which requires that semantic interpretation proceed in tandem with syntactic combination. This was the dominant view in formal semantics of the 1970s and 1980s, and the present volume is an attempt at reviving it by considering a number of different phenomena in various languages.


This special issue contained six articles plus introduction, and all of them have attained a special place within the area of compositionality. The articles will find their place in other areas of this article.


Volumes 1 and 2 of this two-volume set are the result of a very successful two-part conference. Volume 1 of this two-volume set reports the papers that were presented in the first of the two parts, which was held in Düsseldorf.


Volume 2 of the two-volume set reports the papers from the second portion of the two-part conference, which was held in Paris. The second volume represents this second part. These conferences and the resulting papers are, to some considerable degree, responsible for the modern interest in compositionality.


This is the result of a very intensive search for accounts of the role of compositionality in very many areas of philosophy and formal semantics. The authors of the articles are well-known in the area, and most of them have contributed to the other volumes mentioned above in this category.

PRO-ARGUMENTS
Arguments in favor of compositionality take one of two forms: (a) it is the only coherent, or anyway the best, way to organize a linguistic theory, (b) it is the only way to account for the way language can be employed. The former style of argument is often seen as “a matter of aesthetic taste in theory-construction”, but the latter style is usually taken to be quite telling. This latter style turns on a feeling of “unboundedness” in aspects of people’s use of language: that people can understand an unbounded number of distinct sentences, that people can employ novel sentences to express thoughts that are new to them, that children learn the meanings of an unbounded number of sentences, and that people can produce sentences that they’ve never before heard. These four arguments have respectively been called “the argument from
understandability”, “the argument from creativity”, “the argument from learnability”, and “the argument from productivity”. The conclusion of any of these arguments is that semantic theory must be compositional, since that is the only (or: the only known) way that people could have such abilities. Almost every work on compositionality mentions one or another of these arguments, so we will restrict our attention to those who discuss the argumentation in more detail.

In Favor of Unboundedness Arguments
This style of argument is usually traced to Frege 1963. Davidson 1965 and Davidson 1967 brought these considerations to the attention of modern philosophers. Grandy 1981 added an important consideration to these arguments: that learning an infinity of things was not essential, since if the amount learned was finite but sufficiently large, the arguments retain their force.


Here Davidson emphasizes the idea that any adequate theory of language must show how it is possible for people to have learned language, and he emphasizes the role that compositionality would play.


Although the argument from creativity can be found in Frege, the version that emphasizes learnability and understandability was brought to philosophers’ attention by these two very influential articles of Davidson’s.


The opening two paragraphs of this work are usually taken to be the first clear statement of (what is now called) the arguments from productivity and understandability. Originally published in 1923 as “Logische Untersuchungen. Dritter Teil: Gedankengefüge” *Beiträge zur Philosophie des Deutschen Idealismus III*, 36-51.


An evaluation of the force of the Argument from Understanding. Notable in the article is the now commonly-cited fact that one needn’t employ the notion of infinity in these arguments—even a very large finite number will make the point quite well.

Opposed to Unboundedness Arguments
Although almost every writer pays homage to the Unboundedness arguments, it has frequently been noted that they are “inferences to the best explanation”. That is, the unboundedness is acknowledged, and then it is pointed out that the argument only says that compositionality is one way this could be accomplished. This means that there might be other explanations that could be better. Some other writers have complained that compositionality by itself doesn’t really give enough restrictions really to account for the unboundedness. Pelletier 2004 claims that his notion of semantic groundedness could also explain the unboundedness phenomena. And in Pelletier 2012 he claims that there are many forms of semantic atomism that are not compositional which can explain them also—it is atomism, not compositionality, that carries the explanatory force. Werning 2005 points to non-compositional systems that are nonetheless productive in the sense required by the Productivity Argument. And Schiffer 1986 claims that considerations of belief
statements show that compositionality is false, even though there is unboundedness in natural languages. Robbins 2002 argues more radically that the facts of conceptual combination tell against compositionality of language and of mind. Pagin & Westerståhl 2010 wish to add restrictions on the sort of computability that is associated with the composition function. Szabó 2010 claims that the classic unboundness arguments don't carry over to the consideration of semantic-content-in-context, and other types of argument are required.

Pagin, Peter and Dag Westerståhl. “Compositionality II: Arguments and Problems” Philosophy Compass 5 (2010); 265-282. The first portion of this second part of the two-part article discusses the arguments from learnability, novelty, productivity, systematicity, synonymy, intersubjectivity, and communication. It also includes a discussion of the role of computability in defining an appropriate compositional function.


Pelletier, Francis Jeffry. “Holism and Compositionality.” In The Oxford Handbook of Compositionality. Edited by M. Werning, W. Hinzen and E. Machery. Oxford: Oxford University Press, 2012. In this article, the arguments concerning learnability, productivity, understandability and creativity are claimed to be telling against theories of meaning holism. But if meaning holism is contrasted with meaning atomism, then this forms an argument for atomism. Although compositionality is a form of meaning atomism, it is claimed to be just one of a variety of different types.

Patterson, Douglas. “Learnability and Compositionality” Mind and Language 20 (2005); 326-352. Argues that while considerations of learnability might require compositionality, they actively tell against Fodor’s notion of “reverse compositionality”.

Robbins, Phillip. “How to Blunt the Sword of Compositionality” Nous 36 (2002); 313-334. Considers the argument that the facts about conceptual combination does not support compositionality. Since Robbins takes concepts to be the meanings of linguistic items, he concludes that natural languages are also not compositional. Also considered are “two-factored” theories of meaning with wide and narrow semantics. Robbins gives a discussion about compositionality for both aspects.

Schiffer, Stephen. (1986) “Compositional Semantics and Language Understanding” in R. Warner & R. Grandy (eds.) Philosophical Grounds of Rationality (Oxford University Press) pp. 175-208. An argument to the conclusion that no natural language has a compositional semantics. The argument proceeds by arguing that compositionality implies that belief statements are “relational” (between a believer and a proposition/mental representation, sentence, etc.).
and then arguing that this latter is false. Hence, natural languages do not have a compositional semantics. Thus the understandability requirement must have a different footing than compositionality.

Szábo, Zoltán. “The Determination of Content” Philosophical Studies 148 (2010); 253-272. The topic here is the semantic content of an expression in a context of utterance. It is claimed that the traditional productivity and “systematicity” arguments cannot establish that a complex expression is compositionally determined from its structure and parts in this setting, and a new argument is given.


Evaluates the plausibility of the various “unboundedness of language” arguments as reasons to embrace semantic compositionality: particularly, productivity, “systematicity” and inferentiality. His conclusion is negative: productivity can occur in non-compositional languages, systematicity is not relevant to compositionality but instead to semantic categories, and there is no proof that inferentiality can occur only in compositional languages.

FORMAL PROPERTIES
There have been a number of works that have analyzed the logical or mathematical features of some definition or other of compositionality. Some of these works prove claims about the class of languages to which a compositional semantics can be given. A recent trend in the formal analysis of compositionality started with the work of Wilfrid Hodges. That sort of material is the focus of the sub-section “Problem of Logic”. A separate issue is the question of whether compositionality is “formally vacuous”.

Potential Formal Vacuity
Compositionality would be formally vacuous if it were the case that any language whatsoever can be given a compositional semantics. For then it would be only a matter of taste or methodological preference – and not an empirical claim – that such and so language was compositional. Although the topic had been discussed in many articles, such as Partee 2004 (in the section “General Overviews and Definitions”), it attained more prominence with the publication of Zadrožný 1994. This article spawned responses like Westerståhl 1998, Kazmi and Pelletier 1998 and Dever 1999.


Kazmi, Ali and Francis Jeffry Pelletier. “Is Compositionality Formally Vacuous?” Linguistics and Philosophy 21 (1998): 629-633. A response to Zadrožný 1994 which complains that the technical apparatus being employed makes use of the string, in addition to the meaning, when doing the conversion to a compositional semantics. And that we haven’t really been given a compositional semantics for the same meanings.

Discusses the various ways that theorists have attempted to prove that compositionality is vacuous, in the sense of there always being a compositional semantics for any grammar whatsoever. Westerståhl considers the attempts by Janssen, Hendricks, van Benthem, and Zadrozny in this regard, and finds implausible presuppositions in each.


This paper famously claims to prove that any semantics can be turned into a compositional semantics that maintains the same meaning relations. It has garnered many replies.

**Problem of Logic**

The meta-logical characterization of compositionality started with Montague 1974, and was discussed in the 1980s by various logicians. The publication of Pagin and Westerståhl 2001 (in the section "Collections") marked a new beginning in the formal studies, especially by including Hodges 2001 and Hendriks 2001. Follow-up papers to Hodges include Pagin 2003 and Westerståhl 2004, as well as Hodges 2012.


Hendriks’ reformulation of Montague’s theory (Montague 1974) used a many-sorted algebra rather than Montague’s single-sorted one. Hendriks argues against Montague’s requirement that syntax and semantics be “similar” algebras, and urges the more liberal requirement that syntax be “interpretable” into semantics. Hendriks claims this is a clearer formulation of the roles played by intermediate languages, by “model-theoretic interpretation” of a grammar, and by “meaning postulates”.


Hodges initiated a new direction in studying compositionality, focusing attention onto synonymy and its properties rather than meaning. Laying down various restrictions on synonymy (such as full abstraction, co-finality or the “Husserl property”, the resulting theory of semantic properties can be analyzed. Hodges’ innovation has moved the discussions of compositionality into both a new direction and a higher level of clarity.


Hodges axiomatizes the notion of a constituent and proves that, under some weak conditions, a semantics defined on sentences always generates a compositional semantics on all expressions. The paper also contains a discussion of some of the historical antecedents to modern discussions, including those coming from the Arabic tradition.

The classic place where compositionality was described and joined to the formal semantics for natural language. Compositionality here was described as a meaning algebra being a homomorphic image of the syntactic algebra. Compositionality became one of the main themes in linguistic semantics through the discussion of Montague's works by Partee 2004 (in Works that Discuss Many Linguistic Constructions). Originally printed in Theoria 36 (1970); 373-98.


Investigates various formal notions of compositionality and inverse compositionality within the Hodges 2001 framework. Argues that they call for a notion of structured proposition in order to account for synonymy and for communicative success.


Considers the problem of extending a compositional semantics that is partial (only covers a portion of the language) to a complete compositional semantics. Illustrates several ways this might occur in practice, and shows that there is a “weak” condition (viz., that the set of meaningful terms is closed under subterms) from which it can be guaranteed that there is a compositional extension.

NON-STANDARD INTERPRETATIONS AND ALTERNATIVES

Over the years, a variety of somewhat different understandings of what compositionality applies to and how it is to be understood, have been put forward. For example there is the Deflationary Understanding, Strong Compositionality and the Fuzzy Theory of Compositionality. Additionally, there have been slight(?) alterations and additions to compositionality such as Reverse Compositionality, Semantic Groundedness, and Systematicity. Striking against all these has been the Simpler Syntax Hypothesis.

Deflationary Theory

A deflationary theory of compositionality tries to show that compositionality “automatically follows” from other principles, and hence is not therefore an independent constraint on anything. This understanding of compositionality is associated with Horwich 1998. It was strongly attacked in Fodor & Lepore 2001, but was in turn defended in Horwich 2001. In the meantime, Robbins 2001 investigated what remains of the arguments in favor of compositionality if we adopt the deflationary understanding. And Rauti 2009 asks whether the deflationary principle can be derived from considerations brought forth from related fields.


Fodor & Lepore argue against Horwich's deflationary theory that he confuses metaphysical theories about meaning with epistemological theories of what makes it true that a language-user understands an expression. Compositionality is deflatable when one abstracts from its role in explaining productivity, systematicity and the like, but that is the main rationale for compositionality, and so it should not be abstracted from.
Gathers a number of articles of Horwich’s on deflationary theories of meaning; particularly on his deflationary theory of compositionality of meaning. According to his theory, compositionally turns out to be “automatically satisfied” as part of a theory of understanding a complex expression, imposing no constraint on how the meaning properties of words are constituted. Complex expression understanding is similar to a “translation manual.”

This is a defense of Horwich’s deflationary theory of compositionality against the attack of Fodor & Lepore 2001. One crux of this defense is that a certain ‘uniformity assumption’ is false, namely the assumption that if meanings of lexical items are determined by a given class of properties (e.g., their inferential roles) then so too are the meanings of complexes made up of these items.

Rauti considers Horwich’s claim that a kind of compositionality principle “automatically follows” from a deflationary account of understanding a complex expression. But he claims that Horwich doesn’t present a detailed derivation, and so Rauti provides one such. But the account is circular, and Rauti argues that any other such derivation is also likely to be circular.

Argues that both a “strong” and a “weak” version of deflationism about meaning is credible. In particular, Robbins argues that weak deflation (which is held to be more plausible) cannot be maintained in conformity with deflationist commitments to explaining meanings of complex expressions in compositional terms (by appeal to facts about the lexicon).

**Reverse Compositionality**
Reverse compositionality, as introduced by Fodor, is the view that, in a complex expression, each part “contributes the whole of its meaning” to the complex (Fodor 1998a and Fodor 1998b). As stated, it seems to imply that the meaning of a word is derivable from the meaning of any single complex containing it (and syntactic rule’s semantic effect). Many writers have thought this implausible (Robbins 2005, Johnson 2006, Patterson 2005), but Pagin’s 2003 re-description of the point of reverse compositionality’s role in communication is quite interesting.

Considers arguments given (by Fodor) in favor of reverse compositionality, and finds them wanting. Also gives two arguments against reverse compositionality.

Johnson thinks there is a fundamental flaw in reverse compositionality, but which flaw depends on whether the principle is viewed as a metaphysical or an epistemological thesis. Johnson also gives many “empirically plausible” counterexamples to the principle,
which deserve attention by anyone wishing to formulate some principle similar to reverse compositionality.

Jerry Fodor. “There are no Recognitional Concepts — Not even RED”. Reprinted in In Critical Condition, 34-48. Edited by Jerry Fodor. Cambridge, MA: MIT, 1998a. Here Fodor introduces the notion of reverse compositionality, arguing that concepts cannot be prototypes, stereotypes, exemplars, etc. Also, reverse compositionality shows that a concept cannot express more than what the concept contributes to a complex concept in which it occurs. So, a complex concept cannot contain “emergent features” that are not already present in component concepts. Originally printed in Philosophical Issues 9 (1998).

Jerry Fodor. “There are no Recognitional Concepts — Not even RED, Part 2: The plot thickens”. In In Critical Condition, 49-62. Edited by Jerry Fodor. Cambridge, MA: MIT, 1998b. In this article, Fodor argues that Reverse Compositionality prohibits recognitional concepts (e.g., RED). In general, one cannot understand a complex concept without understanding the simpler ones that comprise it. Finally, what is said here about concepts goes for the semantics of natural language. (Importantly, reverse compositionality also features in Fodor and Lepore 2001 [in the section “Deflationary Theory”].)

Pagin, Peter. ‘Communication and Strong Compositionality.’ Journal of Philosophical Logic 32 (2003): 287–322. Compositionality must be a function that is effectively computable, and also be cognitively symmetric in the sense that both a producer and an interpreter can employ it. This calls for an inverse notion of compositionality. Compositionality and inverse compositionality together are called ‘strong compositionality’. Time is spent on the question of whether English is inversely compositional.

Patterson, Douglas. “Learnability and Compositionality” Mind and Language 20 (2005): 326–352. Argues that the learnability argument for compositionality is actively opposed to reverse compositionality. Furthermore, some facts about ignorance of meaning in a natural language show that the natural languages can’t be reverse compositional. Also, arguments in favor of complex meanings having a structure are criticized.

Semantic Groundedness
Semantic groundedness is explained in Pelletier 2004 as a kind of semantic atomism…all terms in the language have some specific value, and meaning is not “holistically” explained. But this is not strictly speaking compositionality, because not everything needs its meaning to be defined in terms of the meanings of its syntactic parts.

Pelletier, Francis Jeffry “The Principle of Semantic Compositionality” Reprinted, with additions, in Semantics: A Reader. Edited by S. Davis and B. Gillon, 133-156. Oxford: Oxford University Press, 2004. Semantic groundedness is defined as a sort of atomism (with a computability constraint), and is urged as a way to capture the desirable features of compositionality and yet violate the specific aspects of compositionality that are found to be false. Originally printed in
Simpler Syntax Hypothesis
The idea behind the Simpler Syntax Hypothesis that is explained in Culicover and Jackendoff 2006 (and many other articles by the authors separately) is that “syntax should trump semantics”. If there is a choice between a very pleasing simple syntax that is not semantically compositional and a very complex and syntactically-unmotivated syntax which is semantically compositional, one should always choose the simple syntax. This is a methodology that is opposed by most linguists who are concerned to maintain compositionality: they will “syntactically complicate” an apparently simple and straightforward syntactic analysis of some construction so that the resulting syntax allows for a compositional semantic account.


The position in this work poses a challenge to compositionality in semantics. The idea is that “the simplest syntax” which will account for all the standard syntactic features of a natural language (English, in their example) will be non-compositional in its semantics. So one needs to choose: adequate syntax? Or inflate the syntax merely to save compositionality?

Strong Compositionality
Strong compositional is introduced as an explanation of the notion that is in common use in linguistics (although possibly not what is commonly understood in philosophy of language). It should be noted that this use is different from Pagin’s 2003 use of “strong compositionality” (in the section “Communication”). Larson & Segal’s 1995 notion is what Pagin called ‘compositionality’, whereas Larson & Segal’s ‘compositionality’ is a weaker principle to the effect that meaning depends on total structure and meanings of simple expressions.


The authors of this textbook introduce constraints on semantic theory called ‘strictly local’ and ‘purely interpretive’. Together these are called ‘strong compositionality’, and this notion is widely appealed to by many linguistic-oriented taxonomists. This definition is in the section pp. 78-82; see also the remarks pp. 11-16 and 54-56.

Systematicity
Systematicity is the idea that one does not come to know one sentence at a time, but rather learns a group of different sentences all at once. A standard example is that if you know that ‘John loves Mary’ is a well-formed sentence, then you will also know that ‘Mary loves John’ also is a well-formed sentence. This notion was introduced in Fodor 1987, but the main place that attracted attention to it was Fodor & Pylyshyn 1988, where it was employed in an argument that connectionist theories can’t have systematicity, and hence were inadequate models of the mind. This conclusion was widely attacked by neural network theorists and their allies, such as in Chalmers 1993, Hadley 1994 and Aizawa 2003. Others have complained that systematicity is not in fact a feature of language or language learning, for instance Johnson 2004 and Pullum & Scholz 2007.

This book investigates the logic of the “argument from productivity” and the “argument from systematicity”. The starting point for this book is the systematicity objection to connectionism in Fodor & Pylyshyn 1988.

Systematicity is introduced and explained on pp. 147-150.

The famous “systematicity objection” to connectionist models of cognition is first brought out in this piece. The discussion sparked a vast literature throughout the 1990s concerning the role of representations within connectionism.

Challenges Fodor/Pylyshyn 1988 on both theoretical and empirical grounds. Chalmers claims that Fodor/Pylyshyn have conflated localist and distributed representations. The empirical evidence are examples where distributed representations support direct structure-sensitive operations, but not in a classicalist way.

Takes Fodor/Pylyshyn-systematicity as plausible, thinks that certain connectionist architectures appear to have answered certain understandings of the challenge, but also thinks that there are a series of ways understanding systematicity that have not been answered by these connectionist models. (The same issue contains replies by various connectionists and the next issue contains a response by Hadley.)

Objects to systematicity on the grounds that there is no formulation of the notion which will correctly describe natural language. Numerous violations of systematicity in English are cited.

Gives various definitions of ‘systematicity’, showing that each seem to miss capturing the intent of the proponents of systematicity. These various definitions are formally shown to capture certain classes of languages and methodologies, none of which are what the proponents wish. In the end the authors despair of finding any definition of the concept that accords with natural language.

**Fuzzy Theory**
Fuzzy theory takes the attitude that sentences are not merely true vs. false, but rather can take any of the real number values between 0 (completely false) and 1 (completely true). This gives rise to a rather different notion of compositionality, as explained in Zadeh 1983.

Claims that compositionality as traditionally conceived does not have a very wide applicability to natural language; but it can be modified in a fuzzy logic context to be that the meaning of a proposition is composed from the meaning of a collection of fuzzy relations that form an “explanatory database” that is associated with the proposition.

ANTI-ARGUMENTS

A number of linguistic constructions have been thought to pose extreme difficulties for semantic compositionality. (Some more general considerations are raised under "Meaning Holism", "Context in General", and "Communication"). Authors divide into those who think the difficulties are unavoidable and hence compositionality is false, and those who work at finding a "compositional solution" to the construction. The case of Adjectives is the most commonly cited: ‘red’ in ‘red wine’, ‘red wagon’, ‘red hair’, ‘red watermelon’, ‘red apple’ means quite different things. This must be the effect of the noun it is modifying, yet that modified noun is not a part of the meaning of ‘red’, and so compositionality is false. The “synonymy objection” works this way. If expressions A and B are synonymous, then compositionality demands that any complex structures must mean the same, if they are otherwise identical except that one contains A where the other contains B. Yet some have claimed this to be violated. Similarly, a number of cases involving anaphora, genitives, verb phrase operators and relative clauses have been brought forward as counterexamples to compositionality. Since the direct quotation of a linguistic item changes its use from expressing meaning to naming itself, it has seemed to many that quotation must also violate compositionality. Yet many have worked on trying to give a compositional account of this phenomenon. Idioms are normally defined as violations of compositionality (i.e., where the meaning of the phrase is not determined by the literal meaning of the parts and their combination). Yet theorists have been at work trying to bring this phenomenon under the wing of compositionality. Finally, cognitive grammarians, who trace linguistic meaning to pre-existing mental operations and functions, have argued that this itself will show that compositionality is wrong.

Adjectives

Issues concerning adjectives are probably the most commonly-cited (alleged) counterexample to semantic compositionality, except possibly for concerns over non-linguistic context. The argument that adjectives violate compositionality often takes this form: ‘red’ in ‘red wine’, ‘red wagon’, ‘red hair’, ‘red watermelon’, ‘red apple’ means quite different things. This must be the effect of the noun it is modifying, yet that is not a part of the meaning of ‘red’. [au: Please make sure subsection covers no more than 9 cited works. Please either remove 2 works from this subsection or add 3rd level section(s) to accommodate the additional works.]

Adjectives in Context

The argument that the meaning of adjectives (and common noun phrases containing adjectives) are not compositionally describable can be found both in Travis 1997 and Lahav 1989, although they give rather different accounts of the phenomenon. This challenge has been criticized by Siebel 2000, Szabó 2001, Reimer 2002, Predelli 2005, Rothschild & Segal 2009, Kennedy & McNally 2010.

Lahav argues that the propositional content of an adjective varies with the noun it modifies. On this basis Lahav claims that adjectives violate compositionality, and that there is no "easy fix" to compositionality that accommodates this type of variation and at the same time explains productivity. (Lahav also generalizes this phenomenon to verbs.) This article has spawned many responses.


This paper provides a linguistic perspective on the issue of color adjectives, which they believe defuses Travis's 1997 challenge. They provide empirical arguments that color adjectives are in fact ambiguous between gradable and nongradable interpretations, and that this simple ambiguity, together with independently motivated options concerning scalar dimension within the gradable reading, accounts for the Travis facts.


According to contextualism, utterances of non-elliptical, nonambiguous, and non-indexical sentences may be associated with contrasting truth-conditions. In this essay, Predelli grants the contextualist analysis of the sentences in question and the contextualist assessment of the truth-conditions for the corresponding utterances. But he argues that the resulting situation is not incompatible with the traditional approach to semantics.


Reimer distinguishes "literal meaning" and "contextual meaning". Since "adj+noun" means "<noun> which is <adj>", these phrases are obviously compositional in their literal meaning. Reimer says that the terms are "contextual" in the same way that indexicals are: they mean the same across contexts but like an indexical, adjectives designate different things in different contexts. (Adjectives are "semantically underdetermined".)


The authors discuss the challenge to truth-conditional semantics presented by apparent shifts in extension of predicates such as 'red', as outlined by Lahav. They propose an explicit indexical semantics for 'red' and argue that their account is preferable to the alternatives on conceptual and empirical grounds.


Explains Lahav's 1989 argument using adjectives, but then provides a vigorous explanation and defense of the point of view of Fodor (something which is not done very often in the literature), with however two provisos that make Siebel think that more needs to be added to Fodor's theory.

Travis argues that structurally isomorphic sentences containing color adjectives can shift truth-value from context to context depending on how they are used and in the absence of effects of vagueness or ambiguity/polysemy, and concludes that a deterministic mapping from structures to truth conditions is impossible. There are a number of examples that have become standard in the literature.


Discusses a variety of not-so-challenging challenges to compositionality before taking on Travis' examples of painted leaves. Szabó canvasses a number of possible solutions from a compositional viewpoint, and shows its similarity to older views in ethics about the meaning of ‘good’. Szabó adopts an intensional language to develop this intuition, and then postulating a "hidden variable" that gets values in context in the adjective.

Adjectives and Syncategorematicity
Since the problem for compositionality seems to be that adjectives require information about the particular (type of?) noun it is modifying in order to give it the required meaning, one response has been to deny that adjectives have any "independent" meaning, but rather are functional terms that operate on nouns or common noun phrases. This idea goes back to Aristotle, who remarked that 'healthy' meant different things when applied to food, lifestyle, doctors, etc., but nonetheless had a "central meaning" that involved the noun being modified. And it has featured in many semantic treatments especially in the middle ages. But in more modern (formalistic) times it can be found in Katz 1964, and then again in Parsons 1972 and Kamp 1973. (Most modern references are to Kamp). Although none of these authors were especially concerned with compositionality, this treatment can be applied to the issues raised by Travis and Lahav (in the subsection "Adjectives in Context"...see also Szabó’s and Reimer’s contributions there for an application of this idea to compositionality).


Kamp, like Katz 1964, considers adjectives to be noun-modifiers in the sense of the adjective's meaning being determined in part by the noun being modified...so that 'large mouse' amounts to 'large for a mouse'. But he also allows for further contextual factors to be relevant: 'Smith is a remarkable violinist' might be true in one context but false in another.


Katz is working in the semantic theory developed in Katz & Fodor (1963), cited under "Historical Antecedents". His goal in the paper is to show how "an adequate semantic theory" can give a rigorous (and compositional) account of the meaning of philosophically interesting words, such as ‘good’. His development of a semantic meaning for ‘good’ in terms of a "syncategorematic account" is noteworthy.

Terence Parsons (1972) “Some Problems Concerning the Logic of Grammatical Modifiers” in G.
This is a more careful description of the "syncategorematic account" of adjectives that was offered by Katz 1964. Here we are introduced to different categories of such adjectives, such as 'subsective' (e.g., 'red'), 'alienating' (e.g., 'fake'), and 'privative' (such as 'alleged').

**Ambiguity and Synonymy**

If the meaning of a complex is entirely determined by the meanings of its parts and the way the parts are combined, then an ambiguous complex must either have ambiguous parts or able to be put together in two different ways. But Pelletier 1994 challenged this. Likewise, if two complexes are put together in the same syntactic way, and out of pair-wise synonymous parts, then they must mean the same. But Pelletier 2000 challenged this also. Werning 2005 considers whether these are reasonable challenges.


This argument uses Mates-style violations, where synonymies are distinguished by means of a person not having the same intensional attitude toward each of the synonymies. It is argued that this constitutes a violation of compositionality.


If the syntax of a language is freely generated, then there can be no ambiguities other than lexical or (surface-) structural ones. And from this it follows that the language has a compositional semantics. But it is argued (a) that it is question-begging to assume this, and (b) there are examples that violate this stricture on ambiguity.


Discusses the constraints that unique readability and presence vs. lack of synonymy has on whether compositionality is a "vacuous constraint" and on other consequences of compositionality.

### Anaphora, Genitives, and Verb Phrase Operators

These are some example linguistic constructions that have provoked questions about compositionality. Landman & Moerdiijk 1983 is an early investigation into compositionality in Montague Grammar, focusing on the feature of Montague’s analysis that requires an index on pronouns. Siegel 1987 looks at pairs of VPs that are not related by domination and yet one semantically wants one of the two VPs to have scope over the other. Partee 2004 investigates the very rich domain of genitive constructions. When one says “John’s coat”, for example, there are many different relations that might hold between John and the coat. This seems like a prima facie counterexample to compositionality, and Partee has investigated the phenomenon deeply.
Pylkkänen 2008 looks at “adjuncts” to VPs and tries to give a compositional analysis of this sort of phenomenon.


Discusses the effect of compositionality on the form of grammatical rules within a Montague grammar containing a strong version of the compositionality principle. The examples under discussion concern anaphora that requires indexed pronouns and a version that employs Tanya Reinhart’s non-c-command condition.


It is claimed that, although the problems with genitive constructions can be solved by positing a free variable and say that the genitive always expresses one argument of the relation. But further problems arise in that the resulting theory seems “inelegant”, according to Partee. Originally printed in *Handbook of Logic and Language*. Edited by J. van Benthem and A. ter Meulen, 464-470. Amsterdam: Elsevier, 1997.

---


This monograph offers a compositional theory of verbal argument structure in natural languages that focuses on how “non-core” arguments of the verb (arguments that are not introduced by verbal roots themselves) are introduced into argument structures.


Siegel discusses cases where a syntactic element of one verb phrase has to be interpreted as having scope over a separate verb phrase that it does not dominate. This is a prima facie failure of compositionality.

**Cognitive Grammar**

Cognitive Grammar is a linguistic theory that takes as a starting point that psychological states and functions should serve as the basis for linguistic theory. Thus, factors such as how people understand new or unusual situations are employed to explain how sentences that describe such situations should be linguistically expressed. Pretty much all varieties of Cognitive Grammar are opposed to compositionality, usually on the grounds that the semantics of complexes involves “emergent properties”. This seems to be a complaint that the “ontological compositionality” version is false. But it is not yet proved, at least not by this reason, that the “functional compositionality” version is false. Langacker is one of the original writers on the theory of Cognitive Grammar, and Langacker 1987 is widely cited in discussions of compositionality within Cognitive Grammar. Coulson & Fauconnier 1999 use the types of materials that fall under the “Adjectives” category, but give a distinctively cognitive grammar account, which denies that these can be given a compositional description.

This variety of cognitive grammar denies that there is compositionality because the complexes that are formed by "conceptual blending" and by methods that construct conceptual content, give rise to semantic properties not predictable from those of the parts. Hence, there will be "more" in the complexes than in the parts. The present article focuses on privative adjectives, such as fake and stone (when applied to lions).


Composition, as understood here, is the relation between 'component structures' and the 'composite structure' that derives from them. The composite structure results when two or more component structures blend or combine in some way. The given reason for denying compositionality is that the resulting composite structures can have "more meaning" than would be given by the 'building block model' of combination—which is identified with compositionality.

**Conditionals, Quantifiers and Related Constructions**

Quantifiers in natural language give rise to difficulties for compositional semantics in three directions. First, as discussed in Cooper 1983, in sentences with multiple quantifiers there are (semantically) different "scopes" that the quantifiers can take, and these different scopes generate different meanings. But there seems to be but one syntactic analysis of such sentences. Cooper introduces a syntactic-semantic mechanism to deal with this problem. Second, not every language handles quantifiers in the same way as English. Bittner 1995 describes how Eskimo syntax works to prevent the standard methods of compositional semantic analysis in English for quantifiers. And third, the quantifier 'any' poses special problems because of its "ambiguous" nature that is resolved by sentential position. Hintikka 1980 shows that one standard explanation of the meaning of 'any' – as captured in his game-theoretic semantics – forces non-compositionality on such a quantifier. Higginbotham 2003 is a revised version of an earlier paper that challenged compositional analyses of quantified conditional sentences on the grounds that they seem to require a semantic understanding of the quantifier before one could adequately understand the connective being employed. But this violates compositionality because the connective is not a part of the quantifier phrase. This challenging paper has gathered responses from Pelletier 1994 and Leslie 2009, who offer differing types of solution to the apparent violation of compositionality.


(West Greenlandic) Eskimo is a heavily polysynthetic language in which the English distinctions between sentence adverbial quantification and nominal quantification exists but the surface constituent structure is very different from their English equivalents. These facts about a natural language can be seen as challenging the hypothesis that the truth conditions of sentences can be derived systematically by applying compositional semantic rules to independently motivated structures.

Robin Cooper (1983) *Quantification and Syntactic Theory* (Dordrecht: Reidel).

Cooper introduced the technique "Cooper storage" to handle sentences that have no syntactic (nor lexical) ambiguity that corresponds to a semantic ambiguity of quantifier scope, where there is no corresponding syntactic ambiguity. Cooper proposed that in the
semantic evaluation, one "store" the quantifiers, then interpret the matrix, and then "remove" the quantifiers from the store. This (quasi?) compositional maneuver was adopted widely.


This is a revision and updating of a 1986 paper of Higginbotham’s that has been widely circulated underground, but was very difficult to get the published version of (which appeared in the proceedings of a Logic, Methodology and Philosophy of Science meeting). It famously describes cases where the interpretation of a lexical item (*unless* and *if*) depends on material that occur in other clauses. This forms a counterexample to compositionality.


Within the game-theoretic approach to semantics favored by Hintikka, the any-thesis says that *any* is unacceptable if exchanging it for *every* yields an equivalent sentence. Hintikka claims that this shows that the set of sentences of English are not recursively enumerable. The any-thesis also violates semantic compositionality because one needs to check whether a putative meaning is or isn’t the same as that of some different sentence.


A response to Higginbotham 2003, arguing that the steps he takes in trying to salvage compositionality from his own examples are unsatisfactory as accounts of *if* and *unless* in natural language. An account that takes them as restricting quantifier domains is argued to give a better analysis.


This is a response to Higginbotham’s examples of the non-compositionality of *unless*. It argues that there are two different ways to avoid all examples of the Higginbotham sort: a syntactic strategy and a semantic strategy.

**Direct Quotation**

Direct quotation is normally seen as a matter of changing the semantic value of an occurrence of an expression to become the expression itself. This change from *using* the expression to *mentioning* it seems at first glance to be an instance of non-compositionality, since the semantic value of the expression appears to play absolutely no role in computing the semantic value of the resulting quoted expression. Furthermore, it seems to require having an infinite set of semantic primitives (=values of everything that can be quoted). Yet some authors have challenged that attitude. Davidson 1979 put the problem on the semantic agenda, arguing for a “paratactic” theory of quotation. Parsons 1982 was concerned to see if a Fregean style theory could work, as an alternative explanation. Washington 1992 offers a critique of these views and offers a view where quotation is punctuation. Various authors have argued against the Fregean account on the grounds that it is not “semantically innocent” while others have tried to merge the Fregean and Davidsonian accounts (e.g., Pietroski 1999; Reimer 1996). Bottomley & Stainton 2005 argues
against the Davidson account while Lepore 1999 defends it. Potts 2007 offers a somewhat different account of quotation and compositionality.


The paper discusses both direct and indirect quotation. With respect to direct quotation, they ask the question of whether a semantic theory can be both compositional and innocent, and argue against a Davidsonian paratactic account and in favor of pure quotation as a kind of identity function.


Argues against “naming theories” and “description theories” of quotation. Significant for claiming that a satisfactory account of the conditions under which an arbitrary sentence containing a quotation is true must be given. Since there are an infinite number of quotation mark names, it follows that there has to be some recursively specifiable method of creating the names or else the language would be unlearnable.


Argues against a “disquotational semantics” account of quotation on the grounds that the class of quotable items is not recursively definable, and hence a semantic theory would be impossible. Lepore claims that whatever is tokened between quotation marks in a sentence is in no sense a constituent of the sentence.


Potts analyzes expressions as triples, and allows the quotation function to apply to these triples. This blends nicely with a “recursive” semantics, as Potts shows. But it is not strictly compositional.


Parsons is concerned with giving a true-to-Frege account of quotation, despite Frege’s very meager assertions about quotation. Quotation marks are functional names. Then the appropriate Fregean question is “What are the sense and reference of such a function-name?”


Pietroski works to give a “broadly Davidsonian” account of how direct quotation works, using interpreted logical forms. An interesting part of the account is an attempt to separate the principle of compositionality from the issue of substitutivity. In doing this, interpreted logical forms are ordered pairs of a linguistic form with its (Fregean-like) sense.

Args that the best theory of quotation will combine the Fregean identity theory with the Davidsonian paratactic/demonstrative theory. Frege is seen as correct in viewing the referring expression as the quotationally-embedded expression; Davidson is seen as correct in thinking that the referring expression was a demonstrative expression. (But Davidson wrongly identified the referring expression with the quotation marks.)


The (Fregean) identity theory of quotation alleges that the correlation between expressions used and the expressions thereby mentioned is rule-governed. Washington contrasts this with views of Quine, Geach, and Davidson who take quotation as either a kind of naming, or describing, or demonstrating. An interesting part is that quotation marks are seen as neither mentioning expressions nor parts of mentioning expressions, but rather are punctuation.

**Idioms**

Idioms are often defined as phrases whose meaning can’t be predicted from the words constituting them and the way those words are combined. This means that almost by definition they are non-compositional. Nonetheless, there are works that challenge this attitude toward idioms. Nunberg, Sag & Wasow 1994 claims that once we distinguish different varieties of idioms, we will find that the differing types each allow for a compositional treatment. Westerståhl 2002 argues that idioms can always be embedded in compositional languages, and proposes three different ways of doing so.


Argues that the usual feeling that idiomaticity entails non-compositionality is due to a failure to distinguish several dimensions of idiomaticity, such as conventionality and figuration. Authors distinguish “idiomatically combining expressions” (which have conventional meanings in their parts) from “idiomatic phrases” (which do not distribute their meanings to their components).


Possible compositional methods of treating idioms: (i) extend the atomic expressions by a holophrastic reading of the idiom, (ii) extend the syntax so that literal and idiomatic readings of an idiom become outcomes of different syntactic operations, (iii) make syntactic parts of the idiom be homonyms of their occurrences in its literal reading and add them to the set of atomic expressions.

**Relative Clauses**

A question of the 1970s was whether relative clauses should be analyzed as N+S or as NP+S. That is, should the analysis be [wthe [man [w[who is in the corner]]]]? Or should it be [w[the [man]][w[who is in the corner]]]? Considerations of compositionality led Partee 1975 to prefer the N+S solution. von Stechow 1980 worries that it is quite difficult to make the N+S solution work correctly, but thinks that there are other advantages to it. Bach & Cooper 1978 are concerned that the N+S solution seems to work only for a certain type of language.

Bach & Cooper are following up Partee’s 1975 suggestions. But they find that other languages, such as Hittite that they investigate here, do not have the same sort of structures as English. This seems to throw into question the entire procedure of allowing considerations of compositionality to guide syntactic analyses. But a generalized quantifier analysis can allow for the NP-S analysis to be compositional.


Partee was the first to use the consideration of semantic compositionality as a constraint on syntactic analyses. And the N+S vs. NP+S was a test case mentioned in this article.


This early work that uses the tool of compositionality to favor the Noun-Sentence analysis of relative clauses vs. the Noun Phrase-Sentence analysis. But much work is needed for it to come out right. However, side benefits are supposed to be that the restrictive vs. non-restrictive relative clause distinction comes out as a semantic distinction, with no syntactic correlate, and that there is a unified semantics for *and*.

**Works that Discuss Many Linguistic Constructions**

The works in this section each discuss a number of the linguistic constructions that have been implicated in non-compositionality (including those mentioned individually in "Anti-Arguments").

Partee 1984 discusses generics, adjectives, adjuncts, compounds and genitives; Partee 1995 discusses also the topics of context-dependence and point of view. Pelletier 2004 contains a discussion of generics, superlatives, quantifier scope, ambiguity, and other constructions. Pagin & Westerståhl 2010 discuss the more general issues of ambiguity, synonymy, idioms, and quotation.


In Section 2 of this article, Dowty confronts a very wide range of "trouble cases" for a compositional analysis, arising in quite different areas of the syntax. This is probably the most thorough discussion of the topic of compositionality within syntax, and Dowty canvasses a range of solutions in quite a few variants of Montague and Categorial grammars.


The final section of this second part of their two-part article discusses the issues of ambiguity, synonymy, idioms, and quotation.


In this broad-ranging article, Partee considers challenges to compositionality from a variety linguistic constructions: generics, dependent plurals, *any*, adjectives, *occasional*,


Discusses "ambiguous" adjective forms: a 'compound pattern' vs. a 'modifier pattern'; similarly adjectives that incorporate either a restrictive vs. a non-restrictive relative clause meaning. Also discusses the case of adjectives, of vagueness, context-dependence, point-of-view, compounds vs. modifiers, etc. Emphasizes that the correct analysis of any linguistic (semantic) phenomenon requires evaluating hypotheses about lexical meanings, about syntactic structure, and about modes of semantic composition.


In addition to its discussion of synonymy and ambiguity as problematic for compositionality, it also discusses a number of claims in the literature that were supposed to be counterexamples to compositionality, such as generics, 'displaced' superlatives, adjectives, quantifier scope, non-restrictive relative clauses, and others. Originally printed in Topoi 13 (1994): 11-24.

**NOUN-NOUN COMPOUNDS**

Noun-Noun compounds like child prodigy and child murderer and axe murderer present the challenge to compositionality that, while it seems that there is but one syntactic rule to form the any of these complexes, there is more than one semantic rule that is being employed. It should be noted that this is quite similar to the challenge that Adjectives pose to compositionality (as mentioned elsewhere in this bibliography). It is also quite similar to some of the work discussed under the heading Genitives, also elsewhere in this bibliography. Levi 1978 and Ryder 1994 provide linguistic resources to the area, each from a distinctively different point of view.

Weiskopf 2007 argues for a way of treating such compounding as "context sensitive", while Sainsbury 2001 argues for a "context invariant" meaning for them. Wisniewski & Wu 2012 on the other hand presents evidence that such combinations are in fact failures of compositionality. Finally, Downing 1977 argues that there is no finite list of interpretations of the semantic force of N-N compounding, thereby implicitly arguing that they form an inescapable counterexample to semantic compositionality.


Downing uses a number of experimental tasks in which subjects are asked to create or interpret novel N-N compounds. Her main conclusion is that there is no finite number of interpretations for the ways that nouns can be compounded. Along the way there are a number of important observations made about ways of distinguishing compounds from modifications.

Levi writes in a generative-semantics framework; nonetheless, the solution(s) canvassed are strikingly similar to the ones that are currently debated in other frameworks. The basic position Levi promotes is that N-N structures are ambiguous, and their ambiguity is accounted for by their being derived from twelve underlying logical structures, each of which contains a different specific relationship between head and modifier.


Ryder writes in a Cognitive Grammar framework, but has an extensive summary of previous treatments. She separates speaker from hearer strategies: a speaker chooses a head noun and then a modifying noun so as to highlight a particular feature. The hearer attends to the form chosen by the speaker. The result is said to be a number of “schemas” Reported experiments claim to substantiate this model.


Sainsbury gives a “unified compositional account” of a number of different types of counterexamples to compositionality, of which N-N compounding is one. The general thrust of the unified account is that expressions will have a context-invariant “unspecific meaning”, which does not supply any information as to how the compounds are related. This unspecific meaning can be instantiated in many different ways.


Since Noun-Noun combination is quite productive, they present a serious challenge to the learnability/understandability arguments for compositionality. Weiskopf develops a theory that treats such compounds as fully compositional, but context-sensitive—in that there is a “hidden” indexical element. (In this, Weiskopf is [consciously] following Szab‘a’s 2001 treatment of adjectives in “Adjectives in Context”.)


Prepresents evidence that people interpret novel noun-noun combinations in ways that are not a straightforward function of the meanings of their constituents, but rather arise from an interaction of the meanings of its constituents, resulting in an “emergent feature” that is not represented in either constituent. (One might say that this notion of [failure of] compositionality is the “ontological sense” mentioned in “Introduction”.)

CONCEPTUAL COMBINATION

The linguistic phenomena characterized as "Noun-Noun Compounds" are matched by a more psychological way of describing it—which goes under the name of "conceptual combination"—the concept PET FISH seems not to be compositionally generated from the component concepts, PET and FISH. The psychology literature on this latter matter is massive and will not be delineated here: only a few articles of that sort will be mentioned. Ran and Duimering 2010 evaluates ten of the major efforts by psychologists to understand how conceptual combination works. Although this is done from the “cognitive grammar” point of view, and a research direction gets a strike against it if it does not fit well into cognitive grammar, it is still a nice resource for discovery of the breadth of the field. Gagné and Shoben 1997 discusses one of the major models for this, and in
Gagné 2002 the model got a lot more of its empirical backing together with a model for its employment. A different model is advocated by Hampton 1991. Wisniewski 1996 argues against all these "relational" models on the grounds that there "is more to combination" than just finding a relation that links constituents.


The CARIN model places emphasis on selection of a combination relation during conceptual combination. This requires knowledge about the relations used by the modifier during conceptual combination and the ease of interpreting a combination. A number of works by Gagné and her collaborators have investigated and classified the sorts of relations that can be employed.


The general picture advocated in the CARIN model was employed. Here the goal was to examine the role of lexical and relation information, by preceding the combinations with some different types of semantic priming materials. Even though the modifier and head noun are both retrieved independently before they are combined, only information associated with the modifier affects the availability of a particular relation.


Hampton proposes the "composite prototype model", which assumes that concepts are represented schematically as sets of attributes connected by theory-driven relations. Attributes are assumed to have a “definingness degree” called Importance. The proposal is that a conjunctive concept is represented semantically by a composite prototype that is formed as the union of the sets of attributes from both parent concepts.


This overview article provides a critical review of ten major models, and evaluates them along four dimensions: the causal role of (Cognitive Grammar) schemata in the model, the role of “cognitive harmony and consistency” in the model, the “pragmatic orientation” in the model, and the explanatory scope of the model.


Wisniewski argues against interpreting novel phrases by linking one constituent to another via a relation. Experiments show that there are some relation-linkings going on, but there are also other ways that novel combinations are interpreted and Wisniewski proposes a two-part model of “comparison process”.

PROTOTYPES
The notion of conceptual combination mentioned in the section which has that name presumes some notion of a concept as meaning of a linguistic item (or correlated with the meaning); and that concept is quite often seen to be a prototype. (Separating works on "conceptual combination" from works on prototypes is rather arbitrary.) It might be mentioned that one difference between the linguistic and conceptual areas seems to be that the conceptual realm employs the "metaphysical compositionality" sense of the term while the linguistic realm employs the "functional compositionality" sense. The seminal work in conceptual combination and compositionality was Osherson & Smith 1981. Crucially their work involved the mental construct of a prototype. Following work has discussed this along two dimensions: one involves refinements or changes to the notion of a prototype, while the other argues that prototypes are not concepts—interpreting concepts as the meaning of linguistic items. If prototypes don’t combine compositionally, it is argued, this is not a difficulty for semantic compositionality if prototypes are not meanings. Along the first arm of this dichotomy is Braisby 1998 arguing that prototypes need to be understood "relationally", Jylkkä 2011 distinguishing "extensional" from "intensional" understandings of prototypes, and Prinz 2012 who argues in favor of a "possibilist" understanding of prototypes. One detail in implementing the employment of prototypes involves describing a way to tell whether or not something in fact manifests the prototype. Kamp and Partee 1995 proposes to replace the traditional fuzzy logic as a measure of the degree to which something manifests the property that a prototype names with supervaluation theory. This involves a discussion of the notion of vagueness in the degree of manifestation. Osherson and Smith 1997 replies to this aspect of their definition of prototypes. Along the other dimension of discussion, where prototypes are argued not to be concepts (that is, argued not to be meanings of linguistic items) are Fodor and Lepore 1996 and Gleitman, Connolly & Armstrong 2012.


Argues that a “Relational View of Concepts” can accommodate a range of complex concepts, including the cases that have been argued to be non-compositional. The idea is that the content of a concept varies systematically with perspective, so too compositionality should be considered to be sensitive to perspective.


Contrary to Kamp & Partee 1995 (and the view of Osherson & Smith 1981), these authors argue that the “standard argument” is correct: because of prototypes not being compositional, they cannot be concepts...which are the meaning of natural language items.


The authors try to undermine prototype theories by distinguishing 'having a prototype' from 'being a prototype'. (People think robins are more prototypical birds than penguins, but also think they are both birds.) Another attack on prototypes concerns lexical combinations: people do not think that a prototypical green apple is a prototypical apple that is prototypical green.

Responds to the standard argument that prototypes can’t compose by distinguishing an intensional vs. extensional approach to prototype compositionality. Both are argued to be faulty, but a hybrid extensional theory is advocated, according to which the extension of a complex concept is a function of what triggers its constituent prototypes.


A very detailed attempt to replace fuzzy logic with supervaluation theory as an account of the way that prototypes can combine, and how they can be used to provide truth conditions for statements. In this paper they distinguish two different kinds of gradedness, typicality and membership [in a concept], and argue that many of the objections to prototypes has to do with conflation of these two types of “fuzziness”.


This is the classic paper where the issue of compositionality in concept formation and prototypes was discussed, using pet fish as a leading example. The “standard objection” was brought forward: since prototypes are not compositional, and since meaning is compositional, prototypes can’t be meanings.


This is the response to Kamp/Partee 1995 and to Fodor/Lepore 1996 by the authors of the initial “standard argument” against prototypes being meanings. In this paper they agree with the two different kinds of gradedness, but argue that the typicality type is still not able to be captured. They accuse Fodor/Lepore of misunderstanding the aspect of prototypicality that they are concerned to elucidate.


Distinguishes between the view that concepts necessarily combine compositionally from the view that they are capable of combining compositionally, and claims that only the latter is plausible. Develops a theory that implements this idea.

MEANING HOLONISM

To many theorists, the opposite view to semantic compositionality is meaning holism. The topic of meaning holism is extremely heavily populated in the philosophical literature. Until the publication of Fodor & Lepore 1991, it was probably the conscious or unconscious choice of most philosophers of language, due to its pedigree from many different sources: Quine, Wittgenstein, D.K. Lewis and other influential writers. That article sparked many outraged responses, but it was in the very next year, when it was incorporated into Fodor & Lepore 1992, that the outrage became a tsunami of protest. Their book occasioned very many author-meets-critics sessions at conferences and in the journals. The listing here hits only some of the very important contributions. Even a cursory look at the literature will uncover numerous others. Pagin’s 1997 article gave expression to the technical feeling that if holism entailed that a word’s meaning was
its contribution to all the sentences in which it occurred, then it would have to be compositional. Pelletier's 2012 article attempts to describe a notion of meaning holism that is not compatible with compositionality. Along the way it canvasses the standard objections that are leveled against meaning holism. (These objections can also be got from Fodor/Lepore 1992, although perhaps not so concisely stated.) Montminy 2005 argues that there is a style of meaning holism that can counter the standard arguments against such holism to the effect that it is unable to account for productivity and systematicity in language. Robert Brandom (Brandom 2001) is well-known for his view of "inferentialism", which is a type of meaning holism. Fodor & Lepore 2001 responds to this. Warfield's 1993 piece is an attempt to "sidestep" the argument by claiming that inferential roles do not have to define meaning (which appears to something assumed by Fodor & Lepore). One place where meaning holism has gained acceptance is in scientific theories: the meaning of any theoretical term is its role within the theory. Fodor & Lepore 1992 have many arguments against this view, but Schurz 2005 claims that a non-compositional theory can avoid all of them.


Brandom recommends an inferentialist semantics, according to which there are performances that have a (semantic?) content that is thereby given derivatively to a sentence as its meaning. These contents are to consist of their inferential properties. The ability to know and understand a language is the practical ability to keep track of these inferential commitments and entitlements.


The first of the Fodor/Lepore contributions in this area. Officially, it finds an internal problem for (a class of) semantic theories, whereas it claims that holism and its problems are external. But the holism difficulties form a very strong background in the paper. The internal problem is that while meanings are compositional, inferential roles are not. Hence meanings cannot be due to inferential roles.


This is the locus classicus of argumentation against meaning holism. In this book the authors do not attempt to "prove" that natural language is compositional. Their purpose is rather merely to "sweep away" the alternative view.


This is a reply, much in the spirit of their 1992 book, to the influential view of Robert Brandom, called ‘inferentialism’, according to which meaning is elucidated in terms of the inferences that are justified.


Argues that a "dispositional inferential role theory" can account for the arguments concerning productivity and systematicity in language without assuming compositionality.

Gives both intuitive reasons and formal proof of the belief that (a certain kind of) meaning holism must be compatible with compositionality.


Gives an account of the standard notions of meaning holism together with a summary of the standard objections to them. It goes on to develop an account of semantic holism (based on ideas of Saussure) that is not compatible with holism.


Schurz considers meaning holism in the realm of scientific theories, where the meaning of a term is its inferential role in a theory. He identifies six problems with such holism; argues that a Ramsey-Carnap-Lewis view avoids five of them, but fails on the topic of compositionality. Schurz concludes that a theory can be holistic (thus non-compositional) and nonetheless avoid the other standard objections to holism.


An early and influential paper complaining about the style of argument employed by Fodor/Lepore, especially in their basic 1991 paper. The claim is that the class of semantic theories under attack by Fodor/Lepore do not all think of inferential roles as defining meaning.

**CONTEXT IN GENERAL**
This is a huge topic that cannot be adequately surveyed here. We therefore give four examples that indicate different positions along a spectrum of positions that are outlined by Recanati 2004.

Borg 2004 defines what semantic minimalism is: semantic content is exhausted by the contributions of the syntactic constituents and their mode of composition. There is no role for any contextual information (except for a short list of indexicals). Cappelen & Lepore 2005 also argue for minimalism, but by attacking all forms of contextualism. The most radical form of contextualism is that advocated by Travis 2008; Pagin & Pelletier 2007 define a method for giving an account of some forms of contextualism.


This very influential book defends minimalism in semantics by contrasting it with “rabid contextualism” of the Travis 2008 variety. The authors say that “no one” would believe rabid contextualism; but they proceed to argue that any so-called moderate contextualism inevitably slides into rabid contextualism. Hence only semantic minimalism is plausible.


Minimalism provides an answer to two questions: (a) what counts as semantic content, and (b) what work does semantic content do. Semantic content is exhausted by syntactic constituents and their composition, so features of context cannot permeate semantic content unless there is an item in the syntax that dictates so. Semantic content guides pragmatic speech-act content, and helps in communication.

This is an account of a way to accommodate, in a compositional manner, some of the contextual information alleged by Recanati (and Travis) to be contextual and non-semantic. In the terms of Cappelen & Lepore 2005, this counts as a moderate contextualism, but one that does not lead to ‘ravid contextualism’, as Cappelen & Lepore claim any moderate view would.


This is a major work, offering a “truth-conditional pragmatic” account of the truth of utterances in a context. Among the other features of this discussion, a number of contextualist positions are described, which differ in “how much context” they allow in the interpretation of an utterance. Different stops along this spectrum give rise to different accounts of compositionality.


Travis has emphasized the importance of context for meaning for over 20 years. A given linguistic form, even with its meaning fixed, may express an indefinite variety of thoughts. Travis falls on the “far contextual end” of the scale of contextuality that Recanati describes. He is often the “opponent” is discussions about the importance of semantics (and compositionality).

COMMUNICATION

Justifications of compositionality usually focus on understandability and on productivity. However, the requirement of compositionality is different in the two cases. The understander receives a sentence that can be broken into its structured parts, and then evaluated compositionally to determine the sentence’s meaning. But the producer instead has knowledge what is desired to be conveyed, but needs to discover which words+structures will do this. This can’t be done by straightforward compositionality. Pagin 2003 argues that it requires what he calls ‘inverse compositionality’. Pagin 2005 applies the apparatus of compositionality applied to literal meaning to contextual meaning, claiming that with “unarticulated constituents” this can be made compositional also. Pagin 2012 considers the requirements of communication, arguing that compositionality by itself is not enough, and that communication requires that linguistic computation be of a certain “minimalistic” variety. Another aspect of compositionality and communication concerns the intuitive feeling that compositionality mandates a kind of “realism” about meanings that goes against indeterminacy of translation…which is seen as a feature of holistic theories instead. Werning 2004 argues for realism in semantics, claiming that Hodges’ Theorem requires it. Leitgeb 2005 responds that Hodges’ Theorem is neutral on that point.


Argues against Werning’s claim that Hodges’ Theorem shows that indeterminacy of translation is wrong. Indeed the claim seems to be that there is no way to employ the Theorem so as to move away from a sort of indeterminacy of meaning of lexical items, since the Theorem is stated by only up to isomorphism…

Pagin, Peter. “Communication and Strong Compositionality.” Journal of Philosophical Logic 32

In order to account for both productivity and understandability, it is argued that the language must be not only compositional in the usual way, but inverse compositional (akin to Fodor’s "reverse compositionality").


This is a discussion of how the concept of compositionality can be extended from context invariant to context dependent meaning, and of how the compositionality of natural language might conflict with context dependence. Presents a compositional theory of the unarticulated constituent variety.


Justifies compositionality by means of computational needs for communication. Pagin defines a kind of “minimal complexity” computation that certain types of compositional systems have, and concludes that although it is not necessary to be compositional to be efficient, it is reasonable to conclude that natural language approximates this type of minimal complexity compositionality.


Argues for "realism" in semantics, by claiming that the Hodges’ Theorem shows that Quinean indeterminacy of translation is undermined by taking the observation sentences as stimulus meanings and showing that this meaning assignment is uniquely extendable to all the expressions that occur in observation statements.

**CONTEXT AND CONTEXTUAL VARIABLES**

Context – in the sense of the “real world circumstance” in which an utterance is made – is often seen as providing a challenge to compositionality, and numerous examples are brought forth to show that the intuitive meanings (and truth values) of a sentence differ depending on the context of utterance. Although indexicals (‘I’, ‘you’, ‘now’…) are context dependent, but these are not normally seen as counterexamples to compositionality. Another class comes from such terms as ‘local’, ‘enemy’, ‘foreigner’, … Often, there is the appearance of some indexical being “missing” from the sentence…such as in ‘It is raining’, when the location is where the speaker is. Perry 2001 rehearses his earlier “unarticulated constituents” solution to these problems. More telling are cases where context expands or restricts the meaning of terms that otherwise seem not to have any “hidden variable” (as ‘foreigner’ etc. arguably do). E.g., quantifier phrases can be seen as non-uniformly doing this: All the beer is gone might be true when said in one house, even though there is beer in a neighbor’s house. Stanley 2000 proposed having a variable that got its value from context, but which was nonetheless in the logical form (semantics) of the sentence. This solution was a denial of the hidden indexical framework of Perry, since it had a variable in the syntax. His justification for placing it in the semantics became known as “the binding argument” because the value of the variable could change within the sentence on account of higher-level quantifiers that bound it. Stanley & Szabó 2000 investigated further the details of Stanley’s proposal, arguing that the variables to be bound had to attach to lexical nouns. Pelletier 2003 argued that there were other options open for the invocation of variables, which, contra
Stanley & Szabó, did not imply non-compositionality. Rett 2006 claimed that Stanley’s method can’t both do domain restriction and also contextual effects in other parts of a sentence. Gauker 2010 argues against the Stanley 2000 “hidden variable” account and offers a slightly different “relational” account of lexical nouns. Recanati 2002 argues against Stanley and in favor of unarticulated constituents, giving Perry’s account a fuller set of methods for interpreting these constituents. Recanati 2012 argues that many of these kinds of “semantic flexibility” are due to context effects that do not challenge compositionality. But he claims that other types of context effects do militate against compositionality.

  Gives an alternative compositional account from Stanley’s 2000 of the logical form that is relevant to the way of getting contextual information into the representation of a sentence. Stanley had an account where nouns had a “hidden indexical”. Gauker has nouns be relational, giving the same reading for the examples considered by Stanley. However they differ on such sentences as Every student is happy and some student is not happy.

  Argues against Stanley & Szabó’s 2002 claim that attaching contextual information directly to NP nodes of a logical-form tree is non-compositional. An evaluation of what the functional notion of compositionality allows for shows that this is a legitimate option.

  Perry is credited with introducing the notion of an unarticulated constituent in his 1986 “Thought without Representation”, and having refined it through many iterations—here in the chapter “Unarticulated Constituents”. An unarticulated constituent of a proposition is something that is just “too boring” to be vocalized by the sentence uttered in the context. Nonetheless, it is present in the proposition that was expressed.

Recanati, François “Unarticulated Constituents” Linguistics and Philosophy. 25 (2002); 299-345.
  This is a major response to Stanley 2000. Stanley argued that there are no “unarticulated constituents”, contrary to what ‘truth-conditional pragmatists’ have claimed, but rather that all truth-conditional effects of context can be traced to logical form. Recanati claims that Stanley’s argument is fallacious: that there are unarticulated constituents and truth-conditional pragmatics is correct. Much of Recanati’s position relies on his accounts of “saturation”, “enrichment” and “modulation” of semantic values.

  Semantic flexibility is defined as the way a word’s meaning can be affected by other words in the same sentence. Recanati argues that this flexibility amounts to a kind of context sensitivity which does not pose real problems for compositionality. However, another type of context sensitivity (“sense modulation”) which does tell against compositionality.
Explores a variety of issues with the proposal of Stanley 2000, especially those in which there is domain-restricting information elsewhere in the sentence (such as in a prepositional phrase). Rett’s claim is that there is no coherent way that Stanley can make room for both context information and at the same time for domain-restricting information elsewhere in the sentence.

In Stanley’s account context assigns some value to words in a sentence. When there is no explicit item in the sentence, we need to have a variable attached to the some item that can accept the value put forth by context. Of interest is Stanley’s demonstration that this variable must actually be in the sentence’s representation, since it can be quantified over by explicit phrases in the sentence.

This influential paper argues that “domain restrictions”—e.g., when a phrase like All the students is interpreted as All the students in Linguistics 201 this year—need be part of the semantic interpretation of the resulting sentence, and that the relevant restriction comes from associating a contextual variable with lexical nouns. Exhaustively surveying alternative accounts has left them with just one way to implement this idea.

NEURAL ISSUES
Many theorists feel that all mental activity, but in particular language-oriented processing, is a feature of the brain…and hence is neurally controlled. But then what should we say about the status of the principle of semantic compositionality? Is it also to be found in the neural substructure? Werning 2010 is concerned to accommodate compositionality in a neurally-plausible system. Werning 2012 discusses more the notions of information flow in a brain being compositional. Engel & Maye 2012 add the notion of temporal flow of information carried in language through the brain.

Werning here attempts to meld the psycho-philosopho-linguistic conception of concepts as bearers of intentional content and meaning with a neural-oriented view of information flow in the brain. An underlying motif is to accommodate classical notions of compositionality within this framework.

A neurobiologically motivated theory of meaning as internal representation is developed that holds on to compositionality, but is non-symbolic, being implemented by recurrent neural networks. The semantics to be developed is structural analogous to model-theoretical semantics, but it regards meanings as set-theoretical constructions of the neural counterparts of denotations.

The authors focus on models in which it is the temporal structure of activity that carries information, review the capability of such systems to develop compositional structures, and propose synchronization of neuronal activity as an underlying mechanism.

JERRY FODOR
Jerry Fodor is possibly the most famous scholar who makes unrelenting use of the notion of compositionality and its alleged features in philosophy of mind and psychologically-oriented works. It would be remiss not to have a special entry on Fodor, given his influence on the application of compositionality in the philosophy of mind. It should also be remarked that the original use of ‘compositionality’ comes from Katz & Fodor 1963, as indicated in the section of "Historical Antecedents". Fodor has been concerned with the topic for most of his academic life. Much of his output on this topic has been in collaboration with Ernest Lepore. (A collection of their papers on compositionality is Fodor/Lepore 2002). Possibly their most basic paper is (Fodor/Lepore 1991—reprinted in the Fodor/Lepore 2002 book), the argument in which is generalized to cover a very wide range of views that all have the contention that the meaning of a term or phrase is the various connections it has with other terms/phrases in their (Fodor/Lepore 1992), and its workings are manifest in many of Fodor’s other works. It is impossible to distinguish separate themes relevant to compositionality between pairs of the books, since they all seem to draw further and further conclusions from the presumed truth of compositionality. (Fodor, and Fodor & Lepore, are famous for claiming such things as “compositionality is, as they say in England, non-negotiable” and “so non-negotiable is compositionality that I’m not even going to tell you what it is.”) Many topics that are in train with compositionality are also discussed in Fodor’s works: in Fodor & Pylyshyn 1988, the topic of systematicity is introduced, in Fodor & Lepore 1992 the topic of holism is heavily discussed, in Fodor 1998 the topic of concept atomism is argued for, in Fodor 2001 the topic of “underived content” is discussed, and in Fodor 2008 the topic of reverse compositionality is under discussion.


The famous “systematicity objection” to connectionist models of cognition is first brought out in this piece. The discussion sparked a vast literature throughout the 1990s concerning the role of representations within connectionism.


Describes inferential role semantics…the sort associated with “pragmatism” in philosophy of mind and language. Famously, it argues that while meanings are compositional, inferential roles are not. Hence meanings cannot be due to inferential roles.


This is the locus classicus of argumentation against meaning holism. In this book the authors do not attempt to “prove” that natural language is compositional. Their purpose is rather merely to “sweep away” the alternative view of meaning holism.

This collection of works by Fodor and Lepore has three parts: a section on the nature of compositionality, comprising four papers by Fodor & Lepore; a section on the meaning of terms in the mental lexicon, arguing for Fodor’s semantic atomism and consisting of two papers; and finally three of their papers that critique two different versions of “meaning pragmaticism”—Robert Brandom and Paul Churchland.

In this book, Fodor argues for an atomistic theory of concepts. He claims that other accounts of concepts are committed to inferential role theory, and that falls prey to arguments that employ compositionality. In this account, concepts are argued not to be stereotypes, prototypes, abstractions from belief systems, and various psycholinguistic-linguistic figures like Jackendoff and Pustejovsky.

This is Fodor’s “Millennial Paper”. It discusses the issue of whether it is thought or language that has semantic content (“in the first instance”). Fodor’s claims that it is thought, and that in fact language doesn’t have content at all. He furthermore claims that this is an empirically-supported position.

This book offers a more detailed account of the Language of Thought hypothesis that was started in Fodor’s earlier works. The role of compositionality is re-emphasized as crucial for a representational theory of mind—most of what we know about concepts follows from the compositionality of thoughts.