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Solution 1:

=0 T T T T
40 + .
a0 B
=
=
g4
£ 20| g
2z
o
£
10 .
ok -
Heart rate
0 . . . Maodel predictions
=00 1000 1200 2000 2500
tirre (sec
{gec) 4
Figure 1: Model predictions for January session
g0 T T =
Heart rate
Mode| predictions
=0 - B
4nt
=
= i}
T L
i
[ud
E 20
[
i}
T
10
(1NN
-10 1

1 1 1
i} =00 1000 1500 2000
tirne (5c¢)

Figure 2: Model predictions for April session

1c) Process gains for the January and April dataset are approximately the same;
however the time constants are different. Small time constant for the April session
suggests that the heart is quick in responding to the change in the training load.
Intuitively, with proper training, we would expect to see a slow or gradual change in
the heart rate (in control parlance: larger time constant) for the same training load.
The time constants suggest that the performance of the athlete has degraded.



Side Note: In this problem, we are trying to model the cardiovascular response of an
athlete to the change in the training load. Note that the dynamics of a biological
system keeps changing continuously; therefore any attempt to capture or model
long-term effect of training with a single time-invariant model (as in this problem) is
not only inaccurate, but also misleading. In such situation, probably analysis or
model building based on a single step test is more meaningful. The results or model
developed based on a single step change or a single training interval is not provided;
however, the students are encouraged to do the analysis themselves and see how
the gain and time constant compare between the training intervals.

1d) The choice of the sampling time (Ts=1 sec) is not appropriate, since the time
constants (tau) for the January and April dataset are 97 and 64 sec, respectively.
From our basic understanding of modeling, we know that it suffices to pick Ts
roughly in the interval: tau/5<Ts<tau/10. Note that this is just a rule of thumb and
shouldn’t be taken as a definite solution for finding an optimal sampling time. For
our purposes, since the data set is noisy (refer to the plot of training load or power
output), it suffices to pick a slower sampling time, say Ts=tau/5. This ensures that
we don’t sample a lot of noise into our modeling data.
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Figure 3: Comparing experimental data with nonlinear model predictions
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Figure 4 : Comparing the experimental data with the linear model predictions
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