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Abstract—Erasure coding has been applied in many cloud storage systems to enhance reliability at a lower storage cost than replication. While a large amount of prior work aims to enhance recovery performance and reliability, the overall access delay in coded storage still needs to be optimized. As most production systems adopt a systematic code and place the original copy of each block on only one server to be read normally, it is harder to balance server loads and more likely to incur latency tails in coded storage than in three-way replication, where a block can be read from any of the 3 servers storing the block. In this paper, we propose to reduce the access latency in coded storage systems by moving blocks with anti-correlated demands onto same servers for statistical load balancing. We formulate the optimal block placement as a problem similar to Min-$k$-Partition, propose a local block migration scheme, and derive an approximation ratio as a function of demand variation across blocks. Based on request traces from Windows Azure Storage, we demonstrate that our scheme can significantly reduce the access latency with only a few block moves, especially when the request demand is skewed.

I. INTRODUCTION

Cloud storage systems, such as Hadoop Distributed File System (HDFS) [1], Google File System (GFS) [2] and Windows Azure Storage (WAS) [3], store large amounts of enterprise-level and personal data. Since these systems rely on commodity servers in datacenters, content must be replicated (e.g., for 3 times in HDFS) for fault-tolerance. Erasure coding, e.g., an $(k, r)$ Reed-Solomon (RS) code, is further adopted in many production systems, e.g., Windows Azure Storage [4], Googles ColossusFS, Facebook’s HDFS, to offer significantly higher reliability than data replication at a much lower storage cost [5], [6]. However, as a tradeoff, when a data block is unavailable due to disk failures or degraded reads (e.g., when the server is temporarily congested or offline), multiple (coded or uncoded) blocks in the same coded group must be read from other servers to recover the unavailable block, leading to higher recovery traffic. As a result, many techniques have been proposed to reduce the amount of recovery traffic [6]–[8] or recovery latency [9], [10] in coded storage systems.

However, an equally important performance metric that is yet to be optimized in coded storage systems is the general access latency per request. Google, Microsoft and Amazon all have observed that a slight increase in service delay (e.g., by as small as 400 ms) may lead to observable fewer accesses from users and potential revenue loss [11]. Although a few recent studies [9], [10] attempt to optimize the delay performance of coded storage, they rely on parallel downloads to exploit a queueing-theoretical gain, where each request must access $k$ or more servers, and abort the remaining download threads when $k$ blocks are obtained. However, such a scheme mainly benefits systems that are based on non-systematic codes, since for systematic codes adopted by most production systems today, normal reads are served by the single uncoded original block, while parallel downloads may unnecessarily increase traffic.

We study the access latency in coded storage systems from a new perspective of load balancing. Without surprise, unbalanced server loads and long server queues are more likely to happen in coded storage. The reason is that in systems based on systematic erasure codes, like Google’s ColossusFS and WAS, each original uncoded block is placed on only one server [6]. As a result, unlike three-way replication (where a request can be served by any of the 3 servers storing the block), the request has to be directed to the only server hosting the original block, with little opportunity of load balancing. When the server load is heavy and the request is not responded by a timeout deadline, degraded reads may be performed which further increase the queues at multiple other servers and exacerbate the overall response latency.

In this paper, we propose to reduce the access latency in coded storage systems through a new approach of block placement adjustment and controlled block migration. Although there is little chance to choose servers during normal reads, we may place blocks with anti-correlated demands on a same server to benefit from statistical multiplexing and prevent certain hot blocks from congesting a specific server. We formulate the content placement optimization to minimize the expected average waiting time of all incoming requests, based on the mean and covariance of demands for different blocks, which can be readily measured according to recent request history. To avoid globally shuffling blocks across the system, we require all block migration to be local, and move as few blocks as possible with respect to the current placement to reduce the migration overhead.

Our statistical content placement problem is similar to the Min-$k$-Partition problem, a well-known NP-complete problem [12], [13], which aims to divide a graph into $k$ partitions to minimize the sum of all intra-partition edge weights. Yet, our problem turns out to be even more challenging, since we also need to handle an additional constraint that no blocks from the same coded group can be placed on the same server, which
is needed to maintain the promised reliability of an \((k, r)\) RS code. We introduce a novel technique to convert this constraint into carefully designed weights in the objective function and propose a time-efficient local search algorithm which only moves the block that reduces the latency objective the most at a time. We prove that our algorithm always produces a feasible solution that satisfies the special constraint and theoretically derive the worst-case approximation ratio of our algorithm with respect to the global optimality. We characterize such a ratio as a function of demand statistics; the larger the demand variation among blocks, the better the approximation.

Through simulations based on real request traces collected from the Windows Azure Storage system, we show that our local block migration scheme can greatly reduce the overall access latency by only moving a small portion of all the blocks, and outperforms a best randomized content placement that requires global shuffling. In the meantime, our scheme does not affect storage overhead, reliability or repair cost. It turns out that the real request pattern exhibits high skewness and variation, which can significantly benefit from our local block migration with only a few necessary moves.

II. SYSTEM MODEL AND PROBLEM FORMULATION

The content in a typical cloud storage system is stored in data blocks. When an erasure code is used, e.g., a systematic \((k, r)\) RS code, every \(k\) original uncoded data blocks are grouped in a coded group and another \(r\) parity blocks are generated. In order to maintain a high availability, all these \(k + r\) blocks are placed on different server nodes. We will call them “coded blocks” in general with respect to the \(k\) original blocks. In a normal read, any access request will be directed to the server containing the original block. If the server is unavailable, a degraded read is performed by reading any other \(k\) blocks in the same coded group, requiring \(k\) server accesses. Suppose the system has a total number of \(n\) coded blocks placed on \(m\) servers.

In a small unit of time, which we call time slot (e.g., a second), we denote the number of requests for each coded block \(i\) by a random variable \(D_i\). Let \(\bar{D} := \{D_1, D_2, \ldots, D_n\}\). With request rates represented by random variables, we can model demand fluctuation in different time slots. We use \(\bar{\mu} := \mathbb{E}(\bar{D})\) to denote the mean of \(\bar{D}\), and \(\Sigma := \text{COV}(\bar{D})\) the covariance matrix of \(\bar{D}\). We can assume that within a certain measurement period, \(\bar{\mu}\) and \(\Sigma\) remain unchanged.

Note that the mean and covariance of \(\bar{D}\) can be readily measured or estimated from system traces. For example, the system can keep track of the number of requests per second or per minute for each original content block at a frontend gateway [3] to calculate the empirical mean and covariances of request rates for original content in the measurement period. It can also easily record the rate of degraded reads (due to node failures or temporary unavailability) and convert the request rate statistics for original content blocks to those for all the coded blocks, assuming degraded reads are randomly directed to \(k\) other coded blocks. Alternatively, the access statistics for all the coded blocks can even be measured directly in the backend storage system. This way, \(\bar{\mu}\) and \(\Sigma\) for all coded blocks are directly computed.

We use an integer variable \(y_i, i = 1, \ldots, n\) to represent the index of the server on which the \(i\)th coded block is placed. Denote \(\{L_1, \ldots, L_m\}\) the server loads, where \(L_i = \sum_{j:y_j = i} D_j\) represents the amount of requests directed to server \(i\) in the time slot of interest. Let \(\alpha := k + r\) denote the total number of coded blocks in each coded group. Furthermore, we use \(G_i, i = 1, \ldots, n\), to denote the index of the coded group to which the \(i\)th coded block belongs; two blocks are in the same coded group if and only if they have the same group index.

Considering a specific time slot, we formulate the optimal content placement (CP) problem as

\[
\text{(CP) minimize} \quad \sum_{i=1}^{m} \frac{1}{2} L_i^2 \quad \text{subject to} \quad L_i = \sum_{j:y_j = i} D_j, \quad \forall i, \quad \text{(2)}
\]

\[
y_i \neq y_j, \text{ if } G_i = G_j, \quad \forall i \neq j, \quad \text{ (3)}
\]

\[
y_i \in \{1, 2, \ldots, m\}, \quad \forall i, \quad \text{ (4)}
\]

Problem (CP) minimizes the expected squared \(l^2\)-norm of server loads, which represents the expected sum of waiting times of all the requests in this time slot. We assume that the request processing speed of servers are homogeneous [14], which is common for storage servers in the same rack in a datacenter. The purpose of (1) is to distribute random loads \(\bar{D}\) across different servers in a statistically balanced manner. Constraint (2) is the mapping from request rates to server loads according to content placement \(y_1, \ldots, y_n\). Constraint (3) requires that the coded blocks from the same coded group must be placed on different servers to guarantee the promised reliability of an RS \((k, r)\) code. We do not consider queue accumulation along multiple time slots in our model and focus on solving the single period problem (CP). Note that server processing capacity is usually over-provisioned in production systems, and once server loads are balanced, queues will vanish fast in a stable system.

We now convert Problem (CP) to an equivalent form similar to the well-known Min-\(k\)-Partition Problem in graph theory yet with one additional constraint. We define a weight matrix \(W\) by

\[
W := \mathbb{E}(\bar{D} \cdot \bar{D}^T) = \bar{\mu} \cdot \bar{\mu}^T + \Sigma, \quad \text{(5)}
\]

Clearly, all the elements in \(W\) are nonnegative. Consider the following problem, which we call Constrained Min-\(k\)-Partition Problem (CMKP+):

\[
\text{(CMKP+)} \text{ minimize} \quad \sum_{1 \leq i < j \leq n} W_{ij} \delta(y_i - y_j) + \frac{1}{2} \sum_i W_{ii}, \quad \text{(6)}
\]

\[
\text{subject to} \quad y_i \neq y_j, \text{ if } G_i = G_j, \forall i \neq j, \quad \text{(7)}
\]

\[
y_i \in \{1, 2, \ldots, m\}, \forall i, \quad \text{ (8)}
\]

where \(\delta(\cdot)\) is an indicator function, i.e.,

\[
\delta(x) := \begin{cases} 1, & \text{if } x = 0, \\ 0, & \text{otherwise.} \end{cases}
\]
Note that we use CMKP to represent the problem with the constant term \( \frac{1}{2} \sum_{i} W_{ii} \) removed from (6).

**Proposition 1.** Problem (CP) is equivalent to Problem (CMKP+).

**Proof.** Please refer to the Appendix for the proof. \( \square \)

Therefore, we can consider the (CMKP+) problem instead of the original (CP) problem. In fact, (CMKP+) is a partition problem in graph, where all the coded blocks can be deemed as nodes, with \( W \) representing edge weights between every pair of nodes. The objective is to divide nodes into \( k \) partitions to minimize the sum of intra-partition edge weights, subject to constraint (7), that is, no coded blocks from the same coded group appear in the same partition. Without constraint (7), the (CMKP+) problem can be converted to Min-\( k \)-Partition (MKP) and Max-\( k \)-Cut (MKC), which are well-known NP-complete problems [12], [13]. However, our problem (CMKP+) is even more challenging due to the additional constraint (7) to maintain the promised reliability offered by erasure coding.

### III. Local Block Migration Algorithm

We present the local block migration (LBM) algorithm to solve (CMKP+) with theoretical worst-case approximation guarantees, which equivalently solves the optimal content placement problem (CP). We first present our technique to handle the special constraint (7) before presenting the algorithm.

#### A. Problem Reduction

First, we reduce (CMKP+) to a form without constraint (7). Our idea is to solve the problem with constraint (7) removed, while setting a sufficiently large weight for each pair of coded blocks in the same coded group to prevent them from being placed on the same server. Define \( W' \) as

\[
W'_{ij} = \begin{cases} 
    f_{ij}(W), & \text{if } G_i = G_j, i \neq j, \\
    W_{ij}, & \text{otherwise},
\end{cases}
\]

where \( f_{ij}(W) \) is a penalty function to be defined later. Replacing \( W \) by \( W' \) and removing constraint (7) in (CMKP+), we obtain

\[
\text{(MKP)} \quad \min_{y_1, y_2, \ldots, y_n} \sum_{i<j} W'_{ij} \delta(y_i - y_j) + \frac{1}{2} \sum_{i} W'_{ii}, \quad (10)
\]

subject to \( y_i = \{1, 2, \ldots, m\}, \) for \( \forall i. \) \( (11) \)

Note that the term \( \frac{1}{2} \sum_{i} W'_{ii} \) in (10) is a constant. Hence, (MKP+) is equivalent to Min-\( k \)-Partition Problem (MKP):

\[
\text{(MKP)} \quad \min_{y_1, y_2, \ldots, y_n} \sum_{i<j} W'_{ij} \delta(y_i - y_j),
\]

subject to \( y_i = \{1, 2, \ldots, m\}, \) for \( \forall i, \) \( (12) \)

whose dual problem is the famous Max-\( k \)-Cut (MKC) problem:

\[
\text{(MKC)} \quad \max_{y_1, y_2, \ldots, y_n} \sum_{i<j} W'_{ij}(1 - \delta(y_i - y_j)),
\]

subject to \( y_i = \{1, 2, \ldots, m\}, \) for \( \forall i. \) \( (13) \)

Furthermore, (MKC) and (MKP) also have the same optimal solution(s). The reason is that the sum of the objective values of the two problems is

\[
\sum_{i<j} W'_{ij}(y_i - y_j) + \sum_{i<j} W'_{ij}(1 - \delta(y_i - y_j)) = \sum_{i<j} W'_{ij}, \quad (16)
\]

which is a constant. Since they are minimization and maximization problems, respectively, they will have the same optimal solution(s).

In the following, to solve (CMKP+), we carefully design a penalty function \( f \), such that we always get a feasible solution to the original problem (CMKP+) by solving (MKC) with a new \( W' \) yet without constraint (7). We propose an algorithm to solve (CMKP+) and thus the original (CP) problem, by approximately solving (MKC) using a classical local search heuristic [15]–[17]. We are able to theoretically derive a worst-case approximation ratio of the proposed solution to our problem (CMKP+), which did not appear in prior literature [15]–[17], by leveraging a unique problem structure in our objective function.

#### B. Local Block Migration Algorithm

Considering the influence of every single move on the objective, we define the gain of moving block \( i \) to server \( j \) as

\[
g_j(i) := \sum_{k:y_k = y_j, k \neq i} W_{ik} - \sum_{k:y_k = y_i, k \neq i} W_{ik}, \forall i, j: j \neq y_i, \quad (17)
\]

which is the reduction of the objective of (MKP) if this move is carried out. For consistency, let \( g_j(i) = -\infty \) for \( j = y_i \). Define \( f'_{ij}(W) \) as

\[
f'_{ij}(W) := \epsilon + \frac{1}{m - \alpha + 1} \min \left\{ \sum_{k:y_k = y_i, k \neq i} W_{ik}, \sum_{k:y_k = y_j, k \neq i} W_{kj} \right\}, \quad (18)
\]

where \( \epsilon \) is an arbitrary positive constant.

Algorithm 1 describes our Local Block Migration (LBM) algorithm to solve (CMKP+). In every iteration, we execute the move of block \( i \) to server \( j \) who achieves the largest gain \( g_j(i) \), until no move can reduce the objective any more, as shown in Lines 4-8.

To pick the best move argmax \( (i,j) \) \( g_j(i) \), in Line 6 of Algorithm 1, we do not need to recalculate all the \( m \times n \) \( g_j(i) \) by (17) in every iteration. Instead, since there is only one move in each iteration, we only need to update the gains \( g_j(i) \) affected by the move. Moreover, even the affected gains \( g_j(i) \) do not need to be recalculated by (17), and can be updated by incrementally. The details of our efficient procedure to update the gains \( g_j(i) \) is described in Algorithm 2.

Note that LBM is a “local” algorithm that performs one best move at a time to improve the latency performance. In real systems, since it is impractical to globally shuffle all the block placement to optimize load balancing, we can use the proposed LBM to locally improve an existing arbitrary placement at some frequency, e.g., every hour or every day. Moreover, we


Algorithm 1 Local Block Migration

Input: initial placement \( \{y_1, y_2, \ldots, y_n\} \), \( W \).
Output: migrated placement \( \{y_1, y_2, \ldots, y_n\} \).
1: Calculate \( W' \) by (9) and (18).
2: Calculate \( g_j(i) \) for \( \forall i, j \) by (17).
3: procedure LOCAL BLOCK MIGRATION
4: \hspace{1em} while \( \max_{i,j} g_j(i) > 0 \) do
5: \hspace{2em} Find the best move: \( i_m, j_m \leftarrow \text{argmax}_{i,j} g_j(i) \)
6: \hspace{2em} Update all the affected \( g_j(i) \) entries by Algorithm 2
7: \hspace{2em} Execute the move: \( y_{i_m} \leftarrow j_m \)
8: \hspace{1em} end while
9: end procedure

C. Feasibility and Worst-Case Approximation Ratio

We first show Algorithm 1 yields a feasible solution to our problem with the special constraint (7).

Theorem 2. If \( W' \) in (9) is defined with \( f_{ij}(W) \) given by \( f_{ij}(W) = f_{ij}^T(W) \) in (18), any solution given by Algorithm 1 will satisfy (7), and thus will be a feasible solution to (CMKP+) and (CP).

Proof. Please refer to the Appendix for the proof. \( \square \)

Note that we do not necessarily have \( f_{ij}(W) > W_{ij} \). However, Theorem 2 guarantees that if \( f_{ij}(W) = f_{ij}^T(W) \), LBM always produces a feasible solution that no two blocks from the same coded group are placed on the same server. Theorem 3 provides a worst case approximation for our Local Block Migration with respect to the globally optimal solution to (CP).

Theorem 3. Suppose \( f_{ij}(W) \) in (9) is given by \( f_{ij}^T(W) \) in (18). Then, the worst-case approximation ratio of Algorithm 1 with respect to the optimal solution of (CMKP+) and (CP) is given by

\[
1 + \frac{1}{m - \alpha + 1} \left( \frac{\mathbb{E}((\sum_i D_i)^2)}{\sum_i \mathbb{E}(D_i^2)} - 1 \right).
\]

Proof. Please refer to the Appendix for the proof. \( \square \)

Furthermore, since we have

\[
\frac{\mathbb{E}((\sum_i D_i)^2)}{\sum_i \mathbb{E}(D_i^2)} \leq \max_{\hat{D}} \left\{ \frac{(\sum_i D_i)^2}{\sum_i D_i^2} \right\} \leq n,
\]

where the equality holds if and only if \( D_1 = D_2 = \ldots = D_n \), we can derive the worst-case ratio among all the distributions of \( \hat{D} \).

Corollary 4. For any \( \hat{D} \), the approximation ratio given by Theorem 3 is at most \( 1 + \frac{n - 1}{m - \alpha + 1} \).

Algorithm 2 Gain Update Algorithm

Input: the current \( g_j(i), \forall i, j \), the current moving block index \( i_m \) and its destination server \( j_m \).
Output: the updated \( g_j(i), \forall i, j \).
1: procedure \text{UPDATE}
2: \hspace{1em} for \( \forall i \neq i_m \), such that \( y_i = y_{i_m} \) do
3: \hspace{2em} for \( \forall j \neq j_m \) do
4: \hspace{3em} \( g_j(i) \leftarrow g_j(i) - W'_{i_m} \)
5: \hspace{2em} end for
6: \hspace{1em} end for
7: \hspace{1em} end for
8: \hspace{1em} for \( \forall i \neq i_m, y_i \neq y_{i_m} \) do
9: \hspace{2em} \( g_{y_{i_m}}(i) \leftarrow g_{y_{i_m}}(i) + W'_{i_m} \)
10: \hspace{2em} end for
11: \hspace{1em} end for
12: \hspace{1em} for \( \forall i \neq i_m, j \neq j_m \) do
13: \hspace{2em} \( g_{j_m}(i) \leftarrow g_{j_m}(i) - W'_{i_m} \)
14: \hspace{2em} end for
15: \hspace{1em} end for
16: \hspace{1em} for \( \forall j \neq j_m \) do
17: \hspace{2em} \( g_{j_m}(i) \leftarrow g_{j_m}(i) \)
18: end for
19: \hspace{1em} end for
20: end for
21: Calculate \( g_{y_{i_m}}(i_m) \) by (17)
22: \( g_{j_m}(i_m) \leftarrow -\infty \)
23: end procedure

Remarks: the approximation ratio provided by Theorem 3 is dependent on the distribution of the requests \( \hat{D} \). In the extreme case when requests for different coded blocks are identical, i.e., \( D_1 = D_2 = \ldots = D_n \), the offered approximation ratio (19) is large as shown in Corollary 4. In fact, the ratio of \( \mathbb{E}((\hat{D}|i|) / \sum_i \mathbb{E}(D_i^2) \) characterizes the demand variation among different blocks. When this variation is large, the approximation ratio (19) is small and our algorithm is guaranteed to yield a good result even in the worst case.

On the other hand, when the demand variation is small, although the offered theoretical worst-case performance bound (19) is large, LBM can actually still generate a load balanced solution. In fact, in this case, \( D_i \) behaves uniformly cross different blocks and simple randomized or round robin placement can already achieve load balancing, so can LBM. In a nutshell, LBM provides good solutions for most situations and is especially beneficial when the requests for different blocks have a large variation and are highly skewed. In Sec. IV, we show that our request traces in the real world usually have a small \( \mathbb{E}((\hat{D}|i|) / \sum_i \mathbb{E}(D_i^2) \), in which case LBM will have a large benefit.

D. Further Reducing Migration Overhead

Although Theorem 2 guarantees the feasibility of the final converged solution from Algorithm 1, in reality, we may want to stop looping after a fixed number of iterations to limit the number of moves produced by LBM. In this case, the
solution may not be feasible to (CP) in theory with the \( f_{ij}(W) \) definition in (18). In order to propose an alternative scheme, we let \( f_{ij}(W) \) in (9) be given by

\[
f_{ij}(W) := \epsilon + \frac{1}{m - \alpha} \max \left\{ \sum_{k:k \neq i; G_k \neq G_i} W_{sk}, \sum_{k:k \neq j; G_k \neq G_j} W_{kj} \right\}, \tag{20}
\]

where \( \epsilon \) is an arbitrary positive constant.

**Theorem 5.** If the \( W' \) in (9) is defined with \( f_{ij}(W) \) given by \( f_{ij}(W) = f_{ij}^r(W) \) in (20), and the initial content placement satisfies (7), the solution after any iteration in Algorithm 1 will always satisfy (7).

**Proof.** Please refer to the Appendix for the proof. \( \square \)

**Remarks:** Theorem 5 implies that as long as we start from a valid placement, we can put a maximum iteration number in LBM and can always get feasible solutions in any iteration. This way, we can stop the loop in Algorithm 1 when the maximum iteration number is reached and still get a feasible solution that satisfies constraint (7). In other words, \( f_{ij}^r(W) \) allows us to trade the latency reduction off for fewer block moves, according to a budget on migration overhead.

### E. Time Complexity and the Breakout Method

Algorithm 1 runs in linear time with respect to the number of coded blocks in each iteration and is very efficient. In the main loop from Line 4 to Line 8 in Algorithm 1, it only contains a finding max operation and an updating operation. The finding max runs in linear time with respect to the searching space and it is \( O(mn) \) since we have \( mn \) gain entries. For the gain updating procedure described in Algorithm 2, Line 2 to Line 11 has only \( O \left( \frac{2n}{m} \cdot m \right) = O(2n) \) additions or subtractions. Line 12 to Line 17 also has \( O(2n) \) additions or subtractions. Line 18 to Line 22 has two updating entries with \( O \left( \frac{2n}{m} \right) \) basic calculations. Therefore, our Local Block Migration can finish each iteration with \( O(mn) \) basic calculations.

The LBM is a local heuristic search and may get trapped into some local optimum. In order to reach the global optimum, some breakout method [18] can be engaged. Similar techniques in [15], [16] can be used to even improve over the local optimum. The idea is that when a local optimum is reached, we may keep looping in Algorithm 1 even if the max value of \( g_{ij}(i) \) is negative. To avoid infinite loops, the blocks that have been moved are locked. When all the blocks are moved for once, the history of all the moves are inspected and the placement in the history with best performance is picked. If it is better than the former converged local solution, a better solution is produced and a new round of the local search in Algorithm 1 is started from the new solution.

The time complexity of the escaping method is \( O(mn^2) \). Although it will usually come to a better solution, it needs lots of block moves, which results in high system overhead. Moreover, as we will show in Sec. IV, the improvement of the breakout extension is limited. Therefore, our proposed LBM is enough to produce good solutions without the breakout method.

### IV. Simulation

We conduct simulations driven by real workload traces collected from a production cluster in the Windows Azure Storage (WAS) system. It contains the request traces of 252 equal-sized original data blocks in every second for a 22-hour period. We adopt a systematic (6,3) RS code, and the blocks will be placed on 20 server nodes. We assume that 5% of all requests may encounter block unavailability events, which happen randomly. During degraded read when the original block is unavailable, the requests are randomly directed to the combinations of nodes that can reconstruct the original block.

The properties of the data are demonstrated in Fig. 1. Fig. 1(a) is the average request per block at different times. Fig. 1(b) shows the distribution of the total number of requests for each block. Fig. 1(c) is the statistical value of \( \sum_i \sum_j \sum_k \sum_l E(D_{ik}^2) / \sum_k E(D_{ik}^2) \) for each 2-hour measurement period, which will influence the worst-case performance of our algorithm according to Theorem 3. We can see that it is no greater than 50 and leads to an approximation ratio of 5.08.

We first evaluate our Local Block Migration algorithm in terms of the reduction on the objective function in different measurement periods. To mimic the behavior in real systems, we have also conducted a round-based simulation to replay the real request traces, considering queue accumulation over different time periods.

#### A. Performance of the LBM Optimization Algorithm

We test our algorithm in each 2-hour measurement period and present results from 3 typical sample periods in Fig. 2. Assuming a 5% block unavailability rate and random load direction for degraded reads, we can get the empirical mean and covariance matrix of all the 378 coded blocks in each 2-hour period. We perform Local Block Migration (LBM) to find the optimal block placement in each sample period, and also adopt the breakout method after the LBM algorithm converges.

We compare our algorithm to choosing the best out of 1000 random placements (which requires shuffling and thus lots of block moves).

Fig. 2 shows how the LBM reduces the objective function in (1) from a random initial placement as well as the number of block moves incurred. In Fig. 2(a), the decreasing curves indicate the performance of the LBM while the horizontal lines are the reference performance of the best out of 1000 random placement. For each 2-hour sample period, the breakout takes place at the iteration where there is a sudden increase of moves in Fig. 2(b).

We can see that LBM can effectively reduce the optimization objective and clearly outperforms the global optimal approximation provided by the best out of 1000 random placements. More importantly, in LBM, most of the reduction on the objective is achieved within 30 iterations (thus 30 block moves) while choosing the best out of 1000 random
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In [9], [10] new parallel download scheme to optimize the delay performance of coded storage are proposed. Their work rely on parallel downloads to leverage a queueing-theoretical gain, where each request must access $k$ or more servers, and abort the remaining download threads when $k$ blocks are obtained. In the line of the mathematical technique, the local search idea to solve the Max-2-Cut Problem is first proposed in [15]. It is improved with better efficiency in [16]. W. Zhu et al. [17] extend it to solve the mathematical Max-$k$-Cut Problem. In our work, we take the local search idea to solve the problem with challenging special constraints related to the real application and we provide a linear time searching scheme.

VI. CONCLUSION

In this paper, we study the problem of reducing access latency in erasure coded storage systems through block migration and content placement optimization. Based on request rate statistics, we have built a model to minimize the expected request waiting times, which is similar to the NP-Complete Min-$k$-Partition problem with a special additional constraint. We propose Local Block Migration which moves the block that reduces the latency objective the most at a time. We theoretically characterize the algorithm’s worst-case approximation ratio, which depends on a demand variation measure across blocks. Through trace-driven simulations based on request traces from Windows Azure Storage, we show that in the presence of skewed demands, Local Block Migration can significantly reduce the access latency in erasure coded storage by only moving a few blocks once in a while, without global shuffling. Furthermore, the computation of such desired moves can be done within 1 second for 252 original blocks stored with a $(6,3)$ RS code on tens of servers.
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have the same value at the given feasible solution.\]

which is exactly the contribution in (6). After summing up over \( k \), we can get that the objective functions of (1) and (6) have the same value at the given feasible solution. \)

\[ \text{Proof of Theorem 2: We will prove it by contradiction. Suppose \( \{y_1, y_2, \ldots, y_n\} \) is a converged solution, in which, without loss of generality, there exists \( i_s \) and \( j_s \) such that \( y_s = y_j \), and \( G_{i_s} = G_{j_s} \). We only consider the case that} \]

\[ \sum_{k:i\neq i_s, G_k \neq G_{i_s}} W_{i,k} \leq \sum_{k:j\neq j_s, G_k \neq G_{j_s}} W_{k,j}, \]

since the proof is similar for the other way around. For simplicity of presentation, we define \( S(i_s) \) as the set of the indices of servers on which no block from the same group of \( i_m \) is placed. Considering the sum of the gains by moving \( i_s \to \) all the servers in \( S(i_s) \), we have

\[ \sum_{k\in S(i_s)} g_k(i_s) \geq (m - \alpha + 1) \sum_{k:y_k=y_j, k\neq j} W_{i,k} - \sum_{k:G_k \neq G_{i_s}} W_{i,k} \]

\[ \geq (m - \alpha + 1) \sum_{k:G_k \neq G_{i_s}} W_{i,k} \]

\[ \geq (m - \alpha + 1) \epsilon > 0, \]

which indicates that there exists a \( k \in S(i_s) \), such that \( g_k(i_s) > 0 \). This contradicts the assumption that \( \{y_1, y_2, \ldots, y_n\} \) is a solution from Algorithm 1 since the algorithm will only terminate when there is no positive \( g_j(i) \). \]

\[ \square \]

\[ \text{Proof of Theorem 3: The proof will depend on the following lemma and properties:} \]

\[ \text{Lemma 6. The solutions from the Local Block Migration Algorithm are solutions to (MKC) with an approximation ratio of 1 - 1/m.} \]

\[ \text{Proof. Suppose that} \{y_1, y_2, \ldots, y_n\} \text{is a converged solution. Due to local optimality, \( \forall k' \neq k \), we have} \]

\[ \sum_{i:y_i=k} \sum_{j:y_j=k'} W'_{ij} \geq \sum_{i:y_i=k} \sum_{j:y_j=k} W'_{ij}. \] \]

\[ \text{Since there are } m - 1 \text{ possible } k' \text{ values, by adding up (21) over all } k' \neq k, \text{ we have} \]

\[ \sum_{i:y_i=k} \sum_{j:y_j \neq k} W'_{ij} \geq (m - 1) \sum_{i:y_i=k} \sum_{j:y_j=k} W'_{ij}. \] \]

\[ \text{Dividing (22) by } m - 1 \text{ and adding } \sum_{i:y_i=k} \sum_{j:y_j \neq k} W'_{ij} \text{ on both sides, we have} \]

\[ \frac{m}{m - 1} \sum_{i:y_i=k} \sum_{j:y_j \neq k} W'_{ij} \geq \sum_{i:y_i=k} \sum_{j:y_j \neq k} W'_{ij}. \] \]

\[ \text{By summing up (23) over all } k \text{ and dividing it by } 2, \text{ we have} \]

\[ \frac{m}{m - 1} \sum_{i<j} W'_{ij}(1 - \delta(y_i - y_j)) \geq \sum_{i<j} W'_{ij} \geq OPT_C, \]

where \( OPT_C \) is the optimal value for the Max-\( k \)-Cut problem, completing the proof. \]

\[ \square \]
Lemma 7. Given $f_{ij}(W)$ defined in (18), for any arbitrary positive $\epsilon$, we have
\[ \sum_{i \neq j} W'_{ij} \leq \epsilon + \frac{m}{m - \alpha + 1} \sum_{i \neq j} W_{ij}. \]

Proof. By (9) and (18), we have
\[ \sum_{i \neq j} W'_{ij} \leq \sum_{i \neq j} W_{ij} + \sum_{i \neq j} W_{ij}' \]
\[ \leq \sum_{i \neq j} W_{ij} + \sum_{i \neq j} \sum_{j \neq i; G_j = G_i} \left( \frac{1}{m - \alpha + 1} \sum_{k: k \neq i; G_k \neq G_i} W_{ik} \right) \]
\[ \leq \sum_{i \neq j} W_{ij} + \sum_{i \neq j} \left( \frac{\alpha - 1}{m - \alpha + 1} \sum_{i \neq j} W_{ij} + (\alpha - 1) \epsilon \right) \]
\[ = \epsilon' + \frac{m}{m - \alpha + 1} \sum_{i \neq j} W_{ij}, \]
proving the lemma. \( \square \)

We have another property for the weight matrix $W$:
\[ \frac{\sum W_{ij}}{\sum W_{ii}} = \frac{\sum \mathbb{E}(D_i D_j)}{\sum \mathbb{E}(D_i^2)} \]
\[ = \frac{\mathbb{E}((\sum_i D_i)^2)}{\sum_i \mathbb{E}(D_i^2)} - 1. \]

(24)

We are now ready to prove Theorem 3. Let $\text{OPT}_P$ be the optimal value for (MKP). By Lemma 6 and (16), we have
\[ \sum_{i \neq j} W'_{ij} - \sum_{i \neq j} W_{ij} \delta(y_i - y_j) \geq \left( 1 - \frac{1}{m} \right) \left( \sum_{i \neq j} W_{ij}' - \text{OPT}_P \right). \]

(25)

Reducing (25) and adding $\frac{1}{2} \sum_i W_{ii}$, we have
\[ \sum_{i \neq j} W'_{ij} \delta(y_i - y_j) + \frac{1}{2} \sum_i W_{ii} \]
\[ \leq \left( 1 - \frac{1}{m} \right) \left( \text{OPT}_P + \frac{1}{2} \sum_i W_{ii} \right) + \left( \sum_{i \neq j} W_{ij}' + \frac{1}{2} \sum_i W_{ii} \right). \]

(26)

By the property of $W$ in (24) and Lemma 7, we have
\[ \sum_{i \neq j} W'_{ij} + \frac{1}{2} \sum_i W_{ii} \]
\[ \leq \epsilon' + \frac{m}{m - \alpha + 1} \sum_{i \neq j} W_{ij} + \frac{1}{2} \sum_i W_{ii} \]
\[ \leq \epsilon' + \frac{m}{m - \alpha + 1} \left( \mathbb{E}((\sum_i D_i)^2) \right) - 1 \right) \cdot \frac{1}{2} \sum_i W_{ii} + \frac{1}{2} \sum_i W_{ii} \]
\[ \leq \epsilon' + \left( \frac{m}{m - \alpha + 1} \left( \mathbb{E}((\sum_i D_i)^2) \right) - 1 \right) \cdot \frac{1}{2} \sum_i W_{ii}. \]

(27)

From (26), (27) and (28), we have
\[ \sum_{i < j} W_{ij} \delta(y_i - y_j) + \frac{1}{2} \sum_i W_{ii} \]
\[ \leq \epsilon' + \left( 1 + \frac{1}{m - \alpha + 1} \left( \mathbb{E}((\sum_i D_i)^2) - 1 \right) \right) \cdot \frac{1}{2} \sum_i W_{ii} + \text{OPT}_P. \]

(29)

With the current setting of $W'$, the optimal solution to (MKP) is also a feasible solution to the corresponding (CMKP) problem, and also an optimal solution to (CMKP). Combining with the fact that $\epsilon$ is an arbitrary positive constant and the result in (29), we have completed the proof. \( \square \)

Proof of Theorem 5: We show that in every iteration, if the solution from the previous iteration satisfies (7), in the current iteration, for every move that violates (7), there exists at least one other move that achieves a larger gain and yet does not violate (7).

Without loss of generality, consider all the gains achieved by moving the block $i_s$ to other servers, respectively. There are two types of destination servers. One kind contains the blocks within the same group of $i_s$ and the other kind does not. For all the destination servers not containing the blocks within the same group of $i_s$, denoted as $S(i_s)$, we have
\[ \frac{1}{m - \alpha} \sum_{k \in S(i_s)} g_k(i_s) \]
\[ \geq \frac{1}{m - \alpha} \left( (m - \alpha) \sum_{k: y_k = i_s; k \neq i_s} W_{i_s k} - \sum_{k: G_k \neq G_i} W'_{i_s k} \right) \]
\[ = \sum_{k: y_k = i_s; k \neq i_s} W_{i_s k} - \frac{1}{m - \alpha} \sum_{k: G_k \neq G_i} W_{i_s k} \]
\[ = \sum_{k: y_k = i_s; k \neq i_s} W_{i_s k} - \frac{1}{m - \alpha} \sum_{k: G_k \neq G_i} W'_{i_s k}. \]

By the definition of $W'$ and (20), for any destination $k$ containing a block $j_s$ within the same group of $i_s$, we have
\[ g_{k_s}(i_s) = \sum_{k: y_k = i_s; k \neq i_s} W_{i_s k} - \sum_{k: y_k = k_s} W'_{i_s k} \]
\[ \leq \sum_{k: y_k = i_s; k \neq i_s} W'_{i_s k} - \frac{1}{m - \alpha} \sum_{k: G_k \neq G_i} W_{i_s k}. \]

Therefore, we have
\[ \frac{1}{m - \alpha} \sum_{k \in S(i_s)} g_k(i) > g_{k_s}(i), \]
which indicates that there exists at least one move with a better gain and yet does not violate the constraint, completing the proof. \( \square \)