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Abstract—We use randomized network coding (RNC) with simple connection topology control to approach the theoretical limit on finish time of disseminating $k$ blocks in a server cluster of $n$ nodes. Unlike prior gossip literature which relies on completely random contact, we prove that with RNC, any receiver selection following a simple permutation rule can achieve a broadcast completion time of $k + n$ and that a time-varying random ring topology achieves a completion time of $k + o(k) + O(\log n)$, both with high probability. Since the theoretical limit on finish time is $k + \lceil \log_2 n \rceil$, our simple permutation algorithms achieve absolutely optimal (not only order-optimal) block pipelining for the $k$ blocks. Our results hold for both one-to-all (broadcast) and all-to-all transfers. We demonstrate the usefulness of the proposed organized network coded gossip with an application to content distribution in cluster computing systems like MapReduce, and discuss practical block dividing strategies to hide the negative effect of computation overhead of network coding.
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1 INTRODUCTION

Gossip protocols have extensive applications in content distribution, by disseminating data blocks through a randomized flooding process that guarantees information delivery to all the nodes with high probability. Since gossip does not rely on a stable network topology and incurs no structure maintenance overhead, it is potentially suitable for large-scale and robust content dissemination, where tree-based solutions are either costly to deploy or prone to failures. However, in contrast to structured multicast which guarantees the optimal use of network resources via spanning tree packing, traditional gossip cannot guarantee the highest possible data throughput.

In a classical time-slotted model, where a single node wants to disseminate $k$ blocks to $n-1$ other nodes, and each node can upload at most 1 block to another node and download at most 1 block from another node per round, the optimal finish time is known to be $k + \lceil \log_2 n \rceil$ and can be achieved by a fully centralized sender-receiver pairing schedule and block selection strategy [1]. Nonetheless, no decentralized random gossip is known to exactly approach this limit, although order-optimal results are derived (e.g., [2]).

Network coding promises to improve dissemination efficiency in multi-block gossips, as the challenge of block selection is replaced by a random block mixing scheme, namely, random linear network coding (RLNC) in a finite field. However, optimal pipelining in $k$ is still not achieved. In a random phone call model [3], if each node holds one of the $k$ blocks initially, and in each round transmits a coded block to a random receiver, the finish time is $ck + O(\sqrt{k \log(k) \log(n)})$, where $c$ is a constant between $3 - 6$. This bound is further tightened in [4], which proves a finish time of $k + o(k)$. Such optimal pipelining in $k$, however, is only achieved when each node holds a subset of $k$ blocks initially. For the case of a single source node, achieving optimal pipelining in $k$ with gossip algorithms is to be explored yet.

In this paper, we show that by using a simple sender-receiver pairing rule [5] instead of random phone call, RLNC can almost approach the limit of $k + \lceil \log_2 n \rceil$, achieving absolutely optimal (not only order-optimal) block pipelining in $k$, no matter whether all nodes, a subset of nodes or only a single source node holds some blocks initially. The rule only requires that all the nodes form an arbitrary or random ring topology (permutation) in each time slot, and each node transmits a coded block to its immediate successor on the ring, complying with both the upload and download constraints of 1 block per round. We show that the worst-case finish time is $k + n$ with arbitrary permutations, and is $k + o(k) + O(\log n)$ with random permutations, both with high probability.

We demonstrate the usefulness of the proposed network coded gossip with application to frequent data transfers in computing clusters. Data transfers could constitute performance bottlenecks in computing clusters running MapReduce [6], Spark [7] and Dryad [8], where large amounts of data must be transferred among servers (e.g., from mappers to reducers) between computation stages [9].

While standing between fully random gossip and structured multicast, the permutation gossip becomes a natural efficient solution to content distribution tasks in
controllable server clusters. On one hand, unlike a peer-to-peer (P2P) system formed by unreliable end-hosts, in a server cluster, one has full control of server connection topology and can arrange it easily at any time. On the other hand, due to the data size and frequently changing transfer objectives, it is too costly and failure-prone to maintain tree-like structures or perform centralized block-level scheduling. Moreover, cluster servers are usually geographically collocated in enterprises, institutions or datacenters with similar bandwidth and processing capacity, justifying the effectiveness of simple bandwidth allocation schemes.

Finally, the fact that the number of nodes $n$ is no more than a few dozens in a computing cluster justifies our focus on achieving block-level pipelining in $k$ which can grow quite large, although we also rigorously analyze the dependence of finish time on $n$ and the field size $q$. In particular, we show that even in the case of XOR operations ($q = 2$), the finish time is no more than $2k + f(n)$, as $k$ scales.

Our simulation results show that the proposed semi-organized network coded gossip can finish broadcasting $k$ blocks in no more than $k + \lfloor \log_2 n \rfloor + 4$ rounds, which is at most 4 more rounds than the theoretical limit $k + \lfloor \log_2 n \rfloor$ and strongly supports our theoretical derivation of $k + o(k) + O(\log n)$ rounds. More importantly, we carefully simulate the computation overhead of network coding, and propose a simple 3-step (receiving/coding/sending) pipelining approach at each node to hide the negative effect of coding latency, as long as it is confined to less than the block transfer latency. Finally, based on measurements collected from the simulation, we provide an effective method to estimate the total data transfer time of our algorithm in reality, and discuss optimized block dividing schemes given the data to be transferred and system configurations.

The remainder of the paper is organized as follows. In Sec. 2, we review the related literature. In Sec. 3, we present some motivating examples of data transfers in cluster computing systems before describing our system model. In Sec. 4, we introduce the random network coding scheme and the permutation-based topology control algorithms used in the paper. We provide the performance bounds on the finish time (in terms of rounds) of arbitrary permutation with RLNC and random permutation with RLNC, in Sec. 5 and Sec. 6, respectively. In Sec. 7, we present simulation results based on the encoding of real packets to verify our theoretical findings. In the same section, we also propose a 3-step pipelining technique to reduce the negative effect of coding latency and discuss the optimal block dividing strategies given the size of the file. The paper is concluded in Sec. 8.

2 RELATIONSHIP TO PRIOR WORK

A common objective of content dissemination protocols is to minimize the finish time, subject to node capacity constraints. Traditional solutions are mostly based on multiple trees. Chiu et al. [10] and Li et al. [11] show that packing only depth-1 and depth-2 spanning or Steiner trees can achieve the maximum feasible broadcast rate limited by the node download capacity constraints. The rates are then assigned to the constructed multi-trees to maximize the data streaming rate. Chen et al. [12] further describe a primal-dual algorithm for the distributed implementation of tree construction and rate allocation. However, tree-based algorithms remain largely centralized with non-trivial structure maintenance overhead. Even in distributed implementation, it is not certain if the algorithm can converge with the presence of node dynamics or random failures. The frequently changing dissemination tasks in a server cluster also makes a tree-solution cumbersome to manage.

Gossip algorithms, on the other hand, enjoy the superior adaptability to arbitrary network and topology and the simplicity of implementation. Sanghavi et al. [2] show the order-optimality of non-coding gossiping, with the aid of node buffer state exchanges. With node state reconciliation, Massoulie et al. [13] prove the strict optimality of non-coding block selection protocols. However, it is theoretically shown in [14] that, a common problem with gossip protocols that require state exchanges is that their success heavily depends on the accuracy and frequency of state updates. As compared to these works, the use of network coding completely eliminates the need of node buffer exchanges, further reducing the block scheduling overhead that escalates as $k$ grows.

Deb et al. [3] show the order-optimality of network coding gossip in a random phone call model, assuming $k$ blocks are spread across the network to start with. Haeupler [4] further proves that a finish time of $k + o(k)$ is achieved in the same model for a random pull protocol when each node holds a subset of $k$ blocks initially. For the case that only one source node wants to broadcast its blocks to all other nodes, optimal pipelining in $k$ is not known yet. Shifting away from the random phone call model, we provide a stronger result that a class of sender-receiver pairing rules satisfying a simple permutation condition can achieve absolutely optimal pipelining in $k$ regardless of the initial states of nodes. Such a permutation is easily implemented in any controllable server clusters. To keep the coding complexity and coefficient overhead low, we show that even in a binary field, the finish time at most doubles the optimal finish time when $k$ is large.

Finally, different from previous works [2], [3], [10–13], [15], [16] that assume unbounded node download capacities, in this paper, we consider both node upload and download bandwidth constraints.

3 MOTIVATING EXAMPLES AND THE SYSTEM MODEL

In big data computing clusters, both one-to-many and many-to-many data transfers among servers take place
frequently. We describe a few of such scenarios before presenting our mathematical model.

**MapReduce Systems.** MapReduce [6] is a parallel programming framework to process large data sets on a computing cluster. A MapReduce program comprises map tasks, each running on a server to process a part of the data in parallel, and reduce tasks, each running on a server to perform a summary operation based on the availability of map task outputs. In such systems, each reducer needs to acquire the outputs from one, multiple, or even all the map tasks. Data transfers between mappers and reducers in a MapReduce framework (usually referred to as shuffle) can be modelled as a many-to-many transfer. Measurements [9] have verified that data transfers can account for more than 50% of the total running time in jobs that have reduce tasks, based on an analysis of a week-long trace dataset from Facebook’s Hadoop cluster. Therefore, it is highly desirable to devise effective algorithms to alleviate the data transfer bottleneck [17] widely reported in MapReduce.

**Iterative Algorithms on Spark.** As an example of iterative learning algorithms performed on a MapReduce framework, Monarch [18] is an application to identify spam links on Twitter. For each tweet, features related to the page linked to (e.g., IP address, domain name, and frequencies of words on the page) are collected as the inputs to Monarch. Given the features of a large amount of tweets, Monarch identifies which features are highly correlated with spam links using logistic regression [19] and is implemented on Spark [7], an iterative MapReduce computation framework that provides fault-tolerant distributed collections.

The work flow of the logistic regression is depicted in Fig. 1. Each iteration includes a large broadcast of 200 – 400 MB and a shuffle of 10000 MB per reducer. Each data transfer forms a bottleneck of the entire job, which cannot proceed before the last node finishes in the corresponding data transfer. Measurements [9] show that data transfer can account for 42% of the total algorithm running time, with 30% spent in broadcast and 12% spent in shuffle on a 30-node cluster. Apparently, optimizing the finish times of these transfers is critical to the efficiency of iterative learning algorithms.

**Collaborative Filtering.** Collaborative filtering has been used to solve the Netflix Challenge of movie recommendation on a computing cluster [20], with the goal of predicting user ratings for movies that they have not seen based on their ratings for other movies. Each user and each movie are modelled as feature vectors. A user’s rating for a movie is predicted as the dot product of the feature vector of the user and that of the movie. These vectors can be found through an iterative process, illustrated in Fig. 2. The algorithm broadcasts the user or movie feature vectors alternately, allowing the (server) nodes to optimize the other set of vectors in parallel. Each broadcast phase can transfer several hundred megabytes of data, seriously delaying the algorithm execution. With 60 nodes, the data transfers use 45% of the algorithm running time [9].

For details of above motivating examples, interested readers are invited to read [7], [9], [18]-[20].

### 3.1 The System Model

We present a theoretical model that allows us to study content distribution in clusters. We model the server cluster over which data dissemination is performed as a network of \( n \) nodes, where each node can transmit packets to any other node through a TCP connection. The data to be disseminated is divided into \( k \) uniform-sized blocks. (The actual dividing strategies will be studied in Sec. 7.) We consider a time-slotted model, where data transfer happens in rounds. We assume each node can send (upload) at most 1 data block to another node and receive (download) at most 1 data block from another node in each round. The objective is to disseminate all \( k \) blocks to all \( n \) nodes no matter what the initial state is. Depending on the initial states, we consider two scenarios: one-to-all transfer or broadcast, where only a single source node holds all the blocks initially, and many-to-all transfers, where each node may hold some blocks initially.

The above model is more suitable to a computing cluster than a P2P network or the Internet. Nodes in
a computing cluster usually have similar configurations in terms of CPU, memory and network I/O. The servers installed in a batch can be viewed as possessing homogeneous capacity and bandwidth provisioning. Furthermore, cluster nodes are often collocated geographically in enterprises, campus networks or datacenters, making the estimation of network environments and the reservation of bandwidth easier. These facts eliminate the need for more sophisticated bandwidth allocation schemes (such as offered by tree-packing) as required in a much larger P2P network and justifies the feasibility of a simple gossip-like protocol as above.

The above model can capture the characteristics of both broadcast and shuffle transfer tasks in cluster computing. The one-to-all transfer exactly models the broadcast in the logistic regression and collaborative filtering examples. The many-to-all transfer is an extreme case of the shuffle examples mentioned above. In shuffle tasks, there are multiple source nodes each holding some blocks. If each source node only needs to distribute its data to a subset of all nodes, the finish time will be upper-bounded by the finish time when it disseminates its data to all nodes. The latter scenario is exactly the many-to-all transfer in our model.

It is worth noting that although our target application is data transfers in computing clusters, there is still a large gap between our round-based theoretical model and the real scenario. However, since the focus of this paper is on theory, it represents a first step towards investigating the feasibility of using network coded gossip to speedup data transfers in clusters.

4 Algorithms

In this section, we describe the random network coding scheme and the connection topology control algorithms used in the paper.

4.1 Random Linear Network Coding

When nodes adopt the RLNC algorithm [21], the source node(s) send out linear combinations of the original blocks that can initially be possessed by one or multiple nodes. Network coding is allowed in the sense that when each node transmits a block, it should use all the blocks, whether they be original or received coded blocks, that the node possesses so far to generate a coded block.

Therefore, the coded blocks sent in the network are linear combinations of the $k$ original data blocks. All the (coded and original) blocks can be represented as vectors over a finite field $\mathbb{F}_q$, where $q$ is a prime or power of a prime. We assume each of the $k$ original blocks $\vec{b}_1, ..., \vec{b}_k$ is a vector from $\mathbb{F}_q^k$ of length $l$. Hence, each coded block sent around in the network can be represented as a tuple $(\vec{c}, \vec{b})$, where $\vec{c} = (c_1, ..., c_k) \in \mathbb{F}_q^k$ are the coefficients and $\vec{b} = \sum_{i=1}^{k} c_i \vec{b}_i \in \mathbb{F}_q^k$ is the payload as a linear combination of original blocks. In other words, each coded block only records a payload $\vec{b}$ together with the coefficients $\vec{c}$ needed to generate $\vec{b}$ from the original blocks. To decode the original blocks using Gaussian elimination, a node only needs to have $k$ blocks with linearly independent coefficient vectors. Apparently, a node can produce any block whose coefficient vector is spanned by the coefficient vectors of the blocks it already has. If the coefficient vectors of the blocks a node has can span the full space $\mathbb{F}_q^k$, the node can literally decode. It is worth noting that whether a node can decode or not is only determined by the coefficient vectors it has, but not the payload. Therefore, we can solely focus on the spreading of coefficients.

Following Haeupler’s [4] analysis technique, we describe the RLNC algorithm in the following manner:

RLNC: Each node $v$ maintains a subspace $X_v$ that is the span of all the coefficient vectors the node has. If $v$ does not have any block initially, $X_v$ is initialized to contain only the zero vector. If $v$ has some block(s) $\vec{b}_i$ initially, $X_v$ is initialized to contain the $i$th standard basis vector(s). $X_v$ also contains all linear combinations that complete the span of these vectors. When node $v$ sends a block, it chooses a uniformly random coefficient from $X_v$ to generate the coded block. At the end of each round, $X_v$ is updated with the new coefficients received by node $v$. If the subspace $X_v$ spanned by the coefficient vectors is the full space $\mathbb{F}_q^k$, then node $v$ can decode all $k$ original blocks.

Note that both the coefficient overhead (the additional block header to store coefficients) and coding complexity increases with $q$. Fortunately, modern servers can efficiently encode and decode blocks on-the-go in $GF(2^k)$ [22], with $8k$ bits of coefficient overhead in each (coded) block. If $k = 200$ blocks, each of 1 MB, are to be transferred, the coefficient in each takes 200 bytes which represents $200$B/1MB = 0.02% overhead.

4.2 Permutation-based Receiver Selection

A heavily studied model in gossip literature is the random phone call model [3], where each node selects a random node as the receiver (or the sender) to push (or pull) a block. However, little result is known for random phone call models to achieve absolutely optimal pipelining in terms of $k$. In this paper, we study in depth a new class of algorithms based on permutation that first appeared in [5]:

Random and Arbitrary Permutation: In each round, a permutation, $u_1, u_2, ..., u_n$ of all $n$ nodes is formed, such that node $u_i$, $1 \leq i < n$, sends a block to node $u_j$ where

$$j = i + 1 \mod n.$$  

If a random permutation is chosen uniformly from all permutations, we call the algorithm random permutation. If an arbitrary permutation (any possible permutation, including one contrived by an adversary) is chosen, we call the algorithm arbitrary permutation.
Although the permutation algorithms mentioned above are harder to realize in a fully distributed fashion than random phone call, it can be easily suited to the server cluster scenario, where we have full centralized control of the connection topology. Moreover, the homogeneous nature of the server capacities in a computing cluster further justifies the feasibility of forming a permutation among all nodes. On the other hand, with permutation-based receiver selection, the data transmission is still fully distributed using RLNC. Therefore, our algorithms act as a compromise between fully decentralized gossip and fully centralized spanning tree packing, taking advantage of the fact that we have full control of topologies in a computing cluster, while avoiding the hassle of structure maintenance in massive content distribution. In this respect, our algorithms can be deemed as “semi-distributed.”

5 Finish Time of Arbitrary Permutation with RLNC

In this section, we provide performance bounds on the finish time (in terms of rounds) of arbitrary permutation with RLNC, as described above. We not only prove absolutely optimal pipelining (instead of order-optimal) results of the finish time as a function of the number of blocks $k$, but also characterize the dependency of the finish time on the number of nodes $n$ and the field size $q$.

Our analysis technique depends on an important notion of knowing first proposed by Haeupler [4]: a node $A$ is defined as knowing about $\vec{\mu} \in \mathbb{F}_q$ if its coefficient subspace $X_A$ is not orthogonal to $\vec{\mu}$, i.e., if there is a vector $\vec{c} \in X_A$ with $< \vec{c}, \vec{\mu}> \neq 0$. A node $A$ knowing a vector $\vec{\mu}$ does not imply $\vec{\mu} \in X_A$ or that $A$ is able to decode a block associated with the coefficients $\vec{\mu}$. Knowing $\vec{\mu}$ only indicates that node $A$ is not completely ignorant about $\vec{\mu}$. However, two useful facts about knowing in the following lemma will help us prove tight bounds for our algorithms with the aid of tail inequalities.

Lemma 1 (Haeupler [4] (2011)). If a node $A$ knows about a vector $\vec{\mu}$ and transmits a block to node $B$, then $B$ knows about $\mu$ afterwards with probability at least $1 - 1/q$. Furthermore, if a node knows about all the vectors in $\mathbb{F}_q^k$, then it is able to decode all $k$ original blocks.

Let us now analyze the finish time of arbitrary permutation with RLNC, as a function of $n$, $k$ and $q$. In particular, when the field size $q$ is large enough, we provide a very tight upper bound of $k+n$ on the worst-case finish time. Furthermore, even if $q$ is as small as 2, the worst-case finish time is in the form of $2k + f(n)$.

We characterize the dependency of worst-case finish time on $n$, $k$ and $q$ in Theorem 2 by Lemma 1. Based on Theorem 2, we provide corollaries to show the finish time behavior under different parameter choices.

**Theorem 2.** Let $r$ be a positive integer. With probability at least $1 - \epsilon$, every node will receive all $k$ blocks in $k + (n-1) + r$ rounds, if $q \geq q_{\text{min}}$, where

$$q_{\text{min}} = \left(\frac{1}{\epsilon} \cdot \frac{k + (n-1) + r}{k + r}\right)^{\frac{1}{2}}.$$

The above result holds regardless of initial states of the nodes or the choice of permutation in each round.

Proof: The basic idea of our proof is to give the probability that every node knows a specific vector $\lambda \in \mathbb{F}_q^k$, and then use a union bound to bound the probability that every node knows all $q^k$ vectors in $k + (n-1) + r$ rounds. We first provide the following trivial lemmas without proof which will be useful in the detailed proof of Theorem 2:

**Lemma 3.** Let $m$ and $t$ be positive integers, and $Y_1, Y_2, \ldots, Y_{m+t}$ be a collection of $m+t$ i.i.d Bernoulli variables with $\Pr(Y_i = 1) = p$ for every $1 \leq i \leq m+t$. Let $Y = \sum_{i=1}^{m+t} Y_i$. Then

$$\Pr(Y < m) \leq (m+t)^{t+1}.$$  

**Lemma 4** (Khabbazian et al. [23] (2011)). For every positive integer $i$, let $X_1, X_2, \ldots, X_{m+t}$ be a collection of independent random variables. Suppose that $\{X_i | i=1, 2, \ldots\}$ is a collection of independent random variables. Suppose further that:

1) $\Pr(X_1 = 1) \geq \Pr(Y_1 = 1)$.
2) For every $j \geq 2$ and $x_1, x_2, \ldots, x_{j-1} \in \{0,1\}$, $\Pr(X_j = 1 | x_1, x_2, \ldots, x_{j-1}) \geq \Pr(Y_j = 1)$.

Then for every integer $t \geq 1$ and every nonnegative integer $d$,

$$\Pr \left( \sum_{i=1}^{t} X_i \geq d \right) \geq \Pr \left( \sum_{i=1}^{t} Y_i \geq d \right).$$

Now we can prove Theorem 2. We prove that with probability at least $1 - \epsilon$, every node knows all the vectors. Then by Lemma 1, every node will be able to decode $k$ blocks. Let us fix a vector $\lambda$. Let $X_i$ be a random $0,1$-random variables such that $X_i = 1$ if and only if i) the number of nodes knowing $\lambda$ at the end of round $i$ increases, or ii) every node knows $\lambda$ by the end of round $i$. In every round, if there is at least a node that does not know $\lambda$, we can find two nodes $u$ and $v$ such that $u$ sends a packet to $v$ in that round, and $u$ knows $\lambda$ but $v$ does not. The probability that, by the end of that round, $v$ knows $\lambda$ is $1 - \frac{1}{q}$. Therefore, the number of nodes knowing $\lambda$ increases by probability at least $1 - \frac{1}{q}$ if there is at least one node that does not know $\lambda$. Consequently, for every $x_1, x_2, \ldots, x_{i-1} \in \{0,1\}$, we have $\Pr(X_i = 1 | x_1, x_2, \ldots, x_{i-1}) \geq 1 - \frac{1}{q}$. Let $Y_i$ be a collection of independent Bernoulli variables such that $\Pr(Y_i = 1) = 1 - \frac{1}{q}$. By Lemma 4, we have

$$\Pr \left( \sum_{i=1}^{k+(n-1)+r} X_i \geq n \right) \geq \Pr \left( \sum_{i=1}^{k+(n-1)+r} Y_i \geq n \right).$$
Replacing \(m\) with \(n, t\) with \(k + r - 1\), and \(p\) with \(1 - \frac{1}{q}\) in Lemma 3, we get
\[
\Pr \left( \sum_{i=1}^{k+n-r} Y_i < n \right) \leq \left( \frac{k + (n-1) + r}{k + r} \right) \frac{1}{q^{k+r}}.
\]
Thus, by (1), we get
\[
\Pr \left( \sum_{i=1}^{k+n-r} Y_i \geq n \right) \geq 1 - \left( \frac{k + (n-1) + r}{k + r} \right) \frac{1}{q^{k+r}}.
\]
Consequently, by a union bound, the probability that in \(k + (n-1) + r\) rounds, all nodes know all \(q^r\) vectors \(\lambda\) is at least
\[
1 - \left( \frac{k + (n-1) + r}{k + r} \right) \frac{1}{q^{k+r}} \cdot q^k
\]
\[
= 1 - \left( \frac{k + (n-1) + r}{k + r} \right) \frac{1}{q^r}
\]
\[
\geq 1 - \epsilon
\]
where the last inequality is because \(q \geq q_{\min}\).

**Remarks.** Theorem 2 provides a guideline on choosing the field size \(q\) given a target finish time and success probability. Increasing the field size \(q\) has two major effects: i) By Lemma 1, if a node \(A\) knows about a vector \(\vec{\mu}\) and transmits a block to node \(B\), then \(B\) knows about \(\vec{\mu}\) with higher probability when \(q\) increases. In other words, a vector propagates faster if \(q\) is larger. ii) As \(q\) increases, a node must know more vectors in order to decode. Overall, the effect of the former is higher than the latter, hence nodes can decode earlier when \(q\) increases. If we allow \(q\) to be large enough, we can give a tight worst-case bound on the finish time of arbitrary permutation.

**Corollary 5.** For a sufficiently large field size \(q\), every node will receive all \(k\) blocks with high probability within \(k + n\) rounds, regardless of the initial states of the nodes or the choice of permutation in each round.

**Proof:** Setting \(r = 1\) in Theorem 2, we get
\[
q_{\min} = \frac{1}{\epsilon} \cdot \left( \frac{k + n}{k + 1} \right).
\]
Note that we have the followings inequalities:
\[
\left( \frac{k + n}{k + 1} \right) \leq 2^{k+n},
\]
\[
\left( \frac{k + n}{k + 1} \right) \leq \left( \frac{e \cdot (k + n)}{k + 1} \right)^{k+1},
\]
\[
\left( \frac{k + n}{k + 1} \right) = \left( \frac{k + n}{n - 1} \right) \leq \left( \frac{e \cdot (k + n)}{n - 1} \right)^{n-1}.
\]
Therefore, \(\log_2 q_{\min}\) is at most
\[
\log_2 \left( \frac{1}{\epsilon} \right) + \min \left\{ n + k, (k + 1) \log_2 \left( \frac{e \cdot (k + n)}{k + 1} \right), (n-1) \log_2 \left( \frac{e \cdot (k + n)}{n - 1} \right) \right\},
\]
which gives a lower bound on the size of finite field \(q\).

**Remarks.** To see why the upper bound of \(k + n\) on the finish time is very tight, we imagine an adversary that always forms a fixed line network
\[
s \rightarrow 1 \rightarrow \ldots \rightarrow n - 1
\]
in all the rounds. Suppose that \(s\) is the single source, while other nodes hold no block initially. Under such a fixed permutation, we let blocks be streamed from \(s\) to \(n - 1\) along the line one by one. It takes \(k\) rounds for the \(k\)th (last) block to reach node 1, and another \(n - 2\) rounds to reach node \(n - 1\). This simple scheme achieves a finish time of \(k + n - 2\). Thus, the worst-case finish time of arbitrary permutation is between \(k + n - 2\) and \(k + n\) rounds. We can almost conclude that the worst scenario one can encounter is that the permutation is fixed in all rounds and there is a single source. Since we have full control of the connection topology in a server cluster, if the permutation is changed in each round, the finish time could be much reduced.

However, the \(q_{\min}\) required by Corollary 5 could get quite large. For example, if \(n = 10\) and \(k = 1000\), we get \(\log_2 q_{\min} \leq 75\) bits. A natural question to ask is — what if the field size \(q\) is set to a small value in order to reduce the coding complexity and the coefficient overhead in block headers? We have obtained the following result for \(q = 2\):

**Corollary 6.** If \(q = 2\) then in
\[
k + (n-1) + \max\{k + n - 1, 2n \log_2 2n\}
\]
rounds, every node will receive all \(k\) blocks, with high probability\(^1\), regardless of the initial states of the nodes or the choice of permutation in each round.

**Proof:** By Theorem 2 it suffices to show that \(q_{\min} \leq 2\) if we set \(r = \max\{k + n - 1, 2n \log_2 2n\}\) and
\[
\epsilon = \frac{1}{\left( \frac{n-1}{6} \right)^{n-1} \cdot (k + n - 1)} \leq \frac{1}{\text{poly}(\max\{n,k\})}.
\]

\(^1\)By high probability, we mean with probability at least \(1 - \frac{1}{\text{poly}(\max\{n,k\})}\).
Using Theorem 2, we have

\[ q_{\text{min}} = \left( \frac{1}{e} \cdot \left( \frac{k + (n-1) + r}{k + r} \right) \right)^{\frac{1}{n}} = \left( \frac{1}{e} \cdot \left( \frac{k + (n-1) + r}{n-1} \right) \right)^{\frac{1}{n}} \leq \frac{1}{e} \cdot \frac{(2r)^{n-1}}{(n-1)!}^{\frac{1}{n}} \leq \frac{1}{e} \cdot \frac{2^{n-1}r^{n-1}}{(n-1)!}^{\frac{1}{n}} = \frac{1}{e} \cdot r^{n} = r^{\frac{1}{n}} = \left(\frac{2}{n \log_2 r}\right) \]

Note that the function \( f(x) = \frac{\log_2 x}{x} \) is non-increasing for \( x > e \). Also, \( r \geq 2n \log_2 2n > e \) since \( n \geq 2 \). Therefore,

\[ \frac{n \log_2 r}{r} \leq \frac{n \log_2 (2n \log_2 2n)}{2n \log_2 2n} \leq \frac{\log_2 (2n \log_2 2n)}{2 \log_2 2n} \leq \frac{\log_2 ((2n)^2)}{2 \log_2 2n} = 1, \]

where the last inequality is by the fact that \( \log_2 2n \leq 2n \) for \( n \geq 2 \). Consequently, by (2), we get \( q_{\text{min}} \leq 2 \). □

Remarks. Corollary 6 implies that even if coding operations are as simple as XORs in a binary field, as \( k \) grows, arbitrary permutation with RLNC can finish the transfer in at most \( 2k + f(n) \) rounds, where \( f(n) \) is a function of \( n \). Since in a server cluster, we usually have \( k \gg n \), this means that even though XOR cannot achieve absolutely optimal pipelining in \( k \), the loss in broadcast rate has a factor of at most 2.

In addition, all the results mentioned above do not rely on the initial states of the nodes, and thus hold for both broadcast and shuffle transfers. In the shuffle case, where each node holds at least some blocks initially, the finish time could be much lower than that of broadcast.

6 Finish Time of Random Permutation with RLNC

Although absolutely optimal pipelining in terms of \( k \) is achieved even with arbitrary permutation, the worst-case bound \( k + n \) on the finish time is still far from the theoretical limit \( k + \lceil \log_2 n \rceil \), which is achieved by fully centralized control and scheduling. In addition, the field size \( q \) required to achieve optimal pipelining is also large according to Corollary 5. Much tighter bounds in terms of \( n \) can be derived if the receiver selection is determined by random node permutation rather than arbitrary permutation (including that controlled by a strong adversary who is aware of the algorithm and states of nodes).

In this section, we show that the finish time of random permutation with RLNC is \( k + O(\log n + \log k) \) with high probability, which is very close to the theoretical optimal value \( k + \lceil \log_2 n \rceil \), not only in terms of the number of blocks \( k \), but also in terms of the number of nodes \( n \).

6.1 Main Result

Our main result regarding the finish time of random permutation with RLNC is presented in the following theorem:

**Theorem 7.** Suppose, in every round, a permutation is selected uniformly at random. Let \( q \geq n \). Then, every node will receive all \( k \) blocks in \( k + O(\log n + \log k) \) rounds, with a high probability which is at least \( 1 - \frac{1}{nk} \), regardless of the initial states of the nodes.

Remarks. Theorem 7 shows that if we replace arbitrary permutation with random permutation, the finish time is reduced significantly from \( k + n \) down to \( k + O(\log n + \log k) \), which is very close to \( k + \lceil \log_2 n \rceil \). Even if the number of servers is as large as several hundreds, the \( \log n \) term is almost negligible in the finish time. Furthermore, the assumption \( q \geq n \) in Theorem 7 is easily warranted, since in a computing cluster like Hadoop and Spark, the number of servers is usually less than 50 and seldom exceeds 100 or 200 even for very large datasets. Even if we set \( q = 256 = 2^8 \), which is a common practice in P2P networks [5], [22], [24], only 8 bits are needed to store each finite field element, incurring negligible coefficient overhead.

6.2 Proving Theorem 7

In this section, we derive the rigorous proof for Theorem 7. Unlike in worst-case arbitrary permutation, tail inequalities must be carefully used to bound the random behavior of nodes. Before presenting the detailed proofs, let us first describe the high-level intuitions of our proof technique.

We divide the entire transfer process into 4 stages. For the first \( \Theta(\log n) \) rounds, or the first stage, in every round the number of nodes knowing a vector \( \vec{\mu} \) increases by at least one. We show that, in the second stage, where there are initially at least \( \Theta(\log n) \) nodes knowing \( \vec{\mu} \), the number of nodes knowing \( \vec{\mu} \) increases exponentially in every round, w.h.p., until the majority of nodes know about \( \vec{\mu} \). At the beginning of the third stage, the majority of nodes already know \( \vec{\mu} \). In this stage, we show that the number of nodes not knowing \( \vec{\mu} \) decays exponentially, in every round, w.h.p. until there are at most \( \Theta(\log n) \) nodes...
not knowing \( \bar{\mu} \). This brings us to the last stage, at the beginning of which there are at most \( \Theta(\log n) \) nodes not knowing \( \bar{\mu} \). Since in every round, at least one node that does not know about \( \bar{\mu} \) will know it, the fourth stage will last at most \( \Theta(\log n) \) rounds. The \( O(\log n) \) additive term in the theorem statement comes from the fact that each stage lasts \( O(\log n) \) rounds, w.h.p. The \( O(\log k) \) term is to increase the probability that a node knows about \( \bar{\mu} \) to a level sufficient to show, using Chernoff and union bounds, that everyone knows about every vector w.h.p.

The following lemmas will be useful in the proof of our main result for random permutation:

**Lemma 8.** Let \( A \geq 1 \) and \( B \geq 1 \) be real numbers. Let \( r \) be any real number such that

\[
r \geq A \log (2(A + B) \log (A + B)).
\]

Then, we have

\[
r \geq A \log (B + r). \tag{2}
\]

**Proof:** Note that \( r \geq A \log(4 \log 2) \geq A \), because \( A \geq 1 \) and \( B \geq 1 \). Let \( f(x) = x - A \log(B + x) \). We have

\[
f'(x) = 1 - \frac{A}{B + x},
\]

thus the function is non-decreasing for \( x \geq A \). Therefore, to prove the lemma, it is sufficient to show that \( r_0 \geq A \log(B + r_0) \) (that is \( f(r_0) \geq 0 \)), where

\[
r_0 = A \log (2(A + B) \log (A + B)).
\]

Note that \( x \geq 2 \log(x) \), for every positive real number \( x \).

Hence,

\[
(A + B) \geq 2 \log(A + B) \implies \log(A + B) \geq \log(2 \log(A + B)) \implies 2 \log(A + B) \geq \log(A + B) + \log(2 \log(A + B)) \implies 2 \log(A + B) \geq \log((A + B) + \log(A + B)) \implies 2 \log(A + B) \geq A \log(2(A + B) \log(A + B)) = r_0 \implies B + 2 A \log(A + B) \geq B + r_0 \implies 2 A \log(A + B) \geq A \log(B + r_0) \implies \log(2(A + B) \log(A + B)) \geq \log(B + r_0) \implies A \log(2(A + B) \log(A + B)) \geq A \log(B + r_0).
\]

Thus, we have \( r_0 \geq A \log(B + r_0) \), proving the lemma. \( \square \)

**Lemma 9.** Let \( n, d_1, d_2 \) and \( d_3 \) be positive integers such that \( d_1 \geq 2d_2 \), and \( d_2 \geq d_3 \geq 16 \log n \). Let

\[
I = \left\{ \left[0, \frac{1}{d_2}\right], \left[\frac{1}{d_2}, \frac{2}{d_2}\right], \ldots, \left[d_2 - \frac{1}{d_2}, 1\right] \right\},
\]

and \( I', |I'| \geq d_3 \), be a subset of \( I \). Let \( P \) be a set of \( d_1 \) points selected uniformly and independently at random from \( [0, 1] \). Then, with probability at least \( 1 - \frac{1}{n^2} \), there are at least \( \frac{d_2}{2} \) intervals in \( I' \) that contain at least a point from \( P \).

**Proof:** Suppose points in \( P \) are selected from \( [0, 1] \) uniformly and independently at random in \( d_1 \) steps, one point per step. Let \( I''_i \subseteq I', 1 \leq i \leq d_1 \), be the set of intervals in \( I' \) that contain at least a point by the end of \( i \)th step. We define \( I''_0 = \emptyset \). Let \( X_i, 1 \leq i \leq d_1 \), be \( \{0, 1\} \)-valued random variables such that

\[
X_i = 1, \text{if } |I''_i| > |I''_{i-1}| \text{ or } |I''_{i-1}| \geq \frac{d_3}{2}.
\]

Note that

\[
\Pr(X_i = 1 | X_{i-1} = x_i, \ldots, X_1 = x_1) = 1
\]

if \( \sum_{j=1}^{i-1} x_j \geq d_3/2 \), and

\[
\Pr(X_i = 1 | X_{i-1} = x_i, \ldots, X_1 = x_1) \geq \frac{\left(\frac{d_3}{d_2}\right)}{\frac{d_3}{2d_2}} \geq \frac{d_3}{2d_2},
\]

if \( \sum_{j=1}^{i-1} x_j < d_3/2 \). Therefore, we have

\[
\Pr(X_i = 1 | X_{i-1} = x_i, \ldots, X_1 = x_1) \geq \frac{d_3}{2d_2}.
\]

Let \( Y_i, 1 \leq i \leq d_1 \), be a set of \( d_1 \) i.i.d Bernoulli random variables with

\[
\Pr(Y_i) = \frac{d_3}{2d_2}.
\]

Let \( X = \sum_{i=1}^{d_1} X_i \) and \( Y = \sum_{i=1}^{d_1} Y_i \). By a Chernoff bound we have

\[
\Pr(Y < \frac{\mu_y}{2}) \leq e^{-\frac{\mu_y}{2}}, \tag{3}
\]

where \( \mu_y = d_1 \cdot d_3/2d_2 \) is the mean of \( Y \). Since \( d_1 \geq 2d_2 \), we get \( \mu_y \geq d_3 \), hence, by (3), we have

\[
\Pr(Y < \frac{d_3}{2}) \leq e^{-\frac{d_3}{2d_2}} \leq e^{-2 \log n} = \frac{1}{n^2}.
\]

Finally, by Lemma 4, we get that

\[
\Pr(X < \frac{d_3}{2}) \leq \Pr(Y < \frac{d_3}{2}) \leq \frac{1}{n^2},
\]

hence

\[
\Pr(X \geq \frac{d_3}{2}) \geq 1 - \frac{1}{n^2},
\]

which completes the proof. \( \square \)

**Lemma 10.** Let \( S_1 \) and \( S_2 \) be two disjoint sets of nodes, and \( U = S_1 \cup S_2 \) be their union. Let \( |U| = n \) and \( m = \min\{|S_1|, |S_2|\} \), where \( |S| \) denotes the size of set \( S \). Let \( \mathcal{P} = < u_1, u_2, \ldots, u_n > \) be a permutation of nodes in \( U \), selected uniformly at random from the set of all possible permutations. We mark a node \( u_i \), \( 1 \leq i \leq n \), with probability \( 1 - \frac{1}{n} \) if \( u_i \in S_2 \), and \( u_i-1 \in S_1 \). Let \( S'_2 \subseteq S_2 \) be the set of nodes marked. Then, there exists constants \( c_1, c_2 \in O(1) \) such that

\[
\Pr\left( |S'_2| \geq \frac{m}{c_1} \right) \geq 1 - \frac{1}{n}, \tag{4}
\]

if \( m \geq c_2 \log n \).

**Proof:** To generate a random permutations of nodes we can do the following. We assign a random point from \( [0, 1] \) to each node. Then the permutation that orders the points in ascending order according to their \( x \)-coordinate determines a random permutation of the nodes. In the remaining of the proof, we use random points in \([0,1]\) to represent and refer to nodes.
We set \( c_2 = 72 \). Let \( d_1 = |S_1| \), and
\[
d_2 = d_3 = \left\lceil \frac{m}{2} \right\rceil.
\]
Therefore, \( d_1 \geq 72\lceil\log n\rceil \), and \( d_2 = \left\lceil \frac{m}{2} \right\rceil \geq 36\lceil\log n\rceil \).
Note that \( d_1 \geq 2d_2 \). Let
\[
I = \left\{ \left(0, \frac{1}{d_2}\right), \left(\frac{1}{d_2}, \frac{2}{d_2}\right), \ldots, \left(\frac{d_2 - 1}{d_2}, 1\right) \right\},
\]
and \( I' = I \).

If we select \( d_1 \) points uniformly at random from \([0, 1]\), by Lemma 9, we get that with probability at least \( 1 - \frac{2}{n^2} \), there is a set \( I'' \subseteq I' \) of size at least \( \frac{d_2}{2} \geq 18\lceil\log n\rceil \) such that every interval in \( I'' \) contains at least one point from \( S_1 \). We use Lemma 9 one more time, this time by setting \( I \leftarrow I, I' \leftarrow I'' \), and selecting \( |S_2| \) points from \([0, 1]\). If \( |I''| \geq 18\lceil\log n\rceil \) (which the case with probability at least \( 1 - \frac{2}{n^2} \)), then with probability at least \( 1 - \frac{2}{n^2} \), there is a set \( J \subseteq I'' \) of size at least \( \frac{|I''|}{2} \) such that every interval in \( J \) contains a point from \( S_2 \). Therefore, since \( J \subseteq I'' \), and by a union bound, with probability at least \( 1 - \frac{2}{n^2} \), there is a set \( J \) of size at least \( \frac{|I''|}{2} \geq \frac{|I|}{4} \geq 9\lceil\log n\rceil \) such that every interval in \( J \) contains at least a point from both \( S_1 \) and \( S_2 \). We mark an interval in \( J \) with probability \( 1 - \frac{1}{n} \) if the interval has two adjacent points \( p \) and \( q \) such that \( p \in S_1, q \in S_2 \), and \( p_x < q_x \), that is the \( x \)-coordinate of \( p \) is smaller than that of \( q \). Note that every interval in \( J \) has points from both \( S_1 \) and \( S_2 \), and points in that interval are distributed uniformly at random. Therefore, for an interval in \( J \), the probability that there are two points \( p \in S_1, q \in S_2 \) with \( p_x < q_x \) is at least \( \frac{1}{2} \). Hence an interval in \( J \) is marked with probability at least \( \frac{1}{2}(1 - \frac{1}{n}) \).

Let \( X_i, 1 \leq i \leq |J| \), be \( \{0, 1\} \) random variables such that \( X_i = 1 \) if the \( i \)-th interval in \( J \) is marked. By the above discussion, we have
\[
\Pr(X_i = 1|X_{i-1} = x_{i-1}, \ldots, X_1 = x_1) \geq \frac{1}{2}(1 - \frac{1}{n}),
\]
Let \( Y_i, 1 \leq i \leq |J| \), be i.i.d Bernoulli random variables with
\[
\Pr(Y_i = 1) = \frac{1}{2}(1 - \frac{1}{n}).
\]
Let \( X = \sum_{i=1}^{|J|} X_i \) and \( Y = \sum_{i=1}^{|J|} Y_i \). Therefore
\[
\mu_y = \mathbb{E}[Y] = \frac{1}{2}(1 - \frac{1}{n})|J|.
\]
By a Chernoff bound, we get
\[
\Pr(Y \leq (1 - \delta)\mu_y) \leq e^{-\delta^2 \mu_y / 2}.
\]
Therefore, setting \( \delta = \frac{3}{4} \), we get
\[
\Pr\left(Y \leq \frac{1}{4}\mu_y\right) \leq e^{-\frac{9}{16}\mu_y},
\]
hence, assuming \( n \geq 9 \) (which is the case as \( c_2 = 72 \), and \( n \geq 2m \)), and \( |J| \geq 9\lceil\log n\rceil \) (which is the case with probability at least \( 1 - \frac{2}{n^2} \)), we get \( \mu_y \geq 4\lceil\log n\rceil \), thus
\[
\Pr\left(Y \leq \frac{1}{4}\mu_y\right) \leq e^{-\frac{81}{64}\mu_y} \leq \frac{1}{n^2}.
\]
Consequently, by Lemma 4, we get
\[
\Pr\left(X \leq \frac{1}{4}\mu_y\right) \leq \frac{1}{n^2},
\]
with probability at least \( 1 - \frac{1}{n^2} \). Adding everything together and using a union bound, we get that there are more than
\[
\frac{1}{4}\mu_y \geq \frac{1}{4}(1 - \frac{1}{n})|J|,
\]
\[
\geq \frac{1}{4}(1 - \frac{1}{n}) \frac{|J|}{4} = \frac{1}{4}(1 - \frac{1}{n}) \frac{|J|}{4} = \frac{1}{32}(1 - \frac{1}{n}) \frac{m}{4},
\]
pairs of adjacent points \( p \in S_1 \), and \( q \in S_2 \), such that \( p_x < q_x \), with probability at least
\[
1 - \left(\frac{2}{n^2} + \frac{1}{n^2}\right).
\]

Since \( c_2 = 72 \) and that \( m \geq c_2\log n \), we get that \( m \geq 72 \).
Also, by definition of \( m \), we have \( n \geq 2m \) thus \( n \geq 144 \).
When \( n \geq 144 \), we have
\[
1 - \left(\frac{2}{n^2} + \frac{1}{n^2}\right) \geq 1 - \frac{1}{n}.
\]
Also, when \( n \geq 2m \), and \( m \geq 72 \), we get
\[
\frac{m}{2} \geq \frac{m - 1}{2} \geq \frac{m}{2 + \frac{1}{n}}.
\]
Thus, we have
\[
\frac{1}{32}(1 - \frac{1}{n}) \frac{m}{2} \geq \frac{1}{32}(1 - \frac{1}{144}) \frac{m}{2 + \frac{1}{n}}.
\]
Therefore, by (4), we get that the number of intervals marked is at least \( \frac{2m}{66} \), with probability at least \( 1 - \frac{1}{n^2} \), where \( c_1 = 66 \). Finally, note that the number of intervals marked is a lower bound of the number of nodes marked.

Now we are ready to prove Theorem 7.

**Proof of Theorem 7:** Let \( R = (r_1, r_2, \ldots, r_q) \) be an increasing sequence of \( q \) real numbers such that \( r_1 = 1 \), \( n - 1 < r_q \leq n \), and
\[
r_{i+1} = \begin{cases} 
  r_i + 1 & \text{if } r_i \leq c_2 \log n \\
  (1 + \frac{1}{c_1})r_i & \text{if } c_2 \log n < r_i \leq \frac{9}{4} \\
  r_i + \frac{n-r_i}{c_1} & \text{if } \frac{9}{4} < r_i \leq n - c_2 \log n \\
  r_i + 1 & \text{if } n - c_2 \log n < r_i \leq n - 1 
\end{cases}
\]
for $1 \leq i \leq m - 1$, where $c_1$ and $c_2$ are constants from Lemma 10. Note that $q = O(\log n)$. We say that network is in stage $s_i$, $1 \leq i \leq q - 1$ with respect to $\lambda$, if the number of nodes knowing $\lambda$ is at least $r_i$ and less than $r_{i+1}$, and is in the final stage $s_q$ if every node knows $\lambda$. Therefore, the network is initially in stage $s_1$ with respect to every vector $\lambda$.

Let $X_1, X_2, \ldots$ be $\{0, 1\}$-valued random variables such that $X_i = 1$ if at least one of the following conditions holds: i) the network is in stage $s_q$ at the beginning of round $i$, ii) the network moves to a higher stage by the end of round $i$ compared to the stage it was in at the beginning of round $i$. Next, we show that

$$Pr(X_i = 1 | X_1 = x_1, \ldots, X_{i-1} = x_{i-1}) \geq 1 - \frac{1}{n}, \quad (5)$$

Note that, if we are in stage $s_j$, $j < q$, then there exists a node that does not know $\lambda$, hence we can find a pair of adjacent nodes $u_t$ and $u_{t+1}$ in the permutation such that $u_t$ knows $\lambda$, while $u_{t+1}$ does not. By Lemma 1, the probability that $u_{t+1}$ knows $\lambda$ after receiving a block from $u_t$ is $1 - \frac{1}{n}$. Therefore, for the case where $1 \leq j \leq c_2 \log n$ or $n - c_2 \log n \leq j < q$, we move to a higher stage by the end of round $i$, with probability $1 - \frac{1}{n}$, hence (5) holds in this case.

Now, consider a second case where $c_2 \log n < j \leq \frac{n}{2}$. Let $S_1$ be the set of nodes that know $\lambda$ at the beginning of round $i$, and $S_2$ be the set of ones that do not know $\lambda$ at the beginning of round $i$. Using $S_1$ and $S_2$ in Lemma 10, we get that the number of nodes marked is at least $\frac{r_i}{c_1}$ with probability at least $1 - \frac{1}{n}$. Note that the nodes that are marked represent the nodes that get to know $\lambda$ in round $i$. Therefore, by Lemma 10, the number of nodes knowing $\lambda$ increases by a factor of at least $\frac{1}{n}$ (hence, we move to a higher stage), with probability at least $1 - \frac{1}{n}$. Similarly, using Lemma 10, we can show that (5) holds for the remaining case of $\frac{n}{2} < j \leq n - c_2 \log n$.

Let $Y_1, Y_2, \ldots$ be a collection of independent Bernoulli variables with $Pr(Y_1 = 1) = 1 - \frac{1}{n}$. Let

$$X = \sum_{i=1}^{m+k+r} X_i, \quad Y = \sum_{i=1}^{m+k+r} Y_i,$$

where $r$ is a non-negative integer. We have

$$Pr(Y < m) \leq \left( \frac{m + k + r}{k + r + 1} \right) \frac{1}{n^{k+r+1}} = \left( \frac{m + k + r}{m - 1} \right) \frac{1}{n^{k+r+1}} \leq e^{(m+k+r)m-1} \frac{1}{n^{k+r+1}} \leq \frac{1}{n^k} e^{(m-1) \log (m+k+r)-(r+1) \log n} \leq \frac{1}{n^k} e^{m \log (m+k+r) - r \log n - \log (m+k+r) - \log n}. \quad (6)$$

Let $A = \frac{m}{\log n}$, $B = m + k$, and $r_0 = A \log (2(A + B) \log (A + B))$.

Note that $A \geq 1, B \geq 1$. By lemma 8, we have $r \geq A \log (B + r)$, $\forall \ r \geq r_0$.

Thus, replacing $A$ and $B$ with $\frac{m}{\log n}$ and $m + k$, respectively, we obtain $r \log n \geq m \log (m + k + r), \forall \ r \geq r_0$.

Therefore, by (6), we have

$$Pr(Y < m) \leq \frac{1}{n^k} e^{m \log (m+k+r) - r \log n - \log (m+k+r) - \log n} = \frac{1}{n^k} e^{-\log (m+k+r) - \log n}. \quad (7)$$

when $r \geq r_0$. Since $m = O(\log n)$, we get $r_0 = O(\log k + \log \log n)$.

By lemma 4, we have $Pr(X \geq d) \geq Pr(Y \geq d)$ for every non-negative integer $d$. Hence, we have $Pr(X < m) \leq Pr(Y < m)$.

Thus, by (7), we get $Pr(X < m) \leq \frac{1}{n^k} e^{-\log (m+k+r) - \log n}$.

That is, the probability that every node knows $\lambda$ in $m + k + r_0$ rounds is at least

$$1 - \frac{1}{n^k} e^{-\log (m+k+r) - \log n}.$$

There are $n^k$ vectors $\lambda$ in total. By a union bound, all nodes know about every vector $\lambda$ in $m + k + r_0$ rounds with probability at least

$$1 - \frac{1}{n^k} e^{-\log (m+k+r_0) - \log n} \cdot n^k = 1 - \frac{1}{n(m+k+r_0)} \geq 1 - \frac{1}{nk}, \quad (8)$$

which proves the theorem. □

### 7 Simulations

In this section, we resort to simulations to verify our theoretical results and evaluate the coding benefits as well as its computation overhead. We wrote a C program that can perform coding operations on randomly generated real data blocks of any predefined size. We also propose a practical 3-step pipeline technique to solve the problem of coding latencies and discuss the optimization of block division given the bulk data to be transferred.

We simulate RLNC with random permutation as well as a non-coding baseline dissemination protocol called Random Block with random permutation described as follows. Let $S_v^i$ be the set of blocks node $v$ possesses at
the beginning of round $t$. In round $t$, if $v$ is sending to $u$, it selects a block uniformly at random from the difference set $S^t_u \setminus S^t_v$ to send to $u$. Note that $S^t_u \setminus S^t_v$ may be empty, in which case $v$ cannot help $u$. This method requires all the nodes to exchange their buffer maps periodically and is similar to the swarming idea in BitTorrent P2P networks.

For RLNC, we use a field size of $q = 2^8$, and apply progressive decoding, that is, whenever a node receives a new (coded) block, it will perform Gaussian elimination for this block together with all previously received blocks. Such progressive decoding will allow each node to pipeline the entire 3-step process of receiving a block, decoding it and encoding a new block, and sending out a new block.

### 7.1 Verifying Theoretical Results

First, we fix the number of nodes to 60, which is the usual number of servers in a computer cluster such as Hadoop or Spark. We vary $k$, and for each $k$ perform 10 independent broadcast (one-to-all) experiments to record the finish rounds. Fig. 3 plots the results of different algorithms with error bars specifying the minimum and maximum finish rounds for the corresponding $k$. We observe that RLNC with random permutation can closely approach the theoretical limit $k + \lceil \log_2 n \rceil$ rounds, even for a small $k$, with extremely short error bars, confirming that our finish time bound $k + O(\log n + \log k)$ is tight. In fact, only when $k = 200$ or $k = 260$, the finish times of RLNC in 10 different runs have varied for only 1 round. This implies that our randomized algorithm can almost surely finish in just a little above $k + \lceil \log_2 n \rceil$ rounds and that absolutely optimal (not only order-optimal) block pipelining in $k$ is achieved. On the other hand, Random Block, although knowing the buffer states of other nodes, is apparently worse than RLNC, and finishes in about $1.3k - 1.4k$ rounds as $k$ scales.

Second, we fix the number of blocks to $k = 200$. For example, in the logistic regression example of Sec. 3, if 200MB are to be broadcast and each block has a size of 1MB, then $k = 200$. We vary $n$, and for each $n$ perform 10 independent broadcast experiments. The finish times are plotted in Fig. 4 with error bars. Again, the error bars are so short that for random block, there is no variation across different runs, and for network coding, the variation of finish times is at most 1 round for each $n$. In Fig. 4, the finish time of RLNC is at most 4 rounds more than the theoretical limit $k + \lceil \log_2 n \rceil$ in all the runs for all $n$. In contrast, the finish time of random block could be $30 - 50$ rounds more than $k + \lceil \log_2 n \rceil$, and such a gap increases in trend as $n$ grows.

### 7.2 Coding Latency and Pipelining

Next, we analyze whether and how the computation overhead of network coding can affect the dissemination. We run our program for a given set of $n$, $k$ and block size on a single machine with a 2.6 GHz Intel Core i7 processor and record the elapsed time of the entire program for RLNC until broadcast completes. Since no real network transfer happened, we can divide the total elapsed time by the number of nodes $n$ to estimate how much time on average each node will spend on encoding and decoding operations in a parallel cluster of $n$ nodes. Fig. 5 plots the computation overhead of each node for the entire broadcast session. We find 1) that the computation time per node is linear to the block size, 2) that is a convex function of the number of blocks $k$, and 3) that the number of nodes does not affect computation time per node.

The above observations not only allow us to estimate the computation overhead under a certain parameter setting, but also enables us to carefully divide the blocks so that the coding latency can be hidden when the process of receiving a block, decoding it and encoding a new block, and sending out the new block is fully pipelined at each node in the cluster.

Note that at most 1 block is sent in each round by each node according to the protocol. Without coding, the length of each round is just the time to transfer one block, which is block size/link bandwidth. When coding is used, at most 1 block is received/decoded/encoded/sent in each round by each node. In each round, each node can do the following 3 steps simultaneously in parallel:
1) receiving a new coded block;
2) decoding the block received in the previous round and encoding a new block;
3) sending out a new block encoded in the previous round.

If the time spent on decoding and encoding per round by each node is smaller than the time to transfer (send or receive) a block, coding operations will not become the bottleneck of the pipelined process at each node, and the length of each round is still block size/link bandwidth. However, if the time spent on coding per round per node is greater than the time to transfer a block, coding will be the bottleneck, and the length of each round will be the time to decode a block plus the time to encode a block. Therefore, we should carefully choose a block dividing strategy to leverage the throughput benefit of network coding while hiding its coding latency.

7.3 Optimized Block Division

We illustrate our block dividing strategy with a case study of broadcasting 300 MB of data in a cluster of $n = 60$ nodes. Fig. 6(a) plots the estimated decode+encode time as well as transfer time per round (block size/link bandwidth) spent by each node when the 300 MB data is divided into $k$ blocks. The decode+encode time can be estimated from the existing measurements from Fig. 5. For example, if $k = 50$, the block size is $300/50 = 6$ MB. We first obtain from the profile of Fig. 5(b) that the computation time per node for $k = 50$ with a block size of 10 KB is 0.38 s. Then, due to the linearity of computation time in block size (as have been discussed above for Fig. 5(a)), the computation time per node for a block size 6 MB is $0.38 \times 6 \text{ MB} / 10 \text{ KB} = 233.47$ s. Furthermore, since network coding finishes broadcasting $k = 50$ blocks in 58 parallel rounds ($58 = 50 + \lceil \log_2 60 \rceil + 2$), the computation time per round at each node is $233.47 / 58 = 4$ s, which is smaller than the transfer time per round at each node 6 MB/10 Mbps = 4.8 s, assuming 10 Mbps link bandwidth. Thus, coding is not the bottleneck of the system, and the total time to finish broadcast is $4.8 \times 58$ rounds = 278.4 s. If coding becomes the bottleneck, the total time to finish broadcast would be the computation time per round at each node times the total number of rounds needed. As such, Fig. 6(b) plots the estimated total broadcast finish time (seconds) of RLNC as $k$ varies, under different available network bandwidth.

Fig. 6(a) shows that as $k$ becomes larger, the computation time per round per node will eventually exceed the transfer time per round per node and become a bottleneck. On the other hand, when $k$ is smaller, the throughput could be lower, since the finish round of RLNC is $k + \lceil \log_2 n \rceil + C$, where $C$ is 2 – 4, and the download throughput at each node is $k/(k+\lceil \log_2 n \rceil + C)$, which approaches 1 as $k$ increases. As $k$ varies, there is clearly a tradeoff between throughput efficiency and coding complexity. Therefore, a good idea is to set $k$ to the largest value at which computation is not a bottleneck, or equivalently, to the value such that computation time equals to transfer time per round per node in Fig. 6(a). We observe that such critical value of $k$ increases as the network bandwidth decreases. For 20 Mbps links, $k$ should be at most 30. For 10 Mbps links, $k$ should be at most 60, and for 100 Mbps, links, $k$ could be greater than 100. By further checking Fig. 6(b), we find that such critical $k$’s $(30, 60)$ indeed achieve the minimum total broadcast finish times under 20 Mbps and 10 Mbps links, respectively, justifying our strategy of block dividing. It is worth noting that when network bandwidth is extremely large, coding time will inevitably become a bottleneck, even for a small $k$. In such cases, RLNC may not be useful, since the network is already fast.

Finally, the bulk data size does not affect the choice of the optimal $k$. In the previous 300 MB data example, if the data becomes 600 MB while $k$ remains the same, both computation time and transfer time per round will double at each node. Thus, the critical $k$ such that transfer latency equals to computation latency remains the same. For this reason, disseminating an extremely large data bulk in $k$ blocks is the same as dividing the bulk into several smaller batches, each comprised of $k$ blocks, and disseminating batches one after another. However, the more fine-grained batch-based approach will better utilize the pipeline: when the first batch is close to finish and few nodes can receive new blocks, the second batch can start to better utilize the resources.

8 Concluding Remarks

In this paper, we have bounded the finish time of disseminating $k$ blocks to $n$ nodes, using random linear network coding. We consider a simple node permutation rule, in which each node transmits a block to its successor in the permutation in each round. We show that with arbitrary permutation, the finish time is at most $k + n$ rounds if the field size $q$ for coding is large enough. With random permutation, the finish time is $k + O(\log n + \log k)$, which is very close to the best possible theoretical limit $k + \lceil \log_2 n \rceil$. Simulation results show that our simple algorithms can achieve absolutely optimal pipelining in $k$ (not only order-optimal) and finishes broadcasting $k$ blocks to all $n$ nodes in no more than $k + \lceil \log_2 n \rceil + 4$ rounds in all our experiments with up to 300 nodes and up to 300 blocks.

We demonstrate the potential application of the proposed algorithms to content distribution in computing clusters. We carefully evaluate the computation latency of RLNC, and propose practical pipelining schemes to hide such latencies and optimize the total data transfer time considering both network and computing configurations. To strike a balance between throughput and computing efficiencies, our simulation results show that with a 2.6 GHz Intel Core i7 processor, it is best to divide the data into 60 blocks if the available network bandwidth is 10 Mbps, while in a 20 Mbps network, it is best to divide the data into only 30 blocks, regardless of the size of the bulk data to be transferred.
Fig. 5. Mean encode + decode time per node for the entire broadcast session.

(a) Computation time vs. block size

(b) Computation time vs. k

Fig. 6. a) Estimation of the time spent on computation and transfer per round by each node, and b) Estimation of the total broadcast finish time (seconds) under different network bandwidth and different block numbers \( k \). As \( k \) varies, there is a tradeoff between throughput and computation efficiencies.
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