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Abstract

Non-genetic forms of antimicrobial (drug) resistance can result from cell-to-cell vari-

ability that is not encoded in the genetic material. Data from recent studies also sug-

gest that non-geneticmechanisms can facilitate the development of genetic drug resis-

tance. We speculate on how the interplay between non-genetic and genetic mecha-

nismsmay affect microbial adaptation and evolution during drug treatment.We argue

that cellular heterogeneity arising from fluctuations in gene expression, epigenetic

modifications, as well as genetic changes contribute to drug resistance at different

timescales, and that the interplay between thesemechanisms enhance pathogen resis-

tance. Accordingly, developing a better understanding of the role of non-geneticmech-

anisms in drug resistance and how they interact with genetic mechanismswill enhance

our ability to combat antimicrobial resistance.
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INTRODUCTION

Antimicrobial (drug) resistance is defined as a heritable decline in the

drug sensitivity of a microbe and is a well-known consequence of evo-

lution by natural selection.[1] During this process, microorganisms that

are the least sensitive to the drug increase in frequency and pass along

genetic material that confers resistance to other cells.

The development of drug resistance has been well-established to

arise from heritable acquired mutations, or from the horizontal trans-

fer of genetic material from a non-parental donor through conjuga-

tion, transformation, or transduction.[1–2] Non-genetic mechanisms

can also drive drug resistance. For instance, in Escherichia coli, high

antibiotic survival rates and reversion to the antibiotic sensitive phe-

notype are consistent with epigenetically inherited gene expression

patterns.[3] In Neisseria meningitidis, minimal inhibitory concentra-

tions (MICs) of antibiotics have been found to increase up to four-

fold due to on/off switching of gene expression mediated by DNA

methylation.[4] As non-geneticmechanisms of resistance are pervasive

in living cells,[5–8] this leads to the question: Does non-genetic hetero-

geneity in resistance facilitate the evolution of genetic drug resistance?

We propose that non-genetic mechanisms fulfill this role by increasing

the fractionofmicrobes that survive andmutate during drug treatment

and speculate that non-genetic heterogeneity enhances the adaptive

value of mutations.

Recent studies have demonstrated that drug resistance can arise in

bacterial,[3–5] fungal,[6–7,9] andmammalian cells[8,10] fromnon-genetic

mechanisms that do not involve changes in DNA sequences. Instead,

the resistance arises from a diversification of phenotypes within

populations of genetically identical cells in the same environments.[11]

This non-genetic diversification can in turn lead to the emergence of a

phenotypically heterogeneous cell population inwhich some cells have

a better ability towithstanddrug exposure.Non-genetic heterogeneity

within microbial populations can arise from epigenetic mechanisms

(i.e., asymmetrically inherited protein aggregates in bacteria; DNA

methylation in bacteria and single-cell eukaryotes; histone modifica-

tions and chromatin structure in bacteria and single-cell eukaryotes) as

well as from variability in the expression of a gene.[12] Fluctuations in

gene expression are referred to as gene expression “noise”,[13] though
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biological noise is inherent in every biochemical process including the

epigenetic modification of DNA.[12] Gene expression noise can lead to

the evasion of successful drug therapy through the transient expres-

sion of genes that promote resistance.[10,14] Non-genetic phenomena

arising from distinct molecular processes can lead to heritability, in

some cases by induction from drugs. Therefore, an understanding of

non-genetic heritability and heterogeneity is necessary for tackling

drug resistance.

Phenotypic heterogeneity has beenpredicted to alter the evolution-

ary dynamics of populations under stress by transforming the fitness

landscape.[15–17] It has been suggested that non-genetic heterogene-

ity can accelerate the rate of adaptive evolution by rapidly generat-

ing subpopulations with novel phenotypic traits in populations facing

extreme environmental challenges.[16] These studies raise the funda-

mental question of how non-genetic mechanisms fit into the theory of

evolution. Here, we propose that non-genetic and genetic mechanisms

spanning different timescales interact to facilitate the survival and evo-

lution of drug-resistant microbes.

WHENCE DOES NON-GENETIC HETEROGENEITY IN
DRUG RESISTANCE ARISE?

Non-genetic heterogeneity in the abundance of gene expression prod-

ucts results from inherently noisy biochemical reactions,[13] as well

as several other factors including environmental conditions,[18] and

is modulated by gene-specific and genome-wide processes.[19] Here,

we will refer to the variability inherent in the biochemical process

of transcribing a messenger RNA (mRNA) molecule from a gene, and

the subsequent translation of a protein frommRNA, as transcriptional

variability.[20] The transcriptional variability of a gene that promotes

drug resistance can bemodulated by the “architecture” of the gene reg-

ulatory network (i.e., how the genes in the network biochemically reg-

ulate one another) in which it is embedded.[21] For instance, feedfor-

ward regulation (a three-gene network composed of two input tran-

scription factors, one of which regulates the other, both jointly regulat-

ing a target gene) and positive feedback regulation in fungi have been

found to increase the timescale of non-genetic phenotypes, such that

surviving non-genetically drug-resistant cells can continue to divide

and enhance the reproductive fitness of the population.[6,22] Addition-

ally, mammalian cell lines with a high-noise positive feedback drug

resistance gene network have been observed to facilitate adaptation

under high-drug concentrations, compared with mammalian cell lines

with a low-noise negative feedback drug resistance gene network con-

trolling the same resistance promoting gene.[8] It is important to note

that the non-genetic variability in the gene expression process is, in

part, encoded in the promoter DNA sequence of the gene.[23] as is the

architecture of genetic networks.

Epigenetic heterogeneity is another important contributor to non-

genetic heterogeneity.[12] Bacterial heat shock proteins can remain

attached to protein aggregates for generations after heat shock.[24]

Heterogeneity in this heat shock response occurs through asymmet-

ric partitioning of protein aggregates during cell division. This epige-

netic mechanism can dimmish the toxic effects of antibiotics including

streptomycin. Inbacteria andeukaryotes,DNAmethylation is anepige-

netic mechanism that normally silences gene expression.[25] There is a

widespread heterogeneity associated with DNAmethylation between

genomes, which is thought to increase gene expression variability.[26]

Additionally, stress from toxins or drugs also influence DNA methy-

lation patterns.[27] Genomic DNA methylation levels among clinical

E. coli isolates were found to be inversely related to MIC against

ciprofloxacin.[28] In eukaryotes, histone modifications, another epi-

genetic mechanism, are small chemical moieties that are covalently

attached to subsections of histone proteins, which can activate or

repress gene expression. This epigenetic form of gene regulation is

achieved by the recruitment of transcription factors or by influenc-

ing accessibility to DNA,[29] which can modulate gene expression vari-

ability through transcriptional “bursting”.[30] Nucleosome positioning

modulated by chromatin remodeling activity can also act as a driver for

gene expression variability.[31] At higher levels of chromatin organiza-

tion, a tightly packed formofDNAcalled heterochromatin can increase

gene expression variability because the spatial expansion or reduction

of regions in the heterochromatin state can itself vary randomly.[32]

In summary, phenotypic variability affecting drug resistance has

beendemonstrated to arise frommultiple scales of transcriptional vari-

ability, histone modification, chromatin remodeling, and other epige-

netic modifications of DNA, as well as genetic variability.

HERITABLE TIMESCALES FOR DRUG RESISTANCE
EVOLUTION

Gene expression fluctuations can be classified as “intrinsic” or “extrin-

sic” noise.[21,33] Intrinsic noise, resulting from the inherent random-

ness in thebiochemical processesof transcriptionand translation,[33] is

not a useful substrate for natural selection, as these timescales are too

short (e.g., the autocorrelation time for intrinsic noise in E. coli bacteria

is≤ 10min, which is shorter than its cell cycle time[34]) to affect herita-

ble drug resistance in microbes (Figure 1). On the other hand, extrinsic

noise, due to the fluctuations in the amounts or states of other cellu-

lar components that lead indirectly to variability in geneexpression,[33]

may lead to heritable drug resistance,[14] as these fluctuations per-

sist over a longer timescale (e.g., the autocorrelation time for extrin-

sic noise in E. coli is ∼40 min, which is similar to its cell cycle time[34]).

Furthermore, when fluctuations in gene expression are modulated

by a gene regulatory network with the appropriate architecture, the

increased duration of the fluctuations can facilitate adaptation during

drug treatment,[6,22] For instance, the fluctuations timescale for genes

that promote drug resistance regulated by positive feedback gene net-

works have been estimated to be 58 h in Chinese hamster ovary (CHO)

cells[8] and 283 h in the budding yeast Saccharomyces cerevisiae.[35]

These timescales are much longer than the corresponding cell division

time for CHO cells (∼18 h) and budding yeast cells (∼2 to 4 h).

Epigenetic phenomena arising from distinct molecular processes

can lead to heritability.[36] Some epigenetic mechanisms are her-

itable over long timescales, while others disappear within a few
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F IGURE 1 Timescales and heritability of antimicrobial drug resistancemechanisms. Drug resistancemechanisms are categorized into
unmodulated gene expression “noise”, “non-genetic” modulated transcriptional variability (TV) and epigenetic mechanisms, and “genetic”
mechanisms. The approximate timescale of inheritance for each of thesemechanisms is shown in units of cellular generation. The questionmark
signifies that histonemodifications may not be heritable on their own andmay require other epigenetic processes for heritability.[45] HGT is an
acronym for horizontal gene transfer

generations.[37] DNA methylation is the most heritable epigenetic

mechanism,which can also contribute to theheritability of other epige-

netic mechanisms such as histone modifications.[25] Inheritance is set

by the re-addition of methyl groups on the newly synthesized strand

hybridized to hemi-methylated DNA (i.e., when only one of the com-

plementary DNA strands is methylated) by maintenance DNAmethyl-

transferases during cell division.[38] Novel methylation events are

introduced by de novo DNA methyltransferases; DNA demethylation

(which reverses DNA methylation) can subsequently occur through

dilution and active demethylation enzymes. In the short-term, DNA

methylation patterns can last for at least one cell division due to the

requirement of hemi-methylated DNA in the cell cycle. The rate of

DNA methylation gain or loss (∼4 × 10–4 per CG pair per generation)

also suggests that methylation and demethylation events are unlikely

to occur at one site between two subsequent cell divisions.[39] In the

longer-term, in the pathogenic fungus Cryptococcus neoformans, loss of

a de novo DNA methyltransferase over 100 million years ago did not

prevent the maintenance of DNA methylation patterns because the

remaining maintenance DNA methyltransferase enzyme kept the pat-

tern stable over millions of years.[40]

The timescales of histone modification heritability are less clear

than for DNA methylation. At the shortest timescale, the inheri-

tance of a histone modification has been shown to occur over multi-

ple generations.[41] Heterochromatin stands out as one of the more

stable epigenetic processes that is heritable over long epigenetic

timescales.[42] Evidence has also been found for the long-term inher-

itance of some histone modifications but not others in research on

engineered gene networks.[43] Many types of organisms have demon-

strated inherited forms of histone modifications induced after stress,

including pathogenic fungi such as Candida albicans.[44] It is thought

that histone modifications are not strictly heritable on their own,

but require coupling to other epigenetic processes for heritability.[45]

More experimental investigations are required to elucidate the stabil-

ity of histonemodifications inheritance over time.

The main insight from these studies is that non-genetic and genetic

mechanisms provide the substrate on which natural selection can act.

Importantly, non-genetic states and genetic mutations occupy differ-

ent positions on a heritability spectrum (Figure 1). Genetic mecha-

nisms provide substrate with the longest timescales (though not nec-

essarily permanent, as mutations, or even entire genes, can be lost to

the cell) and non-genetic mechanisms provide substrate with shorter

timescales.

INTERACTION BETWEEN NON-GENETIC AND
GENETIC DRUG RESISTANCE MECHANISMS

Studies have suggested that non-genetic heterogeneity may have

evolved through genetic modifications. For example, promoter muta-

tions can change gene expression noise levels while leaving mean

expression levels unchanged.[23] The phenotypic heterogeneity result-

ing from these genetic changes is non-genetic once all the cells in

the population have acquired the mutation. It has also been recently

demonstrated that inherited epigenetic factors contribute to the evo-

lutionary adaptation of gene networks (which are known to modulate

gene expression noise[6,22,35]) under sustained selective pressure.[46]

Gene expression noise has been proposed to facilitate the genetic

evolution of drug resistance.[10,14] There is evidence that elevated

transcriptional variability is a selected trait in stress response

genes.[20] Non-genetically high expressing budding yeast cells were

found to survive drug stress and to sustain the population until more

potent drug resistance mutations arose.[7] Non-genetic phenotypic

heterogeneity may also increase the net adaptive value of beneficial

mutations by generating individuals with exceptionally high trait
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F IGURE 2 Transition from non-genetic to genetic antimicrobial resistance. (A) (Left) Unregulated expression of a gene (ZeoR) that confers
resistance to the drug Zeocin. (Right) Fluctuations in ZeoR expression allow the cell to survive Zeocin exposure on a short timescale before
succumbing to the effects of Zeocin. (B) (Left) ZeoR embedded in a gene network with a positive feedback (PF) architecture. rtTA encodes a
transcription factor protein that can activate its own expression as well as the expression of ZeoR. (Right) The PF gene network architecture
modulates the fluctuations in rtTA and ZeoR expression to provide a nongenetic “phenotype lock” that prolongs the drug-resistant phenotype (R),
allowing the cell to survive Zeocin treatment on an intermediate timescale (e.g., in genetically engineered budding yeast S. cerevisiae, this PF gene
network confers budding yeast cells with a drug-resistant phenotype for up to 283 h before these cells switch back to the drug-susceptible
phenotype [S][35]). (C) (Left) The non-genetic phenotype lock conferred by the PF gene network described in (B) allows the cell to survive drug
treatment on a sufficiently long timescale that it can acquire drug resistancemutations. These genetic mutations within or outside of the DNA
encoding the PF gene network[7] are proposed to provide drug resistance on the longest timescale via a genetic phenotype lock. Regular arrows in
left panels of A-C denote activation and blunted arrows denote repression

values at an early stage of adaptation.[16] More specifically, it was pro-

posed that the phenotypic effects ofmutations that accumulate during

microbial drug resistance experiments are contingent on phenotypic

heterogeneity. The data suggest that phenotypic heterogeneity may

enlarge the set of adaptive mutations that provide resistance above

a critical stress level,[10,16] and that phenotypic heterogeneity can

alleviate the fitness costs of protein expression under a range of stress

conditions.[16] In bacteria, antibiotic treatment gives rise to mutations

that relieve this stress,[5] which can occur through the stress-induced

expression of error prone DNA polymerase.[47] In yeast, increased

mutagenesis from stress leads to adaptative mutations through DNA

replication errors mediated by the double-strand break (DSB)—

induced replication pathway.[48] Error-prone polymerases are also

known to introducemutations in response to DSBs in yeast.[49]

Key insights on how epigenetic inheritance interacts with genetic

change were revealed during an evolution experiment on budding

yeast carrying an auxotrophic selection marker.[50] First, the initial

resistance under 5-Fluoroorotic acid (5-FOA) selection occurred most

rapidly at the highest levels of epigenetic silencing in the form of het-

erochromatin, as a result of short-term selection for cells with an inac-

tiveURA3gene (URA3converts 5-FOA into a toxin). Second, the rate of

adaptation from mutations disrupting URA3 activity was observed to

be highest at intermediate epigenetic silencing levels, which increased

the chance of mutations to arise and provide long-term resistance.

Third, the level of mutational supply available outside URA3 that can

disrupt sensitivity to 5-FOA was found to be greatest under interme-

diate levels of chromatin-mediated silencing; this enhanced the her-

itability of chromatin silencing by increasing the silencing switching

rate, which corresponded to enhanced fitness levels of mutated cells.

Therefore, genes controlling heritable chromatin modifications have

the capability to improve adaptability in response to stress by provid-

ing additional sequence space in which mutations that enhance silenc-

ing can occur.

Evolution and adaptation to the environment depend on both

genetic variation and epigenetic changes (also known as “epimuta-

tions”). The mutational supply for epimutations is generally larger

than genetic mutations due to the lower rate of genetic mutations per

base site per generation.[39,51] DNA methylation has the capability

to increase mutation rates.[52–53] The primary mechanism is based

on the associated biochemical reactions involved after DNA methyla-

tion, where 5-methylcytosine converts to thymine.[52] Reversing the

relationship, single genetic mutations can disrupt DNA methylation

patterns.[54]

Genetic variability can lead to epigenetic variability, as genetic fac-

tors play an important role in epigenetic regulation.[18] It has been

hypothesized that when natural selection acts on epigenetic and
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genetic variation that the adaptive phenotypes arise before genetic

changes and the population adapts faster.[55] The interplay between

the epigenetic component of accumulating environmental exposure

and genetic factors has been proposed as an explanation for the

observed discordance betweenmonozygotic twins in terms of disease,

such as diabetes.[56]

Overall, it has been proposed that non-genetic and genetic mecha-

nisms interact to undermine drug treatment. Non-genetic mechanisms

operate at shorter timescales than genetic mechanisms to produce

an acute, reversible response, while genetic mechanisms operate

over longer timescales, and in some cases, may assimilate the non-

genetically conferred phenotype into a more permanent response

(Figure 2). An interesting hypothesis emerges when the cost of drug

resistance is considered. That is, if drug treatment is fluctuating and

of short duration, then resistance may primarily arise through non-

genetic mechanisms that minimize the cost of resistance in absence of

the drug. Whereas if drug treatment is constant and of long duration,

the resistancemay bemore likely to occur through genetic adaptation.

CONCLUSIONS AND OUTLOOK

We proposed that non-genetic phenotypic heterogeneity facilitates

the evolution of genetic drug resistance. However, several knowledge

gaps remain to be filled. For instance, the prevalence of non-genetic

drug resistance in pathogens is unknown. The molecular mechanisms

by which transcriptional heterogeneity may shape the effects of resis-

tance mutations are also unknown. Furthermore, it will be important

to explore role of non-genetic heterogeneity in the different molec-

ular mechanism that microbes have evolved to resist antimicrobial

agents.[1] Finally, the effects of non-genetic mechanisms on the evolu-

tion of genetic resistance have yet to be quantified and we lack treat-

ments that target non-genetic forms of resistance.

The shortage of quantitative modeling and experimental studies

investigating the non-genetic variation preceding the genetic changes

presents an opportunity for researchers. To investigate the prevalence

of non-genetic resistance in pathogens, standard antimicrobial resis-

tance assays (e.g., MIC) measured after short-term drug exposure can

be combined with growth property assays (e.g., fraction of growth

or supra-MIC growth) measured after longer-term drug exposure.[9]

To quantify the effects of non-genetic mechanisms on the evolution-

ary dynamics of mutations that promote drug resistance, experiments

on microbes harboring synthetic gene networks that decouple gene

expression noise frommean expression[8] can be integrated with DNA

barcoding.[57] To design treatments that mitigate the transition from

non-genetic to genetic resistance, molecular dynamics simulations can

be usedwith cell population simulations[58] to design drugs that target

non-genetic mechanisms. Here it will be imperative to consider collat-

eral resistance[59] and screen for geneexpressionnoise to identify drug

synergies.[60]
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