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What all the noise is about: the physical basis of
cellular individuality

Daniel A. Charlebois and Mads Kærn

Abstract: Noise has been traditionally viewed as undesirable in biology, resulting in disorder, distortion, and disruption,
and ultimately as something that needs to be filtered and removed. More recently, it has been shown that noise can also be
beneficial. We briefly review historical developments pertaining to noise in biological physics, and some of the current re-
search in the field of molecular and cellular biophysics.

PACS Nos: 87.18.Tt, 05.40.Jc, 87.10.Mn, 87.10.Rt, 87.16.Yc, 87.23.Kg

Résumé : Traditionnellement, le bruit a été vu comme étant indésirable en biologie, résultant en désordre, distorsion et per-
turbation, et ultimement comme quelque chose qui doit être filtré et éliminé. Dernièrement, la recherche a démontré que le
bruit peut être utile. Dans ce travail nous passons brièvement en revue les développements historiques touchant le bruit dans
le domaine de la physique biologique et la recherche actuelle en biophysique moléculaire et cellulaire.

A historical perspective

In 1827 a botanist named Robert Brown observed pollen
particles moving about randomly in a fluid [1, 2]. He ob-
served this with all sorts of nonliving materials including
minerals, woods, and century-old dried out plants, and con-
cluded that the erratic movements were not a property of liv-
ing organisms.
Many years later, physicist Georges Gouy [3] conceived

that the motion observed by Brown was a result of the irreg-
ular thermal fluctuations of the molecules in the liquid. This
phenomenon is now called Brownian motion (BM). It was a
young Albert Einstein who worked out the now famous result
describing the mean-square displacement (in one dimension)
of a particle undergoing BM

x2
� � ¼ 2Dt ð1Þ
where t is the time and D is the diffusion constant. The key
idea behind Einstein’s equation is that the random motion of
a large particle occurs because it is being constantly bom-
barded by other “invisible” smaller particles in the fluid. Ul-
timately, Einstein used the concept of such “noise” to predict
the existence of atoms [4–7]. Paul Langevin arrived at the
same result for the mean-square displacement a few years la-
ter using a different approach, namely, a differential equation

with a random force term, or as it is now known in statistical
physics, a Langevin equation [8].
In the previous framework by Einstein, the position of a

Brownian particle undergoing BM is nowhere differentiable
and its instantaneous velocity is correspondingly undefined
[9]. To avoid this, Ornstein and Uhlenbeck described the ve-
locity of a Brownian particle, instead of the position, as the
main random quantity using a Langevin equation [10]

dxðtÞ
dt

¼ 1

t
½m� xðtÞ� þ c1=2xt ð2Þ

where m is the mean, c the diffusion constant, t the relaxa-
tion time, and xt describes a Gaussian white noise process
with zero mean and fixed variance.
In classical biology, genetically identical cells in an identi-

cal environment are expected to have identical phenotypes
(i.e., observable chemical and physical properties). Any ob-
served difference is attributed to experimental error. How-
ever, in 1945 a biophysicist named Max Delbrück found
that the number of virus particles released from infected
bacteria showed reproducible variations and, accordingly, is
best described by a probability distribution rather than a
single value [11]. These experiments were inspired by ear-
lier theoretical work where Delbrück wrote down a master
equation (ME; see later in text) describing the statistical
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fluctuations in the number of particles for an autocatalytic
chemical reaction [12]. When Delbrück solved these equa-
tions, he obtained the well-known noise scaling relationship

h ¼ 1ffiffiffiffi
N

p ð3Þ

in which the magnitude of the fluctuations or noise, h, is
equal to the reciprocal of the square root of the number of
particles, N, that initiate the reaction. Correspondingly, Del-
brück hypothesized that the variation he observed arose from
the variation in the number of the initial infection. About four
decades later, Spudich and Koshland demonstrated that bac-
terial cells grown in homogeneous conditions showed charac-
teristic behavioural differences that persisted over their
lifespans [13]. They attributed this nongenetic individuality
to poissonian fluctuations in the small numbers of generator
molecules, and suggested that it may also apply to other pro-
cesses, such as differentiation and asynchrony of cell cul-
tures.

Noise and biological systems

It is not altogether surprising that variation exists in bio-
logical systems when one considers the random (stochastic)
nature of biochemical reactions. These reactions are stochas-
tic as they result from collisions between Brownian particles,
which lead to the nondeterministic timing of individual reac-
tions and an inherently noisy time evolution of molecular
population levels [14, 15]. The relative amplitudes of these
fluctuations are effectively averaged out of systems, such as
test tubes, with a large number of molecules (see (3)). These
systems are appropriately described using deterministic equa-
tions.
A noisy system can formally be described using the so-

called ME approach [16]. A ME is a set of first-order differ-
ential equations governing the time evolution of the probabil-
ity of a system to occupy each one of a discrete set of states.
A ME usually takes the form

dpkðtÞ
dt

¼
X

k 0
fWk 0!kpk 0 ðtÞ �Wk!k 0pkðtÞg ð4Þ

Here, pk is the time-dependent probability associated with
state and Wk!k 0 is the transitional probability per unit time
from k′ to k. In this form, it is clear that the ME is a gain–
loss equation for the probabilities of the separate states, k.
The gain of state k due to the transitions from other states k′
is represented by the first term, and the loss due to transitions
from k into other states k′ is represented by the second term.
The time evolution of the probability distribution for a

continuous variable can be described using a Fokker–Plank
equation. The Fokker–Plank equation for a single variable x
has the form

@pðx; tÞ
@t

¼ � @

@x
½gðxÞpðx; tÞ� þ 1

2

@2

@x2
½DðxÞpðx; tÞ� ð5Þ

where g is the deterministic drift term and D is the stochastic
diffusion term. The Fokker–Plank equation is often used as
an approximation of the ME (4). We refer the reader to
ref. 16 for a thorough introduction to the subject.

A chemical master equation (CME) accounts for the ran-
dom timing in the birth and death of individual molecules
caused by the nondeterministic timing of individual reac-
tions. As elegant as the CME formalism is, it usually cannot
be solved analytically. Consequently, one either has to resort
to approximations or simulate every individual state transi-
tion occurring in the system. Daniel Gillespie’s stochastic
simulation algorithm is a Monte Carlo simulation of the very
process that the CME describes, and is the gold standard for
simulating biochemical reaction systems [14, 15].
The Gillespie algorithm is often applied to simulate the

gene expression process inside living cells. This process is
fundamental to all life and is one of the most actively re-
searched topics in science today. Physicists have long been
interested in genetics; in his famous book What is Life?,
Erwin Schrödinger introduced the idea of a gene as an aperi-
odic structure that stored genetic information in its configura-
tion of covalent chemical bonds [17]. He also predicted that
due to the order present in living organisms, DNA must be
made up of a large number of atoms to counter the property
of increasing randomness with smaller numbers of atoms.
Within a decade, Watson and physicist Francis Crick deduced
the double helical model for the structure of DNA [18]. Crick
subsequently proposed the central hypothesis of molecular bi-
ology, namely that the gene expression process involves
copying DNA into mRNA (transcription) and the production
of a protein from this mRNA template (translation) (Fig. 1a)
[19, 20]. Importantly, gene expression involves the collisions
of small numbers of particles. Usually only one or two copies
of DNA are found in a cell along with small numbers of
mRNAs and transcription factors [21], and thus gene expres-
sion is an inherently noisy process (see (3) and Fig. 1b) like
the processes observed by Delbrück and Spudich and Kosh-
land [11, 13].
Gene expression can be measured experimentally using

fluorescent proteins. More precisely, the gene coding for the
fluorescent protein is placed beside a gene of interest such
that they are transcribed and translated together. The degree
of fluorescence, which indicates the level of gene expression,
can then be measured in individual cells by flow cytometry
to produce a population “snapshot” in the form of a gene ex-
pression distribution (Fig. 1c), or by time-lapse microscopy
to produce a time series (Fig. 1d).

Current Research
The noise in gene expression allows for variation to exist

among genetically identical cells in the same environment
(for a comprehensive review see refs. 22 and 23). This is of
particular interest because it can allow some members of a
population to survive while others perish [24] (Fig. 2a). For
instance, Blake et al. [25] observed that genetically identical
yeast populations engineered to have higher noise (more cell-
to-cell variation) reproduced faster than low noise popula-
tions when exposed to high levels of an antibiotic. Noise in
gene expression also allows for “elastic adaptation”, which
occurs when the noise-generated distribution of a phenotype
changes reversibly due to an environmental stress such that
the reproductive fitness of a population in the new environ-
ment is optimized. For example, populations of yeast cells
have been observed to adapt to long-term exposure to a drug
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by shifting the gene expression distribution in the direction
that minimizes the impact of a drug [26]. When the drug is
removed, the shift in gene expression can revert back to the
distribution observed before the drug was applied [26]. This
phenomenon has been attributed to nongenetic memory, as
opposed to genetic memory where a mutation in the DNA

would result in a permanent shift in gene expression. The
term “nongenetic memory” can generally be defined as any
mechanism that produces an enduring phenotype without al-
tering the DNA sequence.
Genetic networks can store nongenetic memory in two or

more discrete, stable states of network activity (see ref. 27

Fig. 1. Gene expression is a stochastic process. (a) A simple two-step model of gene expression. The schematic shows the synthesis of
mRNA (M) from a gene with an active promoter (A) at a rate SA, and the synthesis of protein (P) from an M template at a rate SP, and the
decay of M and P molecules at rates dM and dP, respectively. Reprinted with permission from (Scott et al. Chaos, 16, 026107-2, (2006)).
Copyright 2006, American Institute of Physics. (b) Time series of protein number generated by deterministic (solid black line) and stochastic
(gray line) simulations. The histogram in the right-hand panel corresponds to the stochastic simulation and shows the probability that a cell
will have a given intracellular protein level. Reprinted by permission from Macmillan Publishers Ltd. (Kaern et al. Nat. Rev. Genet. 6, 453,
copyright 2005. (c) Experimental green fluorescent protein (GFP) distribution for a clonal population of budding yeast obtained via flow
cytometry (unpublished data). (d) GFP expression for a clonal population of budding yeast obtained using a microfluidics device (unpublished
data).
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for a review). For instance, in yeast, nongenetic memory can
be enhanced by reducing the rate of stochastic transitions be-
tween two stable gene expression states [28]. In human cells,
Brock et al. [29] proposed that nongenetic memory confer-
ring temporary drug resistance contributes to tumour devel-
opment by increasing the chance that some cells acquire a
mutation conferring permanent immunity to the treatment re-
gime. Nongenetic memory can also be stored in the lifetime
of the gene expression fluctuations. That is, the lower the fre-
quency of the noise the higher the level of the nongenetic
memory, as the previous state is “remembered” by the cell
for a longer period of time than at higher frequency noise.
This was shown using an Ornstein and Uhlenbeck process
[10] (see (2)) to be sufficient for the development of long-

term drug resistance, independent of genetic memory confer-
ring resistance [30] (Fig. 2b). This hypothesis is currently
being investigated experimentally.

Conclusion

This is a new era for biology, one where more and more
physicists are playing leading roles and driving the field to
become more quantitative. The mathematical models being
developed are helping to better explain the data gathered in
the laboratory and to predict novel behaviour. In particular,
stochastic models are being used increasingly in preference
to deterministic models to describe biochemical networks
and elucidate dynamics at the single-cell level [21]. Due to

Fig. 2. Gene expression noise confers survival in clonal cell populations. (a) Schematic illustration of distributions for a low- and high-noise
population. A greater number of cells in the high-noise population express above (cell survival) and below (cell death) the high- and low-
stress thresholds, respectively. Reproduced with permission from (Fraser et al. Mol. Microbiol. 71, 1335 (2009)). In the case shown here, the
high-noise population has a higher fitness than the low-noise population when the stress is high, vice versa when the stress is low. (b) Effect
of nongenetic memory and probability of mutation (PM) per generation on the time for a simulated cancer cell population undergoing pro-
longed drug treatment to double. Note that the doubling time is more or less unaffected by PM when the nongenetic memory is roughly above
four generations and that in both cases a drug-resistant cell population develops. Reprinted figure with permission from (Charlebois et al.
Phys. Rev. Lett. 107, 218101-4 (2011)). Copyright 2011 by the American Physical Society.
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the randomness inherent in living systems, an understanding
of the source of this randomness and its effects is of funda-
mental importance. Fortunately, due to the foundations laid
by early physicists, and the familiarity of many physical sci-
entists today with the theory of stochastic processes, we can
obtain a deeper understanding of biological systems.
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