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Abstract

Homogeneous Charge Compression Ignition (HCCI) engines have the potential for both improved fuel effi-

ciency and emissions over standard gasoline and diesel internal combustion engines. Before the HCCI cycle

can be widely implemented, it is necessary to understand the autoignition process such that it can be suitably

controlled. In this investigation, a thermokinetic model of the HCCI cycle was developed and validated against

theoretical and experimental results and found to be capable of predicting the ignition timing in a real HCCI

engine. This thermokinetic model was then used to vary the equivalence ratio, EGR rate, initial mixture tem-

perature and pressure, and engine speed independently so that their respective effects on the ignition timing

could be understood. A dimensional analysis was used to form a correlation describing the relationship between

the engine parameters and the ignition timing. This correlation was used to predict the required conditions for

a given ignition timing to within 10%.
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Chapter 1

Introduction

Background

Increasingly stringent vehicle emission regulations require that the current use of fossil fuels become more

efficient and produce fewer emissions. In order to meet these constraints, alternative combustion processes such

as the Homogenous Charge Compression Ignition (HCCI) cycle are being investigated. The HCCI cycle has the

potential for reduced fuel consumption (through increased efficiency) and NOx emissions compared to current

Spark Ignition (SI) engine designs. In addition, it does not require a significant change in fueling infrastructure

or vehicle design, as is this case with other potential technologies such as hydrogen.

Figure 1.1: Clockwise from top left: (1) A homogeneous fuel/air mixture is drawn into the cylinder during the
intake stroke of the HCCI cycle. (2) The upward motion of the piston compresses the fuel/air mixture, increasing
the mixture temperature and pressure. (3) The mixture autoignites and combusts uniformly throughout the
combustion chamber.

1



CHAPTER 1: INTRODUCTION

The HCCI cycle is a modified version of the SI engine in which the combustion event is initiated not through an

electric spark, but rather by the high temperatures and pressure achieved during compression. The basic HCCI

process is outlined in Figure 1.1. First, a homogenous mixture of fuel and air is drawn into the combustion

chamber during the intake stroke. Next, the intake valve closes and the piston begins to move upwards,

compressing the mixture and increasing the mixture temperature and pressure. As the piston approaches the

end of its upwards stroke, the mixture temperature and pressure are such that the mixture autoignites uniformly

throughout the entire combustion chamber. The hot combustion gases expand, forcing the piston back down,

turning the engine crank, and thus providing useful mechanical work. Once the piston reaches the bottom of

this expansion stroke, the exhaust valve opens, the piston begins to move upwards again and expels the exhaust

gases through the exhaust valve. At the top of the stroke, the exhaust valve closes, the intake valve opens, and

the cycle begins again. In order to ensure proper ignition timing, the mixture properties at the beginning of

compression must accurately controlled. For example, the mixture temperature and pressure at the beginning

of compression must be sufficiently high that ignition takes place, but not so high that the ignition occurs too

early.

The uniform ignition and combustion processes result in several limitations of the HCCI cycle. Spontaneous

combustion of the mixture leads to high rates of pressure rise relative to those in conventional SI or Diesel

engines. As this high rate of pressure rise can lead to engine damage, the fuel/air mixture is diluted using

excess air or recirculated exhaust gases. Diluting the mixture decreases the in-cylinder fuel quantity and

reduces the useful work output of the engine. This limits the HCCI cycle to loads lower than those attainable

with SI and Diesel engines. Because of this reduced power density (i.e. useful work output per unit engine

displacement) the HCCI cycle is likely to be implemented in an SI/HCCI hybrid configuration. The engine

would operate in SI mode for high load and startup and then switch to HCCI for part load operation.

A means of controlling the HCCI cycle, particularly the ignition timing, is required before this cycle can be

used for applications outside of the laboratory. Such a control system would be used to maintain a constant

ignition timing across all desired engine speeds and loads by adjusting engine parameters such as the equivalence

ratio and engine speed so that the ignition timing does not vary. At steady state operation this implies only

slight variations are required, but during transient operation considerable variations in the parameters are

required. The parameters must be varied on a cycle by cycle basis so that the ignition timing can be controlled

for every combustion event.

The focus of this investigation is using a thermokinetic model to understand the effects of various parameters

on the ignition timing. The timing of the combustion event relative to the position of the piston must be such

that is not too early, in which case useful work is lost as the hot combustion products are compressed, nor too

late, in which case not all of the chemical energy in the fuel will be utilized. Unlike the SI and Diesel cycles,

the HCCI cycle does not have any means of directly controlling the ignition timing. In an SI engine the spark

2



CHAPTER 1: INTRODUCTION

timing can be used to directly control the timing of the combustion event, while in a Diesel engine the timing of

the fuel injection in to the hot cylinder gases is used. The HCCI cycle requires that the mixture conditions at

the beginning of compression are such that ignition occurs at the appropriate time. In order to determine which

conditions are required, it is necessary to understand the individual and combined effects of engine parameters

and mixture properties. Once these effects are understood, it is possible to use them to control the ignition

timing, and hence performance, of the HCCI cycle.

Overview of This Thesis

In this investigation, a computer simulation of the HCCI engine cycle is developed and used to predict the

effects of various engine parameters on the ignition timing. In particular, a thermokinetic model is formed by

combining a thermodynamic model representing the thermodynamic state of the mixture within the combustion

chamber, with a chemical kinetic mechanism (a set of chemical reactions) representing the change of the mixture

composition as a function of time. A new chemical kinetic mechanism is developed with an emphasis on

computational efficiency and the ability to predict ignition and combustion processes for arbitrary blends of

n-heptane and iso-octane. Before the thermokinetic model is used to investigate the effects of engine parameters

on the ignition timing, it is validated against independent combustion temperature and ignition delay results.

The combustion temperatures are validated for an idealized case, while the ignition delays are compared to

experimental ignition delay measurements for simplified combustion systems (Park & Keck 1990, Fieweger

et al. 1997). The overall performance of the thermokinetic model is validated with experimental HCCI pressure

histories from Atkins (2004). It should be noted that the goal of the thermokinetic model is not to precisely

predict the ignition timing, but rather to provide qualitative predictions of the effects of the engine parameters

on the ignition timing.

Using the validated model, engine parameters deemed relevant to the ignition process are varied independently

to elucidate their effect on the ignition timing. The results of this parameter variation are evaluated using a

dimensional analysis to form a correlation describing the relative magnitudes of each of the parameters required

for a given ignition timing. The benefit of such a correlation is that it is not necessary to iteratively determine

the required conditions, but rather they can be quickly determined using this algebraic relationship. The

correlation also elucidates the relationships between the various parameters and can be used as part of an

algorithm for controlling the HCCI cycle in a real engine.

Layout of the Thesis

Chapter two presents a literature review to provide a background of the HCCI cycle, not only from a perspec-

tive of what it is, but also how it works, what affects it, and how can it be controlled. Both experimental and

numerical investigations are discussed, as are the different methods of modeling the HCCI cycle. Following this
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review, chapter three discusses the theory used to develop the thermokinetic model of the HCCI cycle. This

includes the derivation of the thermodynamic model, as well as a discussion of chemical kinetic mechanisms and

their solution. The validation of the thermokinetic model with known results for combustion temperatures and

ignition delays is discussed in chapter 4. Chapter 5 discusses the parameter variations and the correlation of

the parameters affecting the ignition delay. An example in which the correlation is used to develop an ignition

criteria is also presented. Finally, chapter 6 presents the conclusions of this work and gives some suggestions

for future paths of this research.
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Chapter 2

Literature Review

The HCCI Cycle: A Brief History

The HCCI1 cycle modifies the traditional SI cycle to use the compression process to initiate combustion

rather than an electric discharge across spark plug gap. In this sense it is very much a combination of the Spark

Ignition (SI) and Diesel engines. A homogenous charge fuel air mixture is compressed by an upward moving

piston as in a SI engine, but unlike the SI engine the combustion event is initiated by the elevated temperature

and pressure reached through compression, as in a Diesel engine. In a Diesel engine, however, the timing of the

combustion event can controlled by changing the timing of the fuel injection. In an HCCI engine, there is no

such direct mechanism by which the combustion timing can be controlled.

One of the earliest intentional implementations of the this cycle was done under lean operation in a two

stroke engine by Onishi et al. (1979), which they termed Active Thermo-Atmosphere Combustion (ATAC). In

order to achieve HCCI operation, hot exhaust gases were retained and increased the mean charge temperature

at the beginning of compression. These higher temperatures are, in part, what led to the autoignition of the

mixture. If too much exhaust gas was retained, autoignition did not occur as the combustion temperatures, and

hence the mean temperature at the beginning of compression decreased. Among the advantages seen using this

form of HCCI, compared to SI or Diesel operation, were the decreased NOx, unburned hydrocarbon (uHC) and

particulate emissions, as well as reduced fuel consumption and increased combustion stability. The increased

combustion stability is evidenced by lower cycle to cycle variations in the combustion process. Through the

use of schlieren photography, Onishi et al. noted that the combustion event was unlike that of SI or Diesel

engines. Rather than combustion occurring as a flame propagating through the mixture (as in the case of SI

engines) or a diffusion flame (as in the case of Diesel engines), there were multiple ignition points throughout the

combustion chamber leading to an almost uniform oxidation of the combustion reactants. From the photographic

investigation, it was also noted that there was no flame front and that the combustion duration was not defined

by the flame propagation speed, but rather by the chemical kinetics governing the ignition and combustion

processes. This uniform combustion is attainable with leaner mixtures than possible with SI engines (while still

1Many names have been proposed for the process now commonly referred to as HCCI, several of which will be introduced.
However, in order to maintain consistency with other current publications the process will be referred to as HCCI in this work.
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maintaining adequate combustion stability), resulting in an increased thermal efficiency. The Otto cycle, which

the HCCI engine cycle closely approximates, has an ideal thermal efficiency defined by (Cengel & Boles 1998):

ηth = 1− 1
CRk−1

(2.1)

where ηth is the thermal efficiency, CR is the compression ratio, and k is the ratio of specific heat capacities

of the fuel/air mixture. As the mixture is made increasingly lean, k increases, thereby increasing the thermal

efficiency.

Unlike SI and Diesel engines where there is a distinct control mechanism by which the combustion can be

initiated (i.e. the spark event in the SI engine, and the fuel injection in the Diesel engine), the HCCI engine has

no such mechanism. For a combustion event to take place, it is necessary that both the temperature and the

mixture composition in the cylinder are accurately controlled (Onishi et al. 1979). The thermodynamic state

of the mixture during the compression process is largely defined by the thermodynamic state of the mixture

at the beginning of compression, requiring that the mixture state at the beginning of compression be carefully

selected to ensure ignition.

Because the combustion process is governed by the rate of the chemical reactions (i.e. the chemical kinetics)

rather than heat and mass diffusion as in flames, it can be more rapid than combustion events in SI and Diesel

engines. This rapid combustion and associated high rate of pressure rise can damage the engine and cause

undesired acoustic noise from the engine. In order to slow the combustion and avoid engine damage, diluted

mixtures are used (Najt & Foster 1983). This is achieved either by operating under lean conditions where there

is excess air in the cylinder, or by diluting the mixture with exhaust gases from a previous combustion event.

In a two stroke engine the latter is inherently the case due to high Exhaust Gas Recirculation (EGR) fractions

(Onishi et al. 1979).

When lean mixtures or high EGR fractions are used, the fuel mass and hence output of the engine are

reduced, limiting HCCI to loads lower than those obtainable using SI or Diesel engines. As the mixture is

made increasingly lean, the combustion temperature decreases and lowers the exhaust temperature. As two

stroke engines have high EGR rates, a decrease in the exhaust temperature results in a decrease in the mixture

temperature, creating unfavorable conditions for autoignition. Leaner mixtures have lower fuel concentrations,

reducing the likelihood of the fuel and air molecules colliding and reacting. Alternatively, as stoichiometric

mixtures and low EGR fractions are used, the combustion rate increases and may damage the engine. Thus

there are both upper and lower load limits on the use of the HCCI engine. The upper load limit is in place

to prevent engine damage, while the lower load limit prevents misfires and the associated increase in fuel

consumption and uHC emissions.

The uniform combustion process in an HCCI engine can occur for mixture compositions leaner than in an SI

engine, resulting in lower combustion temperatures. These lower combustion temperatures result in lower NOx
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emissions as the critical temperature for NOx formation of approximately 1700K (Warnatz et al. 2001) is not

reached. The lower combustion temperatures also result in lower heat transfer rates to the cylinder walls and

hence reduced fuel consumption as less of the fuel’s energy is lost as heat. The lower combustion temperatures

do have a disadvantage since the relatively slow, temperature dependant oxidation of CO to CO2 may not reach

completion. This has particular consequence as the conversion of CO to CO2 is responsible for the majority

of the exothermicity (Dryer & Glassman 1977). Not all of the fuel’s chemical energy will be used if this CO

oxidation is not complete, reducing the efficiency of the engine.

Both the HCCI and the Diesel cycle can operate at overall lean conditions, but differ in that Diesel com-

bustion takes place through a diffusion flame at locally stoichiometric conditions, leading to higher combustion

temperatures and hence NOx emissions. Due to the heterogeneous nature of Diesel combustion, there can be

quantities of fuel that are only partially oxidized, leading to high particulate emissions and reduced thermal

efficiency.

The reduction in uHC emissions noted by Onishi et al. (1979) is a phenomena realized only in two stroke

engines. In a two stroke engine, the majority of unburned hydrocarbon emissions come from misfires or in-

complete combustion events. As HCCI operation increases the combustion stability and reduces the number of

misfires, the uHC emissions are reduced.

When Najt & Foster (1983) investigated HCCI in a four stroke engine, they referred to it as Compression-

Ignited Homogeneous Charge combustion, and found many of the same traits seen by Onishi et al. One exception

to this was that the uHC emissions did not see the same reduction as in the two stroke engine. In a four stroke

engine, the uHC emissions are predominantly due to unburned portions of the mixture being trapped in crevice

regions during compression and combustion and then being released, unburned, during the expansion stroke

(Heywood 1988). The temperature in an SI engine during the expansion stroke is generally hot enough to

oxidize some of the trapped mixture, but this does not occur to the same extent in HCCI engines due the lower

exhaust temperatures.

The focus of the research presented in this thesis is that of implementing the HCCI cycle in modern four

stroke engines, and as such the remainder of the literature review will consider only four stroke applications

of the HCCI cycle. HCCI combustion in four stroke engines holds the potential to reduce emissions and

fuel consumption, but first requires that the ignition and combustion processes are controlled. The ignition

timing has a significant effect on the efficiency of the HCCI cycle and the HCCI cycle can only be realistically

implemented once the ignition timing is understood and can be controlled.

Controlling HCCI Combustion

As the HCCI ignition and combustion processes are kinetically controlled, they are strongly influenced by the

temperature and pressure history of the mixture, as well as the chemical kinetic properties of the mixture itself.
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For a given fuel/air mixture, ignition occurs only after the mixture is subject to a suitably high temperature

for a suitably long period of time. Changing the temperature or pressure history, or the composition of the

fuel/air mixture, also changes the ignition timing. Physical parameters such as the initial mixture temperature

(To), compression ratio (CR), engine speed (N), fuel octane number (ON), fuel/air equivalence ratio (Φ),

initial mixture pressure (Po), and the EGR fraction can be used to vary the mixture temperature, pressure and

composition. When used together or separately, each of these affect the ignition timing providing some degree

of control. The individual effect of each of these parameters on the ignition timing are discussed below.

The thermodynamic state (temperature, pressure and composition) of the mixture at the beginning of com-

pression is considered as it is representative of the thermodynamic state during compression. In some cases the

initial mixture state within the cylinder can be based on the state of the mixture as measured in the intake

manifold. However, while the manifold temperature and pressure may be indicative of the in-cylinder values,

they are not necessarily the same as there may be pressure fluctuations and temperature variations throughout

the intake system.

Octane Number

The octane number of a fuel is the volumetric iso-octane fraction in a binary n-heptane/iso-octane mixture

which autoignites under the same conditions as the fuel being considered (Heywood 1988). For example, an

arbitrary fuel which autoignites under the same conditions as a mixture with 92% (by volume) iso-octane

and 8% n-heptane, will have an octane number of 92. Fuels with higher octane numbers will have a higher

resistance to autoignition, as iso-octane autoignites less readily than n-heptane. In this discussion, references to

different octane numbers refer to different iso-octane and n-heptane mixtures. Commercially available gasoline

is commonly approximated for numerical and experimental investigations using different blends of iso-octane

and n-heptane, which are referred to as the Primary Reference Fuels (PRFs). A PRF blend of 20% iso-octane

and 80% n-heptane is referred to as 20PRF.

As the octane number is a measure of the ability of a mixture to autoignite, a means of varying the octane

number also provides a means of controlling the ignition timing. Tunest̊al et al. (2002) implemented a system

in which two fuel injectors were used, one for n-heptane and one for iso-octane, thereby controlling the octane

number of the fuel by changing the relative injection quantities. By changing the octane number during engine

operation, they were able to control the ignition timing.

Changing the fuel octane number has also been used to increase the operating region of the HCCI engine. For

example, Atkins (2004) carried out experimental equivalence ratio and EGR sweeps for three different PRFs on

a Cooperative Fuel Research (CFR) engine. Atkins found that by increasing the octane number, less mixture

dilution was required to ensure proper ignition timing, which increased the attainable load. Effectively, low

octane number fuels can be used for low load operation and high octane fuels for higher load operation.
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Initial Temperature

As chemical kinetic processes are highly temperature dependant, the initial temperature has a significant

impact on the ignition timing of the HCCI engine. In early investigations by Najt & Foster (1983) and Thring

(1989), intake air heating was required for autoignition to occur. The initial mixture temperature can be used

to keep the ignition timing constant as other engine parameters are changed. For example, Aceves et al. (2001)

varied the fuel mass flow rate to obtain different loads and varied the intake air temperature to maintain an

acceptable ignition timing for the different loads. Relying on intake air heating to achieve HCCI combustion

results in considerable energy being used in heating the air which reduces the overall efficiency of the engine.

By supplying power to the heater, the thermal efficiency of the engine is decreased, as less useful mechanical

work is realized for the same input of chemical energy. By heating the intake charge, the density of the charge

is also decreased, requiring larger engine displacements to obtain the same load. Larger, and hence heavier,

engines are undesirable for mobile applications as the increased engine mass leads to higher fuel consumption.

From a control standpoint there is a considerable lag between a change in the heater output and a change

in the mixture temperature in the cylinder due to the large air volume between the heater and the cylinder.

Haraldsson et al. (2004) were able to rapidly change the intake air temperature by controlling the fractions of

hot and cold air inducted into the engine, as opposed to varying the output of a heater. While this technique

removes the lag due to the thermal mass of the heater, there was a delay of four cycles prior to seeing any

change in the ignition timing, due to the large air volume between the heater and the cylinder.

Engine Speed

The engine speed is not considered an ignition timing control mechanism, but its effect on ignition timing

must be understood and accounted for when investigating the control of HCCI ignition. For a mixture with

a given thermodynamic state, a certain period of time will elapse before the mixture ignites. This period of

time, known as the induction period, is the time during which relatively slow chemical reactions take place and

produce the radicals required for ignition and combustion (this is discussed in greater detail in section 3.4.2).

Changing the engine speed changes the time that the mixture is exposed to the elevated temperatures and

pressures. Thus, as the engine speed changes, the thermodynamic state of the mixture must be changed to

compensate for the changes in available induction time so that a constant ignition timing may be attained.

In a numerical investigation, Sjöberg & Dec (2003) varied the intake temperature in order to maintain a

constant crank angle at which 50% of the fuel/air mass was burned (which is indicative of the ignition timing)

at various engine speeds. An intake temperature of 140◦C was required at 2400rpm, but for an engine speed

of 600rpm an intake temperature of only 95◦C was required. Decreased engine speeds exposed the mixture

to higher temperatures and pressure for longer periods of time, requiring lower intake temperatures. While

Sjöberg & Dec varied the intake temperature to compensate for the changes in engine speed, any parameter
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which changes the thermodynamic state (such as pressure, equivalence ratio, or EGR rate) of the charge could

have been used to maintain a constant ignition timing.

Compression Ratio

Higher compression ratios are one method of ensuring autoignition of common fuels, such as gasoline, with

higher octane numbers. Increasing the compression ratio increases chemical kinetic activity by increasing the

end of compression temperature and pressure. As HCCI is realistically achievable at only part loads, one

possible implementation is a combined HCCI/SI engine (Martinez-Frias et al. 2001). In a combined HCCI/SI

engine, selecting the compression ratio is a compromise as too high of a compression ratio will lead to knock

under full load SI operation and too low of a compression ratio will inhibit ignition under HCCI operation if

the same fuel is used for both engine modes.

Haraldsson et al. (2003) used a variable compression ratio engine with which they were able to adjust the

compression ratio mechanically from 9:1 to 21:1, while the engine was operating. Control of the ignition timing

by varying the compression ratio was possible with this engine. The change in ignition timing was only limited

by the rate at which the compression ratio was changed.

Equivalence Ratio

The equivalence ratio is a measure of the mass based air/fuel ratio, relative to stoichiometric conditions.

The equivalence ratio specifies the fuel concentration within the cylinder, which affects the ignition timing,

combustion duration and engine load. A decrease in the fuel concentration (i.e. lean operation) leads to

retarded ignition timing as there is a smaller probability that the fuel molecules will collide and react with the

oxygen molecules. Leaner conditions also increase the combustion duration as the lower fuel concentrations

decrease the probability of the fuel molecules colliding and reacting with oxygen molecules. By decreasing the

fuel concentration, the useful work output of the engine is also decreased. If the equivalence ratio is changed

to control the engine load, other parameters must be adjusted to maintain desirable ignition timing. Martinez-

Frias et al. (2001) carried out a numerical investigation in which the equivalence ratio, EGR rate, and intake

pressure were optimized to obtain HCCI operation at different load/speed points. An increase in equivalence

ratio at a constant speed increased the engine load, but also required that higher EGR fractions be used in

order to maintain a constant ignition timing.

Initial Pressure

Conventional SI engines vary the intake pressure using a throttle valve to control the engine load. However,

throttling the intake reduces the thermal efficiency of the engine as the air must be pulled past the restrictive
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valve. An HCCI engine can be operated unthrottled, using the equivalence ratio to vary the load, reducing the

pumping losses and increasing the efficiency.

Though rarely done, the initial charge pressure can be used as a control mechanism for HCCI ignition timing.

An increase in the initial pressure will increase the air and fuel concentrations within the cylinder and therefore

increase the reaction rates and advance the ignition timing. Higher intake pressures will also lead to higher

compression temperatures, further increasing the reaction rate.

Variations in the intake pressure can also be used to extend the operating region of the engine. For example,

Sun et al. (2004), Hyvönen et al. (2003) and Olsson et al. (2004) boosted the intake pressure using either super-

or turbochargers and were able to increase the upper load attainable from HCCI engines. By increasing the

intake pressure it is still possible to operate under lean conditions and realize the associated benefits while

attaining higher loads. Olsson et al. (2004) were able to reach an Indicated Mean Effective Pressure2 (IMEP)

as high as 17bar by increasing the intake pressure (compared to the naturally aspirated maximum IMEP of

approximately 5bar). The drawback to this method is the higher pumping losses due to the increased exhaust

pressure required to drive turbocharger. As the exhaust temperature is low during HCCI operation, it is

necessary to increase the exhaust back pressure to increase the turbo efficiency. Increasing the exhaust pressure

decreases the thermal efficiency as more work must be done to expel the exhaust gases. By using a turbocharger

specifically designed for HCCI or variable turbine geometry, some of these losses can be reduced.

Similarly, the initial pressure can be used to extend the lower HCCI load limit. In their optimization study,

Martinez-Frias et al. (2001) found that operation at lower loads was possible by decreasing the mixture pressure

and increasing the equivalence ratio.

EGR

The effect of EGR on the combustion process is multifold and was investigated by Zhao et al. (2001) using

a numerical investigation in which various properties of both the fresh and EGR mixture were modified. Zhao

et al. describe the effects of EGR as follows:

Charge Heating When sufficiently hot exhaust gases are used they increase the temperature of the fuel/air

mixture. This is has the same effects on the ignition timing and combustion duration as intake air heating,

with the difference that an external heater is not required. By recovering some of the thermal energy from

the hot exhaust gases, the efficiency of the engine is improved. The charge heating effect holds the most

potential for ignition control using EGR.

2IMEP is a measure of the engine output, which is independent of the engine displacement. This makes it possible to compare
engines of the same type, but of different displacements. For example, if two SI engines, of different displacements, are both
operating at full load, they will both have an IMEP in the area of 12bar.

11



CHAPTER 2: LITERATURE REVIEW

Thermal Effect EGR introduces H2O and CO2 to the fresh fuel/air mixture, increasing the specific heat of

the mixture. It has been noted both experimentally (Atkins 2004) and numerically (Zhao et al. 2001), that an

increase in isothermal EGR (greater EGR fraction, but no change in the mixture temperature) will retard the

ignition timing. This investigation has found that the increase in specific heat capacity slows the temperature

increase during the slow chemical activity preceding ignition, hence retarding the ignition (see section 5.3.4).

Dilution Effect EGR replaces oxygen with chemical species that are inert during the low temperature com-

pression and ignition processes. This leads to reduced chemical activity and retarded ignition timing.

Chemical Effect Some of the EGR components (i.e. H2O, CO, CO2) can dissociate and become chemically

active, leading to an advancement of the ignition timing. In general, the temperatures seen during compression

are too low for this effect to have implications on the ignition timing, though the additional active chemical

species decrease the combustion duration.

Through their simulation study, Zhao et al. (2001) found that the ignition timing is predominantly effected by

the charge heating and thermal effects, and less sensitive to the chemical and dilution effects. The combustion

duration is most affected by the charge heating effect, but the chemical, dilution and thermal effects are also

important. The thermal and dilution effects both increase the combustion duration. The former due the higher

specific heat capacity requiring more energy to increase the temperature of the mixture (and hence accelerate

the combustion process), and the later due to the higher inert gas fractions decreasing the concentration of

active species.

EGR can be introduced in the cylinder in two different ways. It can be routed from the exhaust manifold to

the intake manifold and then drawn into the cylinder with the fresh charge, a process termed external EGR.

Alternatively, it can be retained in cylinder by either closing the exhaust valve early and not expelling all of

the exhaust gases, or the exhaust valve can be closed late (i.e. during the intake stroke) and some of the

exhaust gases drawn back into the cylinder from the exhaust manifold. Increasing the EGR fraction through

such methods is referred to as internal EGR. Internal EGR has the advantage that it is subjected to less heat

transfer, resulting in a higher capacity for charge heating than external EGR. A Variable Valve Train (VVT) is

one method by which the fraction of internal EGR can be varied at different engine operating points. External

EGR requires less modifications to a conventional engine as it generally involves routing some of the exhaust

gases through a control valve back to the intake manifold. External EGR is widely employed on SI engines to

control NOx emissions, but the VVTs required for internal EGR are not commercially produced.

Chen et al. (2003) use an experimental VVT system to vary the internal EGR fraction and thereby control the

ignition timing. Increases in the internal EGR fraction advanced the ignition timing due to the higher mixture

temperatures. They found that for a given engine speed and equivalence ratio, there existed a minimum required

amount of internal EGR below which ignition will not occur, as the charge was not hot enough.
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Modeling of the HCCI Cycle

Modeling of the HCCI cycle requires coupling a thermodynamic model, which describes the conservation of

energy, with some means of describing the energy released by the combustion process, generally using either

chemical kinetics (to describe the change in mixture composition) or empirical relationships. The thermody-

namic model is used to describe the thermodynamic state (i.e. temperature, pressure, and composition) of the

mixture. The spatial variation of the thermodynamic state of the mixture, is represented using one or more

thermodynamic zones.

The ignition and combustion processes can be represented using a set of chemical reactions, known as chemical

kinetic mechanisms, to describe the change in mixture composition as a function of time. This knowledge of the

mixture composition is used by the thermodynamic model to describe the temperature and pressure changes

during the combustion process. The combination of a thermodynamic model with a chemical kinetic mechanism

is referred to as a thermokinetic model.

Rather than using chemical kinetic mechanisms, simple empirical equations can be used to describe the

exothermicity of the combustion event as a function of time, based on experimental measurements. The following

discussion will first focus on the different methods of modeling the combustion process, and then on the different

types of thermodynamic models.

Modeling of the Combustion Process

The combustion process in an HCCI engine is very similar to the autoignition and combustion of end gases

in SI engine knock (Eng 2003) as the thermokinetic process is fundamentally the same: a homogeneous fuel/air

mixture is compressed, increasing the temperature and pressure until it autoignites. Therefore, much of the

research carried out to describe the phenomena of knock is directly applicable to the autoignition process in an

HCCI engine. Sets of chemical reactions referred to as chemical kinetic mechanisms, have been developed to

describe these ignition and combustion processes. These mechanisms can range from relatively simple skeletal

mechanisms consisting on the order of 100 reactions (for example, Zheng et al. (2002)), to detailed mechanisms

consisting of several thousand reactions (for example, Slavinskaya & Haidn (2003)). Through the use of these

mechanisms it is possible to describe the changing mixture composition and hence exothermicity (i.e. energy

release).

Experimental combustion data can be used, generally in the form of a pressure trace, to develop a relation-

ship describing the exothermicity of the combustion process. Rather than describing the chemical reactions

responsible for the exothermicity, these empirical relationships describe the exothermicity as a function of time.

The historical development and use of both the chemical kinetic and empirical methods are described in greater

detail below.
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Chemical Kinetics

Chemical kinetic mechanisms used to describe the autoignition process in an HCCI engine are typically

based on prior SI knock investigations. Two distinct approaches to the development of kinetic mechanisms

exist: a detailed approach in which many fundamental reaction steps are considered; or a skeletal approach

in which only the relevant reactions (for the conditions being considered) are accounted for. Detailed kinetic

mechanisms are valid over wide ranges of thermodynamic states, but results in large numbers of differential

equations requiring simultaneous solution. If a detailed mechanism contains all the relevant reactions describing

the chemical process, it can be used for extrapolative purposes. Extrapolative investigations are those in which

a model is being used for predictive purposes for conditions outside of the region in which it was validated.

When only qualitative results or many simulations are required, such as for control system development, smaller

and less computationally expensive mechanisms are desired. As control system development is the focus of this

investigation, only the smaller, skeletal mechanisms are discussed in detail. Interested readers are referred to

Curran et al. (1998) and (2002) as starting points for detailed kinetic mechanisms for n-heptane and iso-octane,

respectively, or Westbrook (2000) for a review of the topic.

One of the skeletal mechanisms describing the phenomenological ignition kinetics of hydrocarbon/air mixtures

is that of Halstead et al. (1977) and is commonly referred to as the “Shell Model”, as the research was carried out

at Shell Research Limited. Reaction rate coefficients were fit to a general, non-fuel specific mechanism based

on experimental ignition delay measurements. Using this technique, it was possible to predict the ignition

timing as well as various ignition phenomena such as two stage ignition (these phenomena will be discussed in

further detail in section 3.4.2). Halstead et al. commented on the existence of a degenerate chain branching

mechanism, a mechanism in which chain branching occurs, but at a relatively slow rate3. It should be noted that

the presence of degenerate chain branching in hydrocarbon oxidation was first discussed by Semenov (1935).

Benson (1981) described the ignition process using fundamental reactions as well, but did not determine

the reaction rate parameters by fitting them to experimental ignition delays. Rather, Benson used published

values or theoretical estimates. Hu & Keck (1987), using the mechanism presented by Benson, were able

to predict the ignition delay and noted that the rate of the isomerization of the hydroperoxy radical was

what defined the different induction periods for different fuels. Using empirical ignition delay data, they

predicted the isomerization reaction rate parameters for different fuels. Li et al. (1992) and (1996) found, using

this mechanism, that the fuel consumption was too high (nearly 100% vs. the 50% consumption measured

experimentally for the given conditions) and that the exothermicity was too low, when compared to experimental

investigations. By extending the model to include CO formation mechanisms, they were able to improve the

3Chain branching reactions are those in which the number of radicals produced by the reaction is greater than the number of
radicals consumed by the reaction. This net increase in the number of radicals accelerates the chemical kinetic behavior as the
radicals are much more reactive than their chemically stable counterparts. See section 3.4.2 for a further discussion of this topic.
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exothermicity and fuel consumption agreement. Using Li et al.’s (1992) version of the Hu & Keck mechanism for

the ignition process, Zheng et al. (2001) and (2002) formed a skeletal mechanism describing the autoignition and

oxidation of PRFs. In order to describe the post-ignition large molecule decomposition and high temperature

chemistry, they used the general alkane mechanism presented by Griffiths et al. (1994). In general, the higher

temperature oxidation is independent of the initial fuel as alkanes decompose into the same smaller molecules

after ignition. Zheng et al. (2002) represented the PRF blend as a single molecule, with it’s own associated rate

parameters. Subsequent changes of the fuel blend required that a new set of rate parameters be determined

for the fuel specific reactions. Tanaka et al. (2003) also developed a reduced mechanism for the HCCI ignition

and oxidation of PRF’s, in which the chemistry of both fuels is included separately, allowing arbitrary PRF

blends to be modeled. Tanaka et al. used global reactions to convert the intermediate species produced during

ignition into combustion products (i.e. CO, H2O, CO2). (Global reactions effectively describe several reactions

with only one reaction. While global reactions have the advantage of reducing the mechanism size, they are

only suited to conditions for which they were derived, and are not well suited to extrapolative purposes.)

While the preceding discussion has focussed on phenomenological skeletal kinetic mechanisms, it is also

possible to use reduced skeletal kinetic mechanisms. Figure 2.1 illustrates the difference between these two

methods of developing skeletal mechanisms. In the phenomenological mechanisms, reactions deemed to be

important are added until the mechanism adequately describes the process (in this case HCCI autoignition).

In the case of reduced mechanisms, reactions are progressively removed until a smaller mechanism, still capable

of describing the desired process, is formed.

In general, there are three methods by which a mechanism can be reduced. A sensitivity analysis can be used

to determine the sensitivity of a control variable, such as ignition delay, to various system parameters, such as

species concentrations or reaction rates. Reactions or species not influencing the control variable are removed.

Similarly, a reaction-flow analysis determines which reactions paths are important, and which can be removed.

A quasi steady state approximation is used to combine several reactions if there are intermediate species with

short life times (i.e. they are consumed as soon as they are formed). An example of such a reduction is that

of an n-heptane mechanism by Soyhan et al. (2002), in which the mechanism was reduced from 510 reactions

and 74 species to 16 global reactions and 19 species. Using the reduced mechanism, they were able to predict

the ignition timing to within 3 Crank Angle Degrees (CAD) of the ignition timing determined using the full

mechanism. Similar to global reactions, reduced mechanisms are only valid for the conditions considered in the

reduction analysis.

Empirical Methods

Rather than determining the temporal variation of specie concentrations to predict the exothermicity, it is

also possible to describe the exothermicity as energy added to the system. This is done by specifying the
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Figure 2.1: A comparison of the phenomenological and reduction methods for forming skeletal kinetic mecha-
nisms.

shape of the mass fraction burned curve, a practice often used for SI engine modeling. The most common

approximation of the mass fraction burned curve is that using the Vibe (1970) function

x(θ) =
mburned

mtotal
= 1− exp

(
−6.908

(
θ − θign

∆θcomb

)m+1
)

(2.2)

where x is the mass fraction burned, θ is the instantaneous crank angle, θign is the ignition crank angle, ∆θcomb

is the combustion duration in degrees crank angle, and m is a parameter governing the shape of the mass

fraction burned curve.

The parameter m is usually determined from experimental investigations, which limits the extrapolative

ability of the model. The major difficulty in implementing the Vibe function for HCCI combustion, is the

lack of any mechanism by which the ignition timing can be predicted. When equation 2.2 is used for SI

engine modeling, ∆θcomb is approximately constant, and θign is specified by the spark timing. These values

are generally not well know before combustion takes place in an HCCI engine. If the dependance of the Vibe

equation parameters on various engine parameters is well known, it is possible to use the Vibe function for

qualitative investigations (Bulaty & Glanzmann 1984).

An alternative empirical method of representing the HCCI combustion process was presented by Najt & Foster

(1983), where the ignition timing is predicted using a set of four reactions from the Shell Model (Halstead et al.

(1977)), and the exothermicity by an Average Energy Release Rate (AERR) . The AERR was based on the

oxidation kinetics of CO to CO2 and an experimentally determined coefficient. Using these two models, Najt

& Foster were able to investigate the effect of various engine parameters on the ignition timing and combustion

duration.
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Thermodynamic Models

The different chemical kinetic mechanisms discussed above describe the variation of the specie concentra-

tions, while a thermodynamic model describes the relationship between the mixture temperature, pressure, and

composition. The control mass (i.e. the mixture within the combustion chamber) can be approximated with

variable volume systems using either single- or multi-zone models, or Computational Fluid Dynamics (CFD)

codes. The difference between these three different types of models is the accuracy with which the spatial vari-

ation of the thermodynamic state is represented. Furthermore, each of the different types of thermodynamic

models describe processes such as heat transfer differently.

Single Zone

Single zone models assume that the thermodynamic state of the mixture is uniform throughout the combustion

chamber. No spatial variations in the temperature, pressure, or mixture composition (for example equivalence

ratio or EGR) are considered. The in-cylinder fluid motion is neglected and empirical correlations based on

engine parameters, such as that by Woschni (1967) are used to approximate the heat transfer process.

Such a thermodynamic model was used by Aceves et al. (1999) along with a kinetic mechanism for natural gas

to investigate the effect of compression ratio on HCCI combustion. Using this model, they found that the single

zone approximation was not capable of predicting combustion durations, peak pressures, and CO and uHC

emissions as they were all affected by the lower temperatures within the boundary layer regions, which were

not modeled. The combustion duration was under predicted by the model because, contrary to the one zone

assumption, the entire mixture does not ignite and combust concurrently. Rather, different regions throughout

the mixture have different temperatures and compositions, leading to slightly different ignition times. The

mixture within the boundary layer regions will ignite later due to the lower temperatures, thus extending the

combustion duration. The lower temperatures within the boundary layers are also the mechanism responsible

for the incomplete combustion, seen as CO and uHC emissions. By not accounting for the lower temperature

regions within the boundary layers, the single zone model also assumes that all of the fuel reacts. As this is not

the case and some of the fuel within the cooler regions does not react, the peak pressure and temperature are

over-predicted by single zone models. Despite these issues, the single zone model is able to predict the effects

of various engine parameters on the ignition timing (Aceves et al. 1999).

Zhao et al. (2001) used a single zone model to thoroughly investigate the effects of EGR in an HCCI engine.

In such an investigation the qualitative trends are more relevant than quantitative values and the ability to carry

out a multitude of simulations quickly is desired. Much of Zhao et al.’s (2001) investigation was carried out

numerically and could not have been done experimentally, as the composition of EGR was altered to investigate

various chemical and thermodynamic effects. Single zone models are generally used when the application

requires approximate or qualitative predictions, or to reduce computational requirements. While single zone
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models do not provide precise, quantitative values, they are an effective tool to further the understanding of

HCCI ignition.

Multi-Zone

To improve the ability of the thermodynamic model to predict the HCCI combustion process, the combustion

chamber can be divided into multiple thermodynamic zones, each with it’s own thermodynamic state. Fiveland

& Assanis (2001) created a two zone model which divided the combustion chamber into an adiabatic core

volume and an outer boundary layer region. The boundary layer thickness was determined based on in-cylinder

fluid motion measurements and used to determine the mass of the mixture trapped within the boundary layer.

This mass affects the peak pressure, combustion duration, and CO and uHC emissions. The temperature

profile through the boundary layer was used to determine the conductive heat transfer, while the convective

heat transfer was determined using turbulence models. Using this two zone model with detailed chemical

kinetic mechanisms, Fiveland & Assanis were able to predict the ignition timing as well as peak pressures and

combustion durations.

Flowers et al. (2003) investigated the effects of the number of zones on the simulation accuracy by com-

paring the simulation results with experimental results. Simulations with 10, 20, and 40 zones were used to

discretize the temperature distribution throughout the combustion chamber, which was determined using a

CFD software package. The CFD and chemical kinetic models were uncoupled and the CFD analysis was used

only to determine the temperature distribution during compression. This temperature distribution was then

used to determine the geometry of the zones used in the multizone simulation. Using this multi-zone model,

accurate predictions of the peak pressure and burn durations were possible with 10 zones (to within 1.4% of the

experimental peak pressure and 21% of the experimental combustion duration). No significant improvements

where obtained by using more than ten zones. Even when 40 zones were used, the CO emissions were still under

predicted by 84%, likely due the lower temperature regions (i.e. crevice and boundary layer regions) not being

discretized finely enough.

CFD

By coupling a detailed kinetic mechanism with a CFD package, Kong & Reitz (2003) were able predict the

CO and uHC emissions in a direct injected HCCI engine. More importantly, the use of CFD allows the physical

mechanism by which the CO and uHC are formed to be investigated. The CFD simulation verified that the

CO and uHC emissions are largely due to the lower temperatures within the crevice regions. The advantage

of using a CFD model over a multi-zone model is that the temperature and species concentration distributions

throughout the cylinder do not have to be estimated and can be finely discretized in the crevice and boundary

layer regions. These distributions are determined based on engine geometry and operating conditions. By
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using CFD, the effects of fluid motion are also included and can be used to accurately predict the convective

heat transfer. The disadvantage of coupling the many discrete zones of a CFD model with a chemical kinetic

mechanism, is that it leads to high computational requirements.

Summary

The HCCI cycle is a modified version of the SI cycle in which the mixture autoignites due to the high

compression temperatures and pressures. The combustion process in an HCCI engine differs considerably from

that of an SI engine since the mixture combusts uniformly throughout the chamber, rather than by a flame

propagating through the cylinder. This uniform combustion process results in high rates of pressure rise and

possible engine damage unless the fuel/air mixture is diluted using either excess air or EGR. Because the

mixture is diluted, the HCCI engine has a lower power density (i.e. useful power/engine mass) and will likely

be implemented in a combined HCCI/SI configuration. One advantage of the diluted mixture is that the

combustion temperature is reduced, resulting in lower NOx emissions and heat transfer to the cylinder walls.

Furthermore, because the engine can be operated under lean conditions, the thermal efficiency is also increased.

Numerous engine parameters affect the operation of the HCCI engine as they influence the ignition timing

and combustion duration:

Octane Number The octane number is a measure of a fuel’s autoignition properties. As the octane number

is increased, the likelihood of a fuel autoigniting also increases. Thus, by varying the octane number, it is

possible to control the ignition timing. The octane number can also be used to extend the load range of the

HCCI engine.

Initial Temperature The initial temperature of the mixture affects the rate of the chemical reactions, there-

fore influencing both the ignition timing and combustion duration. As the temperature is increased, the

kinetic rate is also increased, advancing the ignition timing and reducing the combustion duration. It is

difficult to use an intake air heater to vary the initial temperature as the sole control mechanism because

there is considerable lag between changes in the heater output and the in-cylinder mixture temperature.

Engine Speed The engine speed is not a control mechanism as such, but does it does have implications on

the ignition process. Changing the engine speed changes the time (in seconds) during which the autoignition

process can take place.

Compression Ratio The compression ratio affects the end of compression temperature and pressure, and

hence autoignition timing. Implementations of variable compression ratio strategies found that the response

of the ignition timing is limited by the rate at which the compression ratio can be changed.
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Equivalence Ratio The equivalence ratio is a measure of the relative fuel air quantities. Variations in the

equivalence ratio have been used to control the engine load, while other parameters such as the EGR rate,

were used to maintain a constant ignition timing.

Initial Pressure The initial mixture pressure influences the mixture concentration and hence the likelihood

of the fuel molecules reacting with the oxygen molecules. Higher pressures advance the ignition timing, while

lower pressure retard it. The initial pressure has been used to extend the HCCI load range by throttling to

achieve lower loads, and by turbo- or supercharging to achieve higher loads.

EGR Recirculated exhaust gases affect the combustion process by: changing the initial temperature and

specific heat of the mixture, introducing chemically active species (CO, CO2, and H2O), and diluting the

fuel/air mixture. The most dominant of these effects is that of changing the initial mixture temperature (the

charge heating effect).

Modeling of the HCCI cycle is accomplished by coupling a thermodynamic model with either a chemical kinetic

mechanism, or empirical relationships to describe the combustion process. When a chemical kinetic mechanism

is used, the model is termed a thermokinetic model. Chemical kinetic mechanisms can range from small skeletal

mechanisms (either phenomenological or reduced), to large detailed mechanisms. Detailed mechanisms are

computationally expensive but may be used for extrapolative purposes, while skeletal mechanisms have lower

computational requirements but are limited to applications for which they were developed. Chemical kinetic

mechanisms describe the underlying physical process of ignition and can be used for extrapolative investigations.

Empirical relationships rely on correlations from experimental measurements to describe the combustion process

and are therefore not well suited to extrapolative investigations.

Thermodynamic models can represent the combustion chamber as a single spatially uniform zone, or it can

be discretized to describe spatial variations in the thermodynamic state. The single zone model is well suited

to determining the qualitative effects of engine parameters on the ignition timing, but not the subsequent com-

bustion process (i.e. the peak pressure and temperature, combustion duration, and exhaust gas composition).

In order to more accurately model the high temperature combustion process, further spatial discretization of

the combustion chamber is required to account for the effects of the cooler boundary layer regions. The use

of CFD models coupled with chemical kinetic mechanisms, while computationally expensive, allows accurate

investigations to be made. By using a multi-zone thermodynamic approximation of the system, a compromise

between computational requirements and accuracy can be reached.
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Background Theory

Introduction

Before developing an engine model to predict engine operation and performance, it is useful to understand

the physical processes taking place within the cylinder. Generally, the aim of the model is to characterize the

thermodynamic state within the cylinder by determining the mixture temperature, pressure, and composition.

These parameters are inter-dependant and are affected by processes such as piston motion, heat transfer, and

combustion. Energy can be added through heat transfer with the cylinder walls, the combustion process, or

work can be done by the system through expansion of the hot combustion gases.

This chapter discusses the details of the thermokinetic model developed in this thesis. A first law (conservation

of energy) analysis, in which the different energy sources and sinks are considered, is used to derive an equation

describing the thermodynamic state of the cylinder contents. This requires knowledge of the thermodynamic

properties of the mixture, which in some cases are not known and must be estimated using additivity rules

based on statistical thermodynamics. These properties are presented in a manner that is efficient for numerical

solutions.

The exothermicity and compositional changes due to combustion are also considered. Given a chemical

kinetic mechanism, the temporal variation of the mixture composition is determined, by accounting for the

effects of temperature and pressure on the reaction rates. A chemical kinetic mechanism was developed by

combining existing sub-mechanisms for hydrocarbon ignition and combustion. The resulting mechanism can

be for arbitrary PRF blends without having to calculate new reaction parameters for each fuel blend. The

mechanism describes low temperature ignition phenomena, such as induction periods, multistage ignition and

negative temperature coefficient regions, as well as the high temperature processes such as CO oxidation.

Thermodynamic Modeling

Thermodynamic models of internal combustion engines can range in complexity from a simple single zone

model with the assumption of uniform thermodynamic state throughout the cylinder, to multidimensional CFD

models used to predict the fluid motion and heat and mass transport. In this investigation, a single zone

approximation was chosen for several reasons. It is well suited to determining the qualitative effects of engine
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parameters on the ignition timing in an HCCI engine, despite the limitations discussed in chapter 2. The

nature of the HCCI cycle lends itself well to this type of model, as the fuel/air mixture can be assumed to

be uniform and to combust concurrently at multiple points and that the thermodynamic state of the mixture

changes uniformly with respect to time. This is in contrast to SI and Diesel engines in which, at any time

during combustion, there is both a fresh fuel/air mixture component and an burned gas component. The

one zone approximation neglects fluid motion and mass transfer and assumes a constant thermodynamic state

throughout the cylinder, reducing the computational requirements and development time of the model.

Only the high pressure phases of the HCCI cycle, from Intake Valve Closing (IVC) to Exhaust Valve Opening

(EVO) are considered in this investigation. This includes the compression, ignition, combustion and expansion

phases of the cycle. For this system, a differential equation describing the mixture temperature of the single

zone is developed based on a first law analysis for a constant mass system.

Energy Balance

The single zone model used to describe the system is shown in Figure 3.1. The control volume, denoted by

the dashed lines, is subject to the following assumptions:

1. The thermodynamic state is uniform throughout the control volume. Spatial variations in temperature,

pressure, or mixture composition are not considered.

2. The mass of the system is constant, none of mixture can enter or leave the control boundaries. This implies

that blow-by of the mixture past gaps in the cylinder rings is neglected.

3. All species in the mixture are in the gas phase and can be treated as ideal gases.

Using these assumptions, the change in internal energy, dU
dt , can be described using

dU

dt
=

dQHT

dt
− Ẇboundary (3.1)

where dQHT
dt is the rate at which energy is added to the system through heat transfer with the cylinder wall

and, Wboundary is the boundary (or expansion) work being done by the control volume on the moving piston.

The determination of each of these three terms are discussed in detail below.

Heat Transfer

The heat transfer process during the compression stroke in an HCCI engine is the same as that in an SI or

Diesel engine. The majority of heat transfer is through the convective mode to due to fluid motion relative

to the cylinder walls. This can be approximated using a form of the Reynolds Flow Analogy (Borman &
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Figure 3.1: Control volume used in the one zone model. The thermodynamic state is assumed to be constant
throughout the entire volume.

Nishiwaki 1987):

Nu = aRebPrc (3.2)

hL

kf
= a

(
ρV L

µ

)b ( ν

α

)c

where Nu is the Nusselt number, Re is the Reynolds number, and Pr is the Prandtl number. Equation 3.2

can be rearranged to solve for h, the convective heat transfer coefficient, based on the fluid properties (kf ,

thermal conductivity; ρ, density; µ, dynamic viscosity; ν, kinematic viscosity; α, thermal diffusivity) and the

characteristic length and fluid velocities of the system, L and V , respectively. The coefficients a, b, and c are

determined from empirical investigations.

The definition of the characteristic length and velocities depends how detailed an investigation was used to

determine the empirical constants. Examples of characteristic lengths are the cylinder bore (Woschni 1967) or

the macro scale of in-cylinder turbulence (Assanis & Heywood 1986), and the mean piston velocity or turbulent

fluid velocity for characteristic velocities. Indeed, the level of accuracy of the heat transfer correlation used

depends largely on the knowledge of the in cylinder fluid motion. The reader is referenced to Borman &

Nishiwaki (1987) for a more complete discussion of engine heat transfer correlations.

As knowledge of the in-cylinder fluid motion for this investigation was very limited, the Woschni (1967) heat

transfer correlation was used. The characteristic length and velocity are defined as the bore diameter and mean

piston speed, respectively. The Woschni heat transfer correlation is based on a form of the Reynolds Flow
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Analogy specific to turbulent flow in which the coefficients are determined from experimental measurements of

the heat transfer in a Diesel engine. Woschni assumes the following form of equation 3.2:

Nu = CRem (3.3)

where C and m are experimentally determined coefficients. By defining the thermal conductivity, density,

and viscosities in terms of the mixture temperature and pressure Woschni (1967) was able to determine the

convective heat transfer coefficient, h, from equation 3.3 to be:

h = C
(
dm−1PmwmT 0.75−1.62m

)
(3.4)

For turbulent flow, m is arbitrarily set to 0.8 and the constant C is used to characterize the fluid velocity, w, for

the different phases of the cycle (i.e. compression, combustion, expansion, gas exchange). Woschni has defined

the characteristic fluid velocity as follows:

w = C1Sp + C2
VdTr

PrVr
(P − Pm) (3.5)

Where Sp is the mean piston speed, Vd is the displaced volume of the engine, Tr, Pr, and Vr are the reference

mixture temperature pressure, and volume, respectively (at IVC for example), and (P − Pm) is the increase in

pressure due to combustion. The second term is the contribution to the fluid motion due to the change in fluid

density during combustion. The coefficients C1, and C2 are defined as follows:





C1 = 6.18, C2 = 0 For gas exchange

C1 = 2.28, C2 = 0 For compression stroke

C1 = 2.28, C2 = 3.24× 10−3 For combustion and expansion

(3.6)

Since only a closed system is considered in this investigation, the heat transfer during the gas exchange process

is not relevant. The influence of the density change on the fluid motion is not considered as the density of the

mixture is assumed to change uniformly. Without a density gradient in the mixture, there is not any additional

fluid movement due to the combustion process. The original empirical measurements were taken from a Diesel

engine (Woschni 1967), which has much higher radiative heat transfer components and is accounted for in C2.

As both the high radiation heat transfer and combustion induced fluid motion are not present in the HCCI

cycle (Assanis & Heywood 1986), C2 was set to zero in the thermokinetic model.
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Boundary Work

Energy can be both added to the system or converted to useful work through the compression or expansion

of the control volume. During the compression stroke, the piston moves upwards, compressing the mixture and

increasing its temperature and pressure. During the expansion stroke, the hot combustion products expand and

push the piston down, providing useful work from the engine. The rate boundary work done by these processes

is described using:

Ẇboundary = P
dV

dt
(3.7)

where dV
dt is the rate of change of volume of the combustion chamber. The cylinder pressure, P , can be

determined using the ideal gas law:

P =
Nm ·Ru · Tm

V
(3.8)

where the subscript m refers to mixture properties, Ru is the universal gas constant, and V is the instantaneous

cylinder volume and is determined from the slider crank mechanism (Heywood 1988):

V = Vc


1 +

1
2

(CR− 1)


 l

rc
+ 1− cos θ −

((
l

rc

)2

− sin2 θ

) 1
2





 (3.9)

where Vc is the clearance volume, CR is the compression ratio, rc is the crank throw radius, l is the connecting

rod length, and θ is the crank angle relative to Top Dead Center (TDC).

Internal Energy

Changes in the internal energy are used to determine the effect of chemical reactions on the thermodynamic

state. As the reactions progress, converting the fresh air and fuel to combustion products, the composition and

the thermodynamic state also change. For example, consider an adiabatic and constant volume system (i.e.

dU
dt = 0, by equation 3.1), a change in the composition requires a change in temperature to maintain a constant

internal energy, as the internal energy is a function of both the mixture composition and temperature. By using

the assumptions outlined on page 22 the change in temperature is determined as follows.

The molar internal energy, Um, of a mixture is defined as:

Um =
∑

i

Niui (3.10)

where Ni is the number of moles of the ith specie, and ui is the molar specific internal energy of the ith specie.

The rate form of equation 3.10 is found by taking the derivative with respect to time using the chain rule:

dUm

dt
=

d

dt

(∑

i

Niūi

)
=

∑

i

dNi

dt
ūi +

∑

i

Ni
dūi

dt
(3.11)

25



CHAPTER 3: BACKGROUND THEORY

Combustion modeling is generally discussed in terms of enthalpy rather than internal energy, which are related

by:

ui = hi − Pv = hi −RuT (3.12)

Where hi is the specific molar enthalpy of the ith specie. Substituting equation 3.12 into 3.11 and differentiating

gives:
dUm

dt
=

∑

i

dNi

dt
hi −RuT

∑

i

dNi

dt
+

∑

i

Ni
dhi

dt
−Ru

dT

dt

∑

i

Ni (3.13)

which is further simplified through the definition of hi:

(
∂hi

∂T

)

p

= cp(T ) (3.14)

At each time step the pressure is assumed to remain constant, then

dhi

dt
=

dhi

dT

dT

dt
= cp,i

dT

dt
(3.15)

Combining equations 3.15 and 3.13 the differential form of the internal energy (in terms of enthalpy) is given

as:
dUm

dt
=

∑

i

dNi

dt
hi −RuT

∑ dNi

dt
+

dT

dt
(Nicp,i −NmixRu) (3.16)

Energy Balance - Revisited

The thermodynamic state of the system can be described by substituting equations 3.7 and 3.16 into equation

3.1
dT

dt
=
−P dV

dt + dQwall
dt −∑

i
dNi
dt hi + RT

∑
i

dNi
dt∑

i Nicp,i −NmixR
(3.17)

The temporal variation of the mixture composition , dNi
dt , and thermodynamic properties of each specie, hi and

cp,i, are needed to solve equation 3.17. The thermodynamic properties are determined from existing databases

of polynomial approximations, or estimated when existing data is not available. The mixture composition is

determined using chemical kinetics.

Thermodynamic Properties

Solution of the differential temperature through equation 3.17 requires the knowledge of both the specific heat

and the absolute enthalpy of each specie. Typically in combustion modeling the thermodynamic properties are

represented by a set of polynomials rather than being tabulated in look-up tables. The most common of these

polynomials are the “Old NASA Polynomials”, introduced by NASA (Mcbride et al. 1993). The thermodynamic
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properties of each specie are represented using two 7th order polynomials, one polynomial for temperatures

above 1000K and one for below 1000K. Two sets of coefficients are required due to the characteristic “knee”

of the specific heat (Burcat 1984). There are several compilations of these polynomials available, the most

comprehensive being the Burcat Database (Burcat 2001) which was used for the majority of the chemical

species in this investigation.

Given a set of NASA polynomials, the specific heat, absolute enthalpy, absolute entropy, and Gibbs energy

are determined as follows (Burcat 2001)

C◦
p

R
= a1 + a2T + a3T

2 + a4T
3 + a5T

4 (3.18)

H◦
T

RT
= a1 +

a2T

2
+

a3T
2

3
+

a4T
3

4
+

a5T
4

5
+

a6

T
(3.19)

S◦T
R

= a1 ln T + a2T +
a3T

2

2
+

a4T
3

3
+

a5T
4

4
+ a7 (3.20)

G◦
T

RT
=

H◦
T

RT
− S◦T

R
(3.21)

Where equation 3.19 represents the absolute enthalpy, which includes the enthalpy of formation:

Ho
T = ∆Ho

f,298K +
∫ T

298K
Co

pdT (3.22)

where ∆Ho
f,298 is the enthalpy of formation at 298K. It should be noted that the absolute enthalpy is not the

same as tabulated values which typically do not include the enthalpy of formation.

For some species, such as short lived radicals, existing thermodynamic data is not available and the properties

are estimated based on additivity rules and statistical thermodynamics.

Estimating the Specific Heat

Thermodynamic properties which are not available from tables or polynomial databases are estimated based

on additivity rules and statistical thermodynamics. Three sets of additivity rules, each of different orders, can

be used to predict the specific heat of a given chemical specie (Benson 1976, Benson & Buss 1958):

Additivity of Atomic Properties The simplest, zeroth order approximation states that the specific heat of

a compound can be estimated as being the sum of the specific heat of each of it’s composing atoms. This

implies that for a chemical reaction, the specific heat of the mixture will not change. As this is not the case,

this approximation is rarely used.

Additivity of Bond Properties This first order approximation states that each bond will have a charac-

teristic contribution to the specific heat of the compound. In practice, this method incurs large errors for

heavily branched molecules and provides no accommodation for isomers, both of which are important aspects

in combustion chemistry.
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Additivity of Group Properties This second order approximation states that the specific heat of a molecule

can be approximated as the sum of the contributions of each of its constituent groups. A group is defined as

a polyvalent atom bonded to one or more mono- or polyvalent atoms. This approximation takes into account

both which molecules are in the group, and how they are arranged.

The method of additivity of group properties was used in this investigation, as the former two methods do not

provide accurate enough estimates for combustion modeling.

The specific heat of a molecule can be estimated by considering the contribution of all it’s constituent groups.

Each group has a characteristic contribution that is tabulated for temperatures ranging from 300K to 1500K.

An example of using the Benson additivity rules to determine the specific heat of iso-octane is given in appendix

A.1.

If a molecule cannot be described using the available groups, statistical thermodynamics are used to estimate

the specific heat. In general, the specific heat of a molecule is attributed to molecular motion through rotation,

translation, and vibration. Rotational motion refers to the molecule rotating as a whole in space, and similarly

translational motion refers to the molecule moving through space in any one of three directions. Standard

approximations are used to determine the specific heat contributions of the rotational and translational motions:

Cv,trans =
3
2
R (3.23)

Cv,rot =





R For linear molecules

3
2R For non-linear molecules

(3.24)

Where Cv,trans is the specific heat contribution from translation, and Cv,rot is the contribution from rotation.

Vibrational motion is more complex and is composed of the motions of the separate atoms within a molecule

relative to each other. There are five fundamental types of vibration:

Internal Rotation The free rotation of one or more atoms about a single bond.

Torsion Similar to internal rotation except it involves a double bond which inhibits the free rotation.

Bending The change in the relative angle between two bonds in a molecule.

Group Movement of Atoms Similar to bending except that the motion now involves two or more atoms

moving, rather than just one moving relative to the other. This motion is further classified depending how

the atoms move relative to each other and the rest of the molecule. For example, two atoms could twist or

shift.

Stretch The bonds within a molecule expand and contract causing motion of one ore more atoms relative to

each other.
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The contributions of each of these internal motions to the specific heat of the molecule are defined by the

frequency of the vibration.

Radicals

Estimating the properties of radicals poses a unique problem in that radicals contain groups for which

contributions are not tabulated. It is assumed that the specific heat of a radical R· can be estimated by

determining the specific heat of the parent molecule, RH, and then compensating for the effects of the hydrogen

abstraction:

Cp(R·) = Cp(RH) + δCp (3.25)

Where the correction δCp is the change in specific heat due to changes in the internal rotation and fundamental

vibrations:

δCp = δCp,int.rot. + δCp,vib. (3.26)

Values for δCp,vib. are determined by considering the vibrational modes due to the abstracted H atom, using

the techniques discussed above. The rotational contribution, δCp,int.rot. is calculated based on the symmetry of

the molecule.

Using the above techniques to estimate thermodynamic properties is simplified by using existing software

packages, some of which also provide the properties in the form of NASA polynomials. Among these is the

National Institute of Standards and Technology’s (NIST) on-line implementation (Stein & Brown 2003), which

requires a sketch of the molecule and determines the specific heat from T = 300 to T ∼ 1000K. It also

provides the absolute entropy and enthalpy at 298K, but not the NASA polynomials. Other packages such

as THERGAS (Muller et al. 1995) and THERM (Ritter & Bozzelli 1991) also extrapolate the specific heat to

5000K and evaluate a set of NASA polynomials.

Determination of NASA Polynomials

The NIST program is used in this investigation to determine the specific heats, which were subsequently

extrapolated and fit to the NASA polynomials. Several methods exist to extrapolate relatively few low tem-

perature specific heat values to the higher temperatures required for combustion modeling. The Harmonic

Oscillator Equation (HOE) presented by (Ritter & Bozzelli 1991) takes into account statistical thermodynam-

ics to predict the specific heat at higher temperatures. This is the more accurate method when only a few low

temperature specific heat values are known. If sufficient low temperature points are known it is simpler to use

the Wilhoit polynomials to extrapolate to higher temperatures (Burcat 1984). The Wilhoit polynomial is fitted

to the known low temperature points using a least squares regression, while the high temperature properties
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are predicted using the theoretical high temperature specific heat, Cp(∞), and a parameter, B, describing how

fast the limit is approached:

Cp(T ) = Cp(0) + [Cp(∞)− Cp(0)] y2

[
1 + (y − 1)

n∑

i=0

aiy
i

]
(3.27)

where:

y =
T

T + B
(3.28)

Cp(0) =





7
2R For linear molecules

4R For non-linear molecules
(3.29)

Cp(∞) =





3N−3
2 R For linear molecules

3N−2
2 R For non-linear molecules

(3.30)

The values of B depend on the molecule for which the extrapolation is being done. In general it ranges from

300-1000K, with larger molecules having values in the range of 300-500K.

Once the specific heats are known for the full temperature range, the NASA polynomial coefficients (for

equations 3.18-3.20) are determined. A least squares fit of the specific heat values to equation 3.18 is used to

determine a1 → a5. The coefficients a6 and a7 are determined by solving equations 3.19 and 3.20, respectively

with known enthalpy and entropy values (from NIST) as follows:

a6 =
H◦

T

R
−

(
5∑

i=1

ai
T i

i

)
(3.31)

a7 =
S◦T
R
−

(
a1 ln T +

5∑

i=2

ai
T i

i− 1

)
(3.32)

Recall that there are two sets of coefficients to improve the fit of the polynomials over the full temperature

range. The polynomials are split at T = 1000K and the coefficients are determined such that each polynomial

returns the same value at 1000K.

Chemical Kinetics

The change in the composition of the mixture with respect to time, dNi
dt , is described using a chemical kinetic

mechanism. The following discussion first focusses on the solution methodology for a given chemical kinetic

mechanism, while the chemical kinetic mechanism itself will be discussed in section 3.4.2. Only topics directly

relevant to this investigation are discussed and the interested reader is referred to Gardiner & Burcat (1984) or

Côme (2001) for a more comprehensive discussion of chemical kinetics.
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Kinetic Modeling

Given a set of J elementary1 reactions describing the chemical processes involving I species, the concentration

of each specie in a constant mass system is determined using the Law of Mass action:

d[Mi]
dt

=
J∑

j=1

[
(
ν ′′i,j − ν ′i,j

)
kf,j

I∏

i=1

[Mi]
ν′i,j

]
(3.33)

where [Mi] is the concentration of the ith specie, d[Mi]
dt is the rate of change of the concentration of the ith specie,

ν ′′i,j is the stoichiometric coefficient of the ith specie on the product side of the jth chemical reaction, and ν ′i,j

is the stoichiometric coefficient of the ith specie on the reactant side of the jth chemical reaction. The forward

reaction rate constant of the jth reaction, kf,j is defined by:

k = ATn exp
(−Ea

RT

)
(3.34)

Where A is the pre-exponential constant, Ea is the activation energy, and the exponent n = 0 for Arrhenius

behavior.

The change in molar composition can be related to the change in concentration as follows:

d

dt

(
Ni

V

)
=

d[Mi]
dt

(3.35)

then

dNi

dt
= V

d[Mi]
dt

+ [Mi]
dV

dt
(3.36)

As an example of the application of the law of mass action, consider the arbitrary, elementary reaction:

aA+bB
kf
⇀↽
kb

cC+dD (3.37)

Where a, b, c, and d are the stoichiometric coefficients of the chemical species A, B, C, and D. In equation 3.37

both a forward and a reverse rate constant are specified, as the reaction can occur in either direction. The rate

of change of the concentration of A can be described using equation 3.33 as follows:

d[A]
dt

= (0− a)kf [A]a[B]b + (a− 0)kb[C]c[D]d (3.38)

1An elementary reaction is one which describes an individual molecular event. For example, reaction 1 in Table 3.2 is an elemen-
tary reaction, while the general combustion equation given in equation 3.60 is an overall reaction describing multiple elementary
reactions.
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The first term on the right hand side describes the consumption of A by the forward reaction, while the second

term describes the formation of A by the reverse reaction. If more than one reaction affects A, equation 3.33

would be applied to the other reactions as well.

Equilibrium

It is often difficult to measure the reverse rate constant, kb and instead it is determined using the equilibrium

constant. The forward and reverse reaction rate constants for an elementary reaction are related through the

equilibrium constant by:

Kc =
kf

kb
(3.39)

Where the subscript c denotes that the equilibrium constant is based on concentrations, as opposed to Kp which

is based on the partial pressures of the species. The two forms are related using:

Kc = RT−∆νKp (3.40)

where ∆ν is the change in number of moles from reactants to products.

The condition that must be satisfied for equilibrium is the minimization of Gibbs Free Energy, or

(dG)T,P = 0 (3.41)

As the Gibbs free energy is an intrinsic property and can be determined for each specie, it is then possible to

determine the equilibrium constant for a reaction by ensuring that equation 3.41 is satisfied. For an arbitrary

reaction, the equilibrium constant can is defined as:

Kp = e
−∆G
RT (3.42)

or by equation 3.40,

Kc = RT−∆νe
−∆G
RT (3.43)

In terms of the NASA polynomials, this is given as (Burcat 2001):

Kc = RT−∆ν exp
[
−∆a1 (1− ln(T )) + ∆a2

T

2
+ ∆a3

T 2

6
+ ...

∆a4
T 3

12
+ ∆a5

T 4

20
− ∆a6

T
+ ∆a7 − 0.0136

]
(3.44)
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where ∆ai refers to the sum of the changes in the mole numbers of each specific specie multiplied by its

polynomial coefficients. That is,

∆ai =
K∑

k=1

∆νkak,i i = 1 . . . 7 (3.45)

where there are K species in the chemical reaction.

Non-Arrhenius Behavior

In some cases, namely unimolecular reactions, the rate constant, k, does not follow a pure Arrhenius relation-

ship that is only dependant on the temperature. Rather, the rate constant is also dependant on the mixture

pressure. Consider the dissociation of CO2,

CO2 + M ⇀↽ O + CO + M (3.46)

where M is any inert2 collision partner. According to the Lindemann model (Lindemann 1922), this reaction

represents three fundamental steps. CO2 must collide with any inert specie to increase it’s vibrational energy

level such that it is activated. Once this happens, the activated CO2 molecule can either decompose to its

dissociation products, or be involved in another collision which will deactivate it.

CO2 + M
ka⇀↽

k−a

CO∗
2 + M (activation/deactivation) (3.47)

CO∗
2

ku→ CO + O (unimolecular reaction) (3.48)

By assuming that the activated molecule, CO∗
2, is in equilibrium (i.e.

d[CO∗2]
dt = 0), the rate of formation of CO

is given by:
d[CO]

dt
=

kuka[CO2][M]
k−a[M] + ku

(3.49)

The inert collision partner, M, is any specie in the mixture (except for the CO2 molecule being considered) and

its concentration is thus proportional to mixture pressure. At low pressures when [M] → 0 and k−a[M] ¿ ku,

equation 3.49 becomes ka[CO2][M] and the overall rate of the reaction is defined by the mixture pressure. At

higher pressures k−a[M] À ku, equation 3.49 is defined by

d[CO]
dt

=
kuka

k−a
[CO2] = k∞[CO2] (3.50)

2M is only inert in the sense that it is not affected by the reaction being considered. It is possible that M may react in other
reactions with other species.
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Where k∞ is defined as the high pressure Arrhenius rate. In order to describe the effect of both pressure and

temperature on the rate constant, the rate of change of CO2 in the example is specified as

d[CO2]
dt

= keff [CO2] (3.51)

where keff is an effective rate constant defined by the Lindemann form

keff = k∞

(
Pr

1 + Pr

)
(3.52)

where Pr, the reduced pressure can be found using:

Pr =
ko[M]
k∞

(3.53)

The low pressure rate constant, ko is determined using equation 3.34 with parameters specific to the low pressure

reaction:

ko = AoT
noe

−Eo
RT (3.54)

Hydrocarbon Ignition and Combustion

The chemical kinetics governing hydrocarbon autoignition and combustion in an HCCI engine are similar to

those in SI engine knock. In chapter 2 the development of chemical kinetic mechanisms suited to HCCI was

reviewed, while the following discussion focusses on the physical processes which these mechanisms describe.

Hydrocarbon ignition is a complex process including phenomena such as relatively long induction periods

followed by rapid temperature and pressure increases, cool flames, two stage ignition, and Negative Temperature

Coefficient (NTC) regions. Two stage ignition refers to an induction period during which radicals are produced,

followed by a small increase in temperature (the cool flame) and then another slightly exothermic induction

period prior to the main combustion event. NTC regions are those in which increases in the mixture temperature

actually increases the ignition delay. These phenomena are explained by the effect that temperature has on

various chain reactions.

In combustion systems, the presence of radicals (i.e. chemical species with free valences) greatly increases the

reaction rates due to their higher reactivities. The ignition of hydrocarbons occurs when sufficient radicals are

produced, and reaction rates are sufficiently high that the energy released by the chemical activity is greater

than that lost to the surroundings. The formation and destruction of radical species is described using the

following different classes of chain reactions:

Chain Initiation A reaction in which stable (non-radical) reactants produce one or more radicals.
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Chain Propagation A reaction in which an equal number of radicals are consumed and produced. There is

no net change in the number of radicals by such a reaction.

Chain Branching A reaction in which there is a net increase in the number of radicals. Even a reaction that

is only slightly branching can drastically increase the overall reaction rate of a system.

Chain Termination A reaction in which there is a net decrease in the number of radicals.

The critical condition for ignition is that chain branching occurs and increases the number of radicals. A general

mechanism for the ignition of hydrocarbons is (Glassman 1996):

RH + O2 −→ Ṙ + HȮ2 (R1)

Ṙ + O2 −→ RȮ2 (R2)

Ṙ + O2 −→ olefin + HȮ2 (R3)

RȮ2 + RH −→ ROOH + Ṙ (R4)

RȮ2 −→ R′CHO + R′′O (R5)

HȮ2 + RH −→ H2O2 + Ṙ (R6)

ṘOOH −→ RȮ + ȮH (R7)

R′CHO + O2 −→ R′ĊO + HȮ2 (R8)

RȮ2 −→ destruction (R9)

H2O2 + M −→ 2ȮH + M (R10)

RȮ2 −→ ṘOOH (R11)

Where R1 is a chain initiating reaction; R2, R3, R4, R5, and R11 are chain propagating reactions; R7, R8,

and R10 are chain branching reactions; and R9 is a chain terminating reaction. In this general mechanism, RH

corresponds to the complete hydrocarbon, Ṙ is the radical formed by removing one of the hydrogens from the

base hydrocarbon, and R′ and R′′ are hydrocarbon radicals with one and two free sites, respectively.

After radicals are formed by the hydrogen abstraction reaction (R1), Ṙ is consumed to either produce a peroxy

radical (RȮ2) through R2, or an olefin and a hydroperoxy radical (HȮ2) through R3. At low temperatures, the

HȮ2 radical eventually forms water and oxygen, inhibiting ignition. RȮ2 on the other hand will form ṘOOH

which then decomposes in a chain branching manner through R7. This competition for the Ṙ radical between

R2 and R3 is responsible for the cool flame and NTC behaviors. At low temperatures, R2 is considerably

faster than R3 and thus leads to chain branching and subsequently to ignition. As the temperature increases

however, the equilibrium of R2 shifts towards the reactants reducing the formation of RȮ2 and subsequent

chain branching (as the temperature is still too low for HȮ2 to play an important role), thereby increasing the
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ignition delays. As the temperature increases further, R3 becomes faster and the HȮ2 is decomposed through

the chain branching reactionR10. This process in which either chain branching or chain propagation takes place

is referred to as degenerate chain branching and is the basis for representing hydrocarbon ignition phenomena.

For larger hydrocarbons, the isomerization reaction R11 is the rate controlling reaction for ṘOOH formation,

though the degenerate chain branching will still cause the cool flame and NTC behavior.

Time

T
em
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ra

tu
re

A B C D

Figure 3.2: A characteristic temperature history of the two-stage autoignition of a hydrocarbon. Region A:
Induction period, Region B: Cool flame, Region C: ṘOOH and R′CHO formation, Region D: Hot ignition.

Shown in Figure 3.2 is a representative pressure trace for the autoignition of a hydrocarbon/air mixture, to

illustrate the various ignition phenomena. The induction period during which chain initiation takes place, is

shown in region A. A small increase in temperature in region B is due to the formation of RȮ2 through R2. As

the temperature increases, the equilibrium of R2 shifts towards the reactants and the exothermicity decreases

(region C). This process is luminous but causes relatively little temperature increases and is referred to as the

cool flame3. Here the slightly endothermic reactionsR3 andR11 are rate determining for intermediate and large

hydrocarbons, respectively. Before the chain branching reactions has a notable impact, the concentrations of

ṘOOH and R′CHO must be sufficiently high. Once reactions R7 and R8 become important, the exothermicity

increases and the chain branching decomposition of H2O2 occurs further increasing the exothermicity. This

generally occurs at temperature of 1100K and is referred to as the hot ignition (region D).

3In systems in which heat transfer decreases the temperature after the cool flame, it is possible to observe multiple cool flames.
As the heat transfer decreases the temperature, the equilibrium shifts back towards the products and more fuel is consumed. The
associated heat release once again increases the temperature and shifts the equilibrium towards the products. This cycle continues
until either all of the fuel is consumed or sustainable conditions for chain branching are reached
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Figure 3.3: A characteristic dependance of the autoignition delay of hydrocarbon air mixtures, as a function of
the initial mixture temperature. The middle region bounded by the vertical lines is the negative temperature
coefficient region.

The NTC behavior is also explained using the degenerate chain branching mechanism. Figure 3.3 shows

the characteristic dependance of the ignition delay on the initial mixture temperature. In region 1, as the

temperature initially increases, the ignition delays decrease due to the strongly temperature dependant rate of

R2. As the temperature further increases into region 2, the equilibrium of R2 shifts towards the reactants,

increasing the ignition delays. Further increases in temperature into region 3, cause the HȮ2 from R3 to be

increasingly converted to H2O2 and subsequently decomposed through the chain branching reaction R10, once

again decreasing the ignition delays (region 3). The location of the NTC region is sensitive to the system pressure

as the decomposition of ṘOOH (R7) is a unimolecular, pressure sensitive reaction. For a given temperature, an

increase in pressure will result in higher rates for R7 and hence move the NTC region to lower temperatures.

A Skeletal Kinetic Mechanism

In this investigation, a skeletal kinetic mechanism representing the ignition and combustion of an arbitrary

PRF blend was formed by modifying the mechanism presented by Zheng et al. (2002). Their mechanism is a

skeletal mechanism for 20PRF based on the ignition chemistry of Li et al. (1996) and the high temperature

mechanism presented by Griffiths et al. (1994). A schematic of the new mechanism is shown in Figure 3.4 and

the complete mechanism, consisting of 58 species and 120 reactions, is given in Table 3.2 at then end of this

chapter. The ignition chemistry was modified to include fuel specific ignition reactions for iso-octane and n-

heptane, rather than just one fuel blend so arbitrary PRF blends can be used without having to first determine

fuel specific rate constants. The interaction between the fuels is described using the reaction presented by
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Figure 3.4: Schematic of the reduced chemical kinetics model of n-heptane and iso-octane mixtures

Tanaka et al. (2003), as it was found to improve the prediction of ignition delays (the equation number refers

to the reaction number in Table 3.2):

C8H18 + C7H15 ⇔ C7H16 + C8H17 (R64)

Although not required for this investigation, a more comprehensive H2/O2 sub-mechanism from Marinov et al.

(1995) replaced that used by Zheng et al. (2002) (20 reactions versus the previous 9), as future investigations will

use hydrogen as a fuel. The more comprehensive high temperature sub-mechanism used by Zheng et al. (2002)

was chosen in preference to global reactions (as done by Tanaka et al. (2003), for example), as it represents

the high temperature process more accurately. Global reactions have the advantage of reduced computational

requirements, but the conditions for which they are valid must be well known and they are not well suited to

extrapolative purposes. The high temperature mechanism was modified to use a more comprehensive CO/CO2
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sub mechanism from Smith et al. (2004) including the following reactions:

CO + OH ⇔ CO2 + H (R99)

CO + HO2 ⇔ CO2 + OH (R100)

CO + O + M ⇔ CO2 + M (R101)

CO + O2 ⇔ CO2 + O (R102)

The following reactions which were originally included in the high temperature mechanism by Zheng et al.

(2002) were not included as CH3CHO was not considered in the mechanism (Zheng 2002).

CH3CHO + OH → CH3 + H2O + CO

CH3CHO + HO2 → CH3 + H2O2 + CO

The Complete Thermokinetic Model

The thermokinetic model described in this chapter results in 59 ordinary differential equations requiring

integration, 58 describing the specie concentrations and one describing the mixture temperature. As only the

temporal variation of the concentrations and temperature are of interest, the solution is only in terms of time

and the system of Ordinary Differential Equations (ODEs) can be classified as an Initial Value Problem (IVP)

. A schematic of the solution methodology used is shown in Figure 3.5. The input parameters are specified

to the thermokinetic model and used to determine the initial conditions for each of the differential equations,

using methods which are discussed in section 3.5.1.

Using these initial conditions, the differential equations are numerically integrated to obtain the temperature

history for the given conditions. At each time step the pressure is determined using the ideal gas law, the

reaction rates are calculated according to equations 3.34, 3.39, and 3.52, and the thermodynamic properties are

determined from the database using equations 3.18, 3.19, and 3.44. The temperature, pressure, and complete

mixture composition are calculated at each time step.

One goal of this research is to provide a model which can be used to evaluate different HCCI control strategies

numerically. The thermokinetic model is implemented directly in Matlab (The Mathworks Inc. 2002) as it is a

useful tool for control system development (Lee et al. 2003). Matlab has an abundance of built in functions and

toolboxes which expedited the development time of the thermokinetic model. Commercial software packages

capable of determining the thermokinetic history of an HCCI engine cycle, such as CHEMKIN (Reaction Design

Inc. 2004), are available but are not easily integrated with Matlab for control system development.
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Input Parameters
To, EGR, Phi,

RPM, ON (PRF)

Determine initial
concentrations of fuel, air,

and EGR components

Calculate:
-   Temperature and pressure dependant reactions

rates (from Law of Mass Action)
- Cp, Habs, Keq from NASA polynomials

- Differential temperature from equation 3.17

Integrate ODE’s to determine mixture
composition, temperature, and

exothermicity

Calculate pressure from ideal
gas law

Integration Loop

Output
T(t), P(t), [M](t)

Figure 3.5: Schematic of the thermokinetic model

Initial Conditions

To ensure the modularity of the thermokinetic model, it accepts standard engine operating parameters as

inputs and uses them to determine initial conditions for the differential equations. The following parameters

were used to determine the initial conditions:

• The temperature at the beginning of compression (or IVC) was estimated from the intake temperature.

• The air fuel equivalence ratio, Φ, defined by

Φ =
A/Fstoich

A/Factual

(3.55)

where A/Factual is the operating air to fuel ratio (mass basis) and A/Fstoich is the stoichiometric air to fuel

ratio.

• Fuel Octane Number, ON. This is equivalent to PRF number and is defined by the volume fraction of

iso-octane.

• The initial pressure, Po, taken to be the cylinder pressure at the beginning of compression or IVC.
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• Recirculated exhaust gas fraction (EGR). This is defined as:

EGR =
[CO2]intake

[CO2]exhaust

(3.56)

where [CO2]intake is the dry CO2 concentration in the intake manifold after the EGR has been introduced,

and [CO2]exhaust is the dry CO2 concentration in the exhaust.

• The engine speed, N

• Chamber volume, V , taken to be the volume at the beginning of compression or IVC.

Initial conditions must be specified for each of the differential equations describing the mixture temperature

and specie concentrations. The temperature is measured or correlated to a measured value. The concentrations

of each specie are more difficult to determine as they depend on the chamber volume, mixture pressure and tem-

perature, Φ, EGR fraction, and octane number. As the reaction rate parameters are specified for concentrations

in units of [mol/cm3], the concentrations are defined as

[Mi] =
Ni

V
(3.57)

where [Mi] is the concentration of the ith specie, Ni is the number of moles of the ith specie, and V is the

combustion chamber volume in cm3. The total number of moles defined by the ideal gas law (equation 3.58)

can be used to determine the number of moles of each specie, given that the mole fractions of each specie are

known.

PV = NmixRuT (3.58)

Ni = YiNmix (3.59)

where Yi is the mole fraction of the ith specie and is determined from the general combustion equation:

(βC8H18C8H18 + βC7H16C7H16) + βO2(O2 + 3.76N2)+

EGR (βO2,EGRO2 + βN2,EGRN2 + βCO2,EGRCO2 + βH2O,EGRH2O) −→ ...

−→ βO2,EGRO2 + βN2,EGRN2 + βCO2,EGRCO2 + βH2O,EGRH2O+

EGR (βO2,EGRO2 + βN2,EGRN2 + βCO2,EGRCO2 + βH2O,EGRH2O) (3.60)
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where EGR is the EGR rate and the stoichiometric coefficients, βi, are defined as follows:

βC8H18 =
ON

100
(3.61)

βC7H16 = 1− ON

100
(3.62)

βO2 =
11 + 1.5ON

100

Φ
(3.63)

βO2,EGR = βO2 (1− Φ) (3.64)

βN2,EGR = 3.76βO2 (3.65)

βCO2,EGR =
ON

100
+ 7 (3.66)

βH2O,EGR =
ON

100
+ 8 (3.67)

It should be noted in the combustion equation that the exhaust fraction appears on both the reactant and

product sides to maintain conservation of matter. The mole fraction of the ith specie, Yi, is determined from

Yi =
βi∑
βi

(3.68)

where

∑
βi = βC8H18 + βC7H16 + 4.76βO2 + . . .

EGR (βO2,EGR + βN2,EGR + βCO2,EGR + βH2O,EGR) (3.69)

Solution Methodology

Using the initial conditions determined in the preceding section, the system of differential equations was

integrated using solvers included in Matlab. The two solvers, ode15s and ode23tb are summarized in Table

3.1. The ode23tb algorithm was used for the development of the model as it is more robust to errors in the

differential equations, while ode15s was used with the finished model as it is more computationally efficient when

finer tolerances are used. The difference between the two solvers is that ode23tb is based on the implicit Runge

Kutta method (i.e. an iterative single step solver), while ode15s is a multi-step solver based on the numerical

differentiation formulas. The heuristically determined tolerances, given in Table 3.1, provide a compromise

between calculation speed and solution convergence.

Summary

A thermokinetic model of the HCCI engine is developed in this chapter. A new chemical kinetic mechanism

describing the ignition and combustion of iso-octane and n-heptane blends is developed and coupled to a single
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Table 3.1: Summary of the Matlab differential equation integrators used.

Solver Type
Rel.
Tol.

Abs.
Tol.

Step Size

ode15s
Backward Nu-
merical Differ-
entiation

1E-7 1E-11 Variable

ode23tb
Implicit Runge
Kutta

1E-5 1E-9 Variable

zone thermodynamic model. A single zone approximation neglects any spatial variations in the thermodynamic

state of the mixture. In addition to the single zone assumption, it is assumed that all species are in the gaseous

phase and can be treated as ideal gases, and that the mass of the cylinder contents is constant. Using these

assumptions the change in mixture temperature with respect to time is described using equation 3.17:

dT

dt
=
−P dV

dt + dQwall
dt −∑

i
dNi
dt hi + RT

∑
i

dNi
dt∑

i Nicp,i −NmixR
(3.17)

Equation 3.17 requires the knowledge of both the composition and thermodynamic properties of the mixture.

To describe the composition of the mixture, a chemical kinetic mechanism, capable of describing the ignition

and combustion of iso-octane and n-heptane, was developed based on existing sub-mechanisms. This mechanism

includes the reactions responsible for ignition phenomena such as induction periods, cool flames, hot ignition,

and negative temperature coefficient regions, as well as a high temperature sub-mechanism. The change in

mixture composition as a function of time is described using 58 differential equations in the form of equation

3.33. The thermodynamic properties of the mixture are determined using either existing databases suitable for

computer programs, or estimated based on the Benson (1976) additivity rules. The complete chemical kinetic

mechanism is given below in Table 3.2.

Table 3.2: Reactions of the kinetic mechanism shown in Figure 3.4. Equilibrium is only considered in reactions
where ”↔” is used as the separator between the reactants and products. References: [1](Zheng et al. 2002), [2]
(Li et al. 1996), [3] (Tanaka et al. 2003), [4] (Marinov et al. 1995), [5] (Smith et al. 2004). Units: kcal, mol,
cm3, s

# Reaction log(A) n Ea Source

1 C8H18 + O2 → C8H17 + HO2 16 0 46 [1]

2 C8H17 + HO2 → C8H18 + O2 12 0 0 [1]

3 C8H17 + O2 → C8H17OO 12 0 0 [1]

4 C8H17OO → C8H17 + O2 13.4 0 27.4 [1]

5 C8H17OO → C8H16OOH 11 0 22.4 [2]

6 C8H16OOH → C8H17OO 11 0 11 [2]

7 C8H16OOH + O2 → OOC8H16OOH 11.5 0 0 [1]

8 OOC8H16OOH → C8H16OOH + O2 13.4 0 27.4 [1]

9 OOC8H16OOH → OC8H15OOH + OH 11.3 0 17 [1]

10 OH + C8H18 → H2O + C8H17 13.3 0 3 [1]

11 OC8H15OOH → OC8H15O + OH 15.6 0 40 [1]

continued on next page...
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References: [1](Zheng et al. 2002), [2] (Li et al. 1996), [3] (Tanaka et al. 2003), [4] (Marinov et al. 1995), [5]
(Smith et al. 2004). Units: kcal, mol, cm3, s

12 OC8H15O → HCHO + C3H7CHO + C3H5 14 0 15 [1]

13 C8H16OOH → C3H7CHO + OH + C4H8 14.4 0 31 [1]

14 C8H17OO + C3H7CHO → C8H17OOH + C3H7CO 11.4 0 8.6 [1]

15 HO2 + C8H18 → C8H17 + H2O2 11.7 0 16 [1]

16 C8H17 + H2O2 → HO2 + C8H18 10.8 0 8 [1]

17 C8H17OO + C8H18 → C8H17OOH + C8H17 11.2 0 16 [1]

18 C8H17OOH + C8H17 → C8H17OO + C8H18 10.1 0 8 [1]

19 C8H18 + C3H7O2 → C3H7OOH + C8H17 11.3 0 16 [1]

20 C3H7OOH + C8H17 → C8H18 + C3H7O2 10.1 0 8 [1]

21 C8H16 + OH → OH + 2C3H7CHO 12.8 0 -1.04 [1]

22 C8H17OOH → C8H17O + OH 15.6 0 43 [1]

23 C8H17O → C4H9 + C3H7CHO 13.3 0 15 [1]

24 C8H17OO → C8H16 + HO2 9.85 0 23 [1]

25 C8H17OO → C8H16O + OH 8.78 0 18 [2]

26 C8H16O → CH3O + C7H13 14.7 0 24.8 [1]

27 C7H16 + O2 → C7H15 + HO2 16 0 46 [1]

28 C7H15 + HO2 → C7H16 + O2 12 0 0 [1]

29 C7H15 + O2 → C7H15OO 12 0 0 [1]

30 C7H15OO → C7H15 + O2 13.4 0 27.4 [1]

31 C7H15OO → C7H14OOH 11.9 0 19 [2]

32 C7H14OOH → C7H15OO 11 0 11 [2]

33 C7H14OOH + O2 → OOC7H14OOH 11.5 0 0 [1]

34 OOC7H14OOH → C7H14OOH + O2 13.4 0 27.4 [1]

35 OOC7H14OOH → OC7H13OOH + OH 11.3 0 17 [1]

36 OH + C7H16 → H2O + C7H15 13 0 3 [1]

37 OC7H13OOH → OC7H13O + OH 15.6 0 40 [1]

38 OC7H13O → HCHO + C3H7CHO + C2H3 14 0 15 [1]

39 C7H14OOH → C3H7CHO + OH + C3H6 14.4 0 31 [1]

40 C7H15OO + C3H7CHO → C7H15OOH + C3H7CO 11.4 0 8.6 [1]

41 HO2 + C7H16 → C7H15 + H2O2 11.7 0 16 [1]

42 C7H15 + H2O2 → HO2 + C7H16 10.8 0 8 [1]

43 C7H15OO + C7H16 → C7H15OOH + C7H15 11.2 0 16 [1]

44 C7H15OOH + C7H15 → C7H15OO + C7H16 10.1 0 8 [1]

45 C7H16 + C3H7O2 → C3H7OOH + C7H15 11.3 0 16 [1]

46 C3H7OOH + C7H15 → C7H16 + C3H7O2 10.1 0 8 [1]

47 C7H15OOH → C7H15O + OH 15.6 0 43 [1]

48 C7H15O → C3H7 + C3H7CHO 13.3 0 15 [1]

49 C7H15OO → C7H14 + HO2 9.85 0 23 [1]

50 C7H15OO → C7H14O + OH 9.48 0 18 [2]

51 C7H14 + OH → OH + C3H7CHO + C2H5CHO 12.7 0 -1.04 [1]

52 C7H14O → CH3O + C6H11 14.7 0 24.8 [1]

53 HO2 + C3H7CHO → H2O2 + C3H7CO 11.7 0 8.64 [1]

54 C3H6 + HO2 → C3H6O + OH 10.9 0 10 [1]

55 C4H8 + HO2 → C4H8O + OH 10.9 0 10 [1]

56 C3H7CHO + OH → C3H7CO + H2O 13.3 0 0 [1]

57 C3H7CO + M → M + CO + C3H7 16.8 0 15 [1]

58 C3H7 + O2 → C3H7O2 12 0 0 [1]

59 C3H7O2 → C3H7 + O2 13.4 0 27.4 [1]

60 C3H7O2 → C3H6 + HO2 11.8 0 28.9 [1]

61 C3H7CHO + C3H7O2 → C3H7OOH + C3H7CO 11.5 0 8.6 [1]

62 C3H7OOH → C3H7O + OH 15.6 0 43 [1]

continued on next page...
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References: [1](Zheng et al. 2002), [2] (Li et al. 1996), [3] (Tanaka et al. 2003), [4] (Marinov et al. 1995), [5]
(Smith et al. 2004). Units: kcal, mol, cm3, s

63 C3H7O + O2 → C3H6O + HO2 10.6 0 2.14 [1]

64 C8H18 + C7H15 ↔ C7H16 + C8H17 12.7 0 0 [3]

65 C3H6O → C2H5 + HCO 13.3 0 57.2 [1]

66 C4H8O → C3H7 + HCO 13.3 0 57.2 [1]

67 C3H7CHO + M → M + C3H7 + HCO 15.9 0 81.8 [1]

68 C4H9 → CH3 + C3H6 13.4 0 31.9 [1]

69 C6H11 → C2H4 + C4H7 11 0 37.1 [1]

70 C7H13 → C3H4 + C4H9 11 0 37.1 [1]

71 C4H7 → C2H4 + C2H3 11 0 37.1 [1]

72 C2H5CHO + M → M + C2H5 + HCO 15.9 0 81.8 [1]

73 OH + H2 ↔ H + H2O 8.33 1.52 3.45 [4]

74 O + OH ↔ O2 + H 14.3 -0.4 0 [4]

75 O + H2 ↔ OH + H 4.7 2.67 6.29 [4]

764 H + O2 ↔ HO2 13.7 0 0 [4]

low pressure... 19 -1.26 0

77 H + O2 + N2 ↔ N2 + HO2 13.7 0 0 [4]

low pressure... 20.3 -1.59 0

78 H + O2 + H2 ↔ H2 + HO2 13.7 0 0 [4]

low pressure... 19.2 -1.13 0

79 H + O2 + H2O ↔ H2O + HO2 13.7 0 0 [4]

low pressure... 23.3 -2.44 0

80 OH + HO2 ↔ H2O + O2 13.5 0 -0.5 [4]

81 H + HO2 ↔ 2OH 14.2 0 1 [4]

82 H + HO2 ↔ H2 + O2 11.9 0.65 1.24 [4]

83 H + HO2 ↔ O + H2O 13.5 0 1.72 [4]

84 O + HO2 ↔ O2 + OH 13.5 0 0 [4]

85 2OH ↔ O + H2O 4.55 2.4 -2.11 [4]

865 2H + M ↔ M + H2 18 -1 0 [4]

87 2H + H2 ↔ 2H2 17 -0.6 0 [4]

88 2H + H2O ↔ H2O + H2 19.8 -1.25 0 [4]

896 H + OH + M ↔ M + H2O 22.3 -1.25 0 [4]

90 H + O + M ↔ M + OH 18.7 -1 0 [4]

91 2O + M ↔ M + O2 13.3 0 -1.79 [4]

92 2HO2 ↔ H2O2 + O2 14.6 0 12 [4]

93 2HO2 ↔ H2O2 + O2 11.1 0 -1.63 [4]

94 2OH ↔ H2O2 14.1 -0.37 0 [4]

low pressure... 30.5 -4.63 2.05

95 H2O2 + H ↔ OH + H2O 13.5 0 4.22 [4]

96 H2O2 + H ↔ HO2 + H2 6.3 2 2.44 [4]

97 H2O2 + O ↔ OH + HO2 6.98 2 3.97 [4]

98 H2O2 + OH ↔ H2O + HO2 0.38 4.04 -2.16 [4]

99 CO + OH ↔ CO2 + H 7.68 1.23 0.07 [5]

100 CO + HO2 ↔ CO2 + OH 14.2 0 23.6 [5]

1017 CO + O ↔ CO2 10.3 0 2.39 [5]

low pressure... 14.8 0 3

102 CO + O2 ↔ CO2 + O 12.4 0 47.8 [5]

continued on next page...

4Third body efficiences: H2O, 0; H2, 0; N2, 0;
5Third body efficiences: H2O, 0; H2, 0;
6Third body efficiences: H2O, 6.3;
7Third body efficiences: H2, 2; O2, 6; H2O, 6; CO, 1.5; CO2, 3.5;
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References: [1](Zheng et al. 2002), [2] (Li et al. 1996), [3] (Tanaka et al. 2003), [4] (Marinov et al. 1995), [5]
(Smith et al. 2004). Units: kcal, mol, cm3, s

103 HCO + O2 → CO + HO2 13.1 0 0.4 [1]

104 HCO + M → M + CO + H 17.3 -1 17 [1]

105 HCHO + O → HCO + OH 13.6 0 3.54 [1]

106 HCHO + OH → HCO + H2O 9.54 1.2 -0.45 [1]

107 HCHO + HO2 → HCO + H2O2 6.75 2 12 [1]

108 HCHO + O2 → HCO + HO2 14 0 40 [1]

109 CH3 + O2 → HCHO + OH 12.4 0 20.3 [1]

110 C2H3 + O2 → HCHO + HCO 12.6 0 -0.25 [1]

111 C2H4 + OH → C2H3 + H2O 6.56 2 2.5 [1]

112 C2H4 + O → CH3 + HCO 7.1 1.8 0.22 [1]

113 C2H5 + O2 → C2H4 + HO2 11.9 0 3.88 [1]

114 C3H5 + O2 → C3H4 + HO2 11.8 0 10 [1]

115 C3H4 + OH → HCHO + C2H3 12 0 0 [1]

116 C3H6 + OH → C3H5 + H2O 6.49 2 -0.3 [1]

117 C3H6 + O2 → C3H5 + HO2 12.3 0 39 [1]

118 C3H6 + HO2 → C3H5 + H2O2 11.5 0 14.9 [1]

119 C3H7 → C2H4 + CH3 10.3 0 29.5 [1]

120 CH3O + O2 → HCHO + HO2 10.9 0 2.7 [1]
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Chapter 4

Validation of the Thermokinetic Model

Introduction

The suitability of the thermokinetic model for predicting ignition processes was validated through a compar-

ison with theoretical and experimental results. Through such validations, various components of the thermoki-

netic model and the model as a whole were evaluated so that it could be used for predictive calculations.

The validation of the thermokinetic model was carried out in several steps, each validating an increasingly

complex aspect of the model. The ability of the thermokinetic model to describe the equilibrium conditions

after combustion in an adiabatic, constant volume combustion chamber was validated through comparison with

theoretically determined results. This primarily validated the thermodynamic model (conservation of energy)

and the routines used to determine unknown thermodynamic properties, but did little to validate the temporal

performance of the model. One of the primary reasons for using a chemical kinetic mechanism when modeling

the HCCI engine is the ability to predict the ignition timing. Thus, the ability of model to predict the igni-

tion delays was validated using measurements from a Rapid Compression Machine (RCM) and a shock tube,

both of which were approximated as constant volume, adiabatic systems by considering only the system after

compression. While the equilibrium and ignition delay investigations validated the thermodynamic model and

kinetic mechanism separately, they did nothing to validate the performance of the complete model for variable

volume systems in which heat transfer is relevant. The final validation was a comparison with experimental

HCCI engine pressure traces.

Each of these validations are discussed in this chapter, with a focus on the applicability of the validation to

HCCI engines, the assumptions made in each case, and a discussion of the results.

Equilibrium Validation

To validate the ability of the model to describe the combustion event from a thermodynamic stand point, the

equilibrium temperature and composition of an adiabatic, constant volume combustion event were compared

with those obtained from a minimization of Gibbs energy analysis (see section 3.4.1). The computer program

STANJAN (Reynolds 1987) was used to carry out the minimization of Gibbs energy analysis. STANJAN,

given the initial thermodynamic state of a mixture (i.e. the mixture composition, temperature and pressure)
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and the species present in the equilibrium state, calculates the thermodynamic state at equilibrium. This

validation is intended as a means of determining whether or not the equations presented in chapter 3 are

properly implemented. The equilibrium state predicted by minimization of Gibbs energy analysis will be the

same as that predicted by a thermokinetic model, given that the following conditions are met (Côme 2001):

1. All pertinent reactions describing the interactions of the species in the equilibrium mixture must be included

in the mechanism. The equilibrium validation will only validate the parts of the mechanism directly affecting

the composition of the products, and not the intermediate chemistry.

2. Both the forward and the reverse reaction rates must be accurately specified by the mechanism. The reverse

rates may be determined from the equilibrium constant through equation 3.39.

3. The chemical kinetic simulation must be solved for a sufficiently long time such that steady state (i.e.

equilibrium) conditions are attained.

Agreement between the equilibrium thermodynamic state calculated by the thermokinetic model and STAN-

JAN, subject to the above three conditions, validates the ability of the model to predict the equilibrium

conditions.

Equilibrium Calculations

Equilibrium composition, temperature and pressure were calculated using the thermokinetic model for a

constant volume, adiabatic combustion event using various 20PRF mixtures. In particular, Φ was varied from

0.5 to 1.0, with an initial temperature and pressure of 800K and 30bar, respectively. These values were chosen

as they are representative of typical TDC conditions in an HCCI engine. Heat transfer was neglected for these

calculations so that the chemical kinetic mechanism and thermodynamic model could be evaluated independent

of the heat transfer correlation. To ensure that the results from the thermokinetic model were representative

of equilibrium, the system was solved until steady state was reached (1 second).

The STANJAN calculations were carried out using the mixture compositions specified in Table 4.1. After

specifying these initial conditions, the equilibrium conditions were determined for a system with the same

internal energy and volume as the initial mixture. The equilibrium mixture was assumed to be composed of

CO2, CO, O, O2, N2, H2O, H, OH, and H2. This is analogous to solving for the adiabatic flame temperature

in a constant pressure system, where the enthalpy is constant.

Table 4.1: Initial mixture compositions used for STANJAN equilibrium calculations. To = 800K, Po = 30bar.

Number of moles
Φ C8H18 C7H16 O2 N2

1.0 0.2 0.8 11.3 42.5
0.7 0.2 0.8 16.1 60.7
0.5 0.2 0.8 22.6 85.0
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Figure 4.1: Comparison of the adiabatic combustion temperatures determined using the thermokinetic model,
and STANJAN. The horizontal lines indicate the combustion temperatures calculated using STANJAN. Initial
mixture composition given in Table 4.1, To = 800K, Po = 30bar, 20PRF.

Results

A comparison of the adiabatic combustion temperatures as calculated by STANJAN and the thermokinetic

model is shown in Figure 4.1. As time progresses, the combustion temperatures calculated by the thermokinetic

model approach those calculated by STANJAN. As the mixture composition approaches stoichiometric, the

thermokinetic model under-predicts the combustion temperature by 8.5%, due to incomplete conversion of CO

to CO2. The conversion of CO to CO2 accounts for the majority of the exothermicity in the combustion of

hydrocarbons (Dryer & Glassman 1977) and incomplete combustion leads to lower combustion temperatures.

The thermokinetic model was capable of predicting the temperature of the equilibrium mixture to within

8.5%. Recalling the three conditions outlined earlier, this indicates that the chemical kinetic mechanism contains

sufficient detail to describe the net combustion process. An investigation of equilibrium conditions provides no

insight of the thermokinetic model’s ability to predict temporal variations of the thermodynamic state.

Ignition Delay Validation

The timing of the combustion event relative to TDC in an internal combustion engine strongly influences

the thermodynamic efficiency and exhaust gas composition, regardless of the cycle being considered. If the

combustion event is advanced (i.e. earlier in the cycle) then the moving piston will compress the already hot

combustion products, leading to higher temperatures and NOx emissions. In addition, the increased compression

work will reduce the thermodynamic efficiency of the cycle. If the combustion event is retarded (i.e. later in
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the cycle) the downward motion of the piston will decrease the temperature and pressure of the mixture,

inhibiting combustion and increasing unburned hydrocarbon emissions. Furthermore, the reduced temperature

and pressure may lead to incomplete combustion and unused chemical potential energy in the fuel. Due to

the sensitivity of the engine performance on the ignition timing, it is crucial that the thermokinetic model is

capable of predicting ignition delays. The ability of the thermokinetic model to predict the qualitative effects

of mixture parameters on ignition delays in practical combustion systems was therefore thoroughly validated.

Rapid Compression Machine Validation

Ignition delay measurements from an RCM were compared to those calculated using the thermokinetic model.

An RCM is a device in which a piston rapidly compresses a fuel air mixture and then holds the piston stationary

at the end of it’s stroke (TDC position). Depending on the thermodynamic state of the mixture after compres-

sion a variety of combustion phenomena, such as single or two stage ignition, are possible. The temperature and

pressure at TDC are varied by altering the compression ratio, the initial temperature, pressure, or the specific

heat ratio of the inert gas fraction (usually a mixture of nitrogen and argon). By neglecting the compression

stroke and beginning the thermokinetic simulations at TDC, it is assumed that only negligible kinetic activity

is taking place during the compression stroke. In this investigation, the compression stroke was not considered

in order to simplify the analysis. In a similar analysis Minetti et al. (1995) obtained acceptable agreement

between calculated and experimental ignition delays while neglecting the compression process.

Thermokinetic Modeling of the Rapid Compression Machine

The experimental RCM ignition delays used for this validation are taken from Park & Keck (1990), for 5

different stoichiometric PRF mixtures with various initial temperatures and pressures. The assumption of a

sufficiently fast compression process with negligible kinetic activity results in a constant volume system, with

the initial conditions given in Table 4.2. Table 4.2 list the the end of compression temperatures and pressures,

which were determined based on the mixture conditions at the beginning of compression and by assuming

isentropic compression.

The experimental ignition delay is defined as being the time from the inflection point in the pressure trace

just prior to TDC, to the point at which the core temperature exceeds 1100K1 (Park & Keck 1990). As the

compression process was not included in the simulations, the calculated ignition delay was defined as being the

time from the beginning of the simulation, to the point at which the temperature exceeds 1100K.

Due to the design of the RCM, it was possible to neglect the effects of heat transfer for the simulations.

The RCM piston used by Park & Keck (1990) has a wedge shaped crevice volume on it’s circumference, which

captures the roll-up vortex typically formed during the compression process. A comparison of a regular piston

1Section 3.4.2 - This temperature corresponds to the high temperature, or second stage ignition.
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Table 4.2: Compression conditions used for Rapid Compression Machine validation. For each of the conditions
the ignition delay is determined for stoichiometric mixtures of 0, 50, 75, 90, and 100 PRF blends. Taken from
Park & Keck (1990).

Temperature Pressure k
[K] [kPa] [−]
760 5770 1.365
752 2940 1.372
732 5580 1.353
720 2830 1.358
686 5170 1.325
672 2570 1.323

and one with crevice volumes to capture the vortices is shown in Figure 4.2. It is this vortex which is responsible

for the bulk of the fluid motion and hence convective heat transfer prior to combustion in an engine. Without

this vortex the fluid motion and heat transfer to the cylinder walls are reduced. Furthermore, Griffiths et al.

(1993) found, through a CFD investigation, that the core temperature is relatively unchanged prior to ignition

in a RCM without the aforementioned crevice volumes. With these crevice volumes the heat transfer is even

further reduced, making it a valid assumption to neglect heat transfer. By validating the thermokinetic model

with results from a system with negligible heat transfer, only the ability of the kinetic mechanism to predict

ignition delays is evaluated, rather than the validity of the heat transfer correlation.

Figure 4.2: Comparison of a regular piston (left) with a piston containing crevice volumes to capture the roll-up
vortices (right). Such a piston is used by Park & Keck (1990) to reduce the fluid motion and convective heat
transfer in a rapid compression machine.

Comparison of the RCM and Calculated Ignition Delays

Shown in Figure 4.3 is a comparison of the experimental (markers) and calculated (lines) RCM ignition delays.

This indicates that the thermokinetic model is capable of predicting the ignition delays (shown on the ordinate)

for various PRF’s (denoted by different marker styles), temperatures (shown in the Arrehnius form along the

abscissa), and pressures (denoted by the hollow and solid markers). In all cases the thermokinetic model was

able to predict the qualitative dependance of the ignition delay on these parameters. The quantitative ignition
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delay agreement is better for the higher octane number mixtures than for the lower octane number mixtures.

For pure n-heptane, which has an octane number of zero, the qualitative behavior is captured but the ignition

delays are consistently under-predicted. To verify whether this indicated an error with the mechanism, or an

experimental uncertainty, further ignition delay validation was necessary for n-heptane.
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Figure 4.3: Comparison of measured (Park & Keck 1990) and calculated RCM ignition delays for various
stoichiometric PRF blends. Hollow markers indicate initial pressure of ∼ 5MPa and solid markers indicate
initial pressures of ∼ 2MPa.

Shock Tube Validation

To further evaluate the ability of the mechanism to predict ignition delays for n-heptane, experimental shock

tube ignition delay measurements were used. Figure 4.4 shows a general schematic of a shock tube. A high

pressure driving chamber (chamber one) and a low pressure driven chamber (chamber two) are separated by a

burst diaphragm (Côme 2001). Chamber one is filled with an inert gas, such as nitrogen, until the diaphragm

bursts, sending a shock wave through chamber two which is filled with the mixture of combustion reactants.

As the incident shock wave propagates through chamber two, the temperature and pressure of the mixture are

rapidly (in ∼ 1µs) increased. At the end of the tube, the shock wave is reflected and once again increases the

mixture temperature and pressure as it propagates back through chamber two. By measuring the speed of

the incident and reflected shock waves with either pressure or heat flux transducers, it is possible to determine

the initial reaction conditions. Shock tubes compress the mixture more rapidly than an RCM, increasing the

validity of the assumption that there is negligible chemical kinetic activity during compression.
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Figure 4.4: Schematic of a shock tube used to determine ignition delays, based on Côme (2001). Chamber one:
high pressure driving chamber, chamber two: low pressure sample chamber.

Calculation of Shock Tube Ignition Delays

Shock tube ignition delay measurements taken from Fieweger et al. (1997) for n-heptane were compared to

the ignition delays predicted by the thermokinetic model. As in the RCM validation, the system was modeled as

a constant volume, adiabatic system. For this validation, stoichiometric mixtures of n-heptane and air with an

initial pressure of 40bar were considered. The initial temperature was varied between 600K and 1200K in 20K

increments and included the NTC region. The “compression” and subsequent ignition processes were assumed

to be sufficiently fast that heat transfer is negligible (Westbrook & Dryer 1984). The experimental ignition

delay was defined as being the time from when the reflected shock wave passed through the mixture, to the

point at which the pressure sharply increases (i.e. maximum dP
dt ). The numerical ignition delay was similarly

defined as being the time from the beginning of the simulation to the maximum rate of pressure rise.

Comparison of the Shock Tube and Calculated Ignition Delays

Shown in Figure 4.5 is a comparison of the measured and calculated shock tube ignition delays. The solid line

represents the simulation results and the points represent the experimental ignition delays from Fieweger et al.

(1997). Good qualitative and quantitative agreement is obtained for temperatures below the NTC region (i.e.

1000
Tc

> 1.3). As the temperature is further increased, the location of the NTC region is reproduced, though the

ignition delays within this region are increasingly under predicted as the temperature is increased. Once the

upper temperature limit of the NTC region is reached (i.e. 1000
Tc

< 1), the agreement once again improves. The

thermokinetic model is thus capable of predicting ignition delays and capturing the NTC ignition phenomena

for n-heptane.

HCCI Validation

The preceding validations of the thermokinetic model indicates that it is able to predict equilibrium condi-

tions and ignition delays of various practical combustion systems. This section investigates the ability of the
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Figure 4.5: Comparison of calculated and experimental shock tube ignition delays taken from Fieweger et al.
(1997). P = 40bar, stoichiometric n-heptane/air mixture. Simulations were carried out from 600K to 1200K in
20K increments.

thermokinetic model to predict the ignition timing in an experimental HCCI engine. In the previous inves-

tigations, the ignition delay in seconds was of interest. For this validation the ignition timing, which is the

timing of the combustion event relative to TDC, is of interest. Both the RCM and shock tube are simplified

systems in which the compression process occurs rapidly enough that it can be neglected. In addition, the

short compression times and limited fluid motion allowed the effects of heat transfer to be neglected. Both the

compression process and heat transfer must be accounted for in modeling of the HCCI cycle and are included

in this validation.

Experimental pressure traces taken from a Cooperative Fuels Research (CFR) engine running in HCCI mode

by Atkins (2004) are compared to those determined using the thermokinetic model. A schematic of the engine

test bench used by Atkins (2004) is shown in Figure 4.6, with the engine geometry outlined in Table 4.3.

The intake port temperature was held constant using an intake air heater. Recirculated exhaust gases were

introduced into the intake manifold using an insulated return line from the exhaust manifold. The amount of

EGR used was controlled by means of a gate valve in the return line and quantified using equation 3.56. By

maintaining a constant intake port temperature, the charge heating effect of the EGR was decoupled from the

thermal, chemical, and dilution effects (see section 2.2.7). The fuel/air equivalence ratio was determined using a

broadband lambda sensor, with corrections for the different carbon hydrogen ratios of the different PRF blends.

The cylinder pressure was recorded every 0.1 CAD.
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Figure 4.6: Schematic of the single cylinder CFR engine test bench (Atkins 2004)

Table 4.3: CFR engine configuration. IVC - Intake Valve Closing, EVO - Exhaust Valve Opening

Bore 83mm
Stroke 114mm
Compression Ratio 12:1
Displacement 0.622L
IVC −146◦ aTDC
EVO 140◦ aTDC

Calculating the HCCI Ignition Timing

For each of the conditions outlined in Table 4.4, the simulations were carried out starting at IVC and finishing

180 CAD later. Each of the points listed in Table 4.4 correspond to an IMEP of approximately 5 bar for different

PRF blends. To achieve this, different EGR rates and equivalence ratios were required for each of the fuels,

allowing the ability of the model to predict their effects on ignition timing to be evaluated. Heat transfer was

included in this investigation using the Woschni (1967) correlation (see equation 3.4), with C2 = 0 for all phases

of the engine cycle (from equation 3.6).

Table 4.4: Single cylinder HCCI engine operating conditions used for validation. All runs were at N = 700rpm,
IMEP ≈ 5bar (Atkins 2004).

PRF Φ EGR Tin PIV C

(-) (-) (-) (K) (kPa)
20 0.983 0.305 360 94.1
40 0.808 0.189 360 90.0
60 0.662 0.0142 360 90.2

The thermodynamic state of the mixture must be known at the beginning of compression in order to provide

the thermokinetic model with initial conditions. These initial conditions were determined using the methods
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discussed in section 3.5.1. The initial mixture temperature was taken as being the mean mixture temperature

(over 50 cycles) measured at the intake port. Similarly, the initial mixture pressure was taken as being the mean

cylinder pressure (over 50 cycles) at IVC. To account for the piston ring blow-by in the engine, the compression

ratio specified in the thermokinetic model was adjusted such that the compression pressures matched those of

the experimental results. An effective compression ratio of 11:1, rather than the geometric ratio of 12:1, was

used for all subsequent calculations and was not changed.

Ignition Timing

In order to compare the calculated and experimental ignition timing, the point of ignition for both the

experimental and calculated engine cycles should be determined in the same fashion. A standard definition

of ignition is the point at which the exothermicity of chemical reactions is greater than the energy lost to

the environment (Glassman 1996). This definition could be used to determine the ignition timing from the

simulation results as the heat transfer rate and reaction exothermicity were known quantities, but not for the

experimental data as the only the cylinder pressure was measured.

A method was developed in which the ignition timing can be determined directly from both the calculated

and measured cylinder pressure histories. In particular, a method designed to detect engine knock from an SI

engine pressure trace was adapted to detect autoignition in an HCCI engine. Checkel & Dale (1986) presented

a method in which the onset of knock is characterized by a decrease in the third derivative of the pressure trace.

This decrease corresponds to the rapid change of concavity of the pressure history from positive to negative

during knocking. In HCCI engines it is the point at which the reaction exothermicity becomes substantial and

begins to increase the cylinder pressure which must be detected. In the crank angle region near TDC during

compression, the pressure history has a negative concavity, which becomes positive during ignition (i.e. a

positive third derivative). By detecting this transition from negative to positive concavity, the point of ignition

can be determined. In this investigation, ignition is defined as being the point at which the third derivative of

the pressure trace with respect to the crank angle, θ, exceeds a heuristically determined limit:

d3P

dθ3
>

d3P

dθ3

∣∣∣∣
lim

= 0.003
[

kPa
CAD3

]
(4.1)

By monitoring the rate of change of the concavity, the ignition event is detected when the ignition process

causes the concavity of the pressure to change at a rate greater than the threshold. It was found that if the

ignition process is so slow that this algorithm does not detect it, the mixture does not go through the second

ignition stage and is not of interest. The limit was selected such that the point of ignition represented the

change in concavity and was not effected by noise in the differentiated signal.

As Checkel & Dale (1986) note, the third derivative is not the only method which detects autoignition, but

it is the most robust. Using the first derivative of the pressure trace to characterize ignition (for example, by
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stating that ignition occurs when the rate of pressure rise exceeds a certain limit), has the disadvantage that

the rate of pressure increase during ignition varies with engine operating parameters.

A major concern when differentiating numerically is the amplification of noise, as successive differentiation of

the signal amplifies high frequency noise components. Both the experimental and simulated pressure traces were

filtered using a fourth order Butterworth low pass filter to attenuate the high frequency noise which would have

been amplified during differentiation. A heuristically determined cutoff frequency of fc = 0.278CAD−1 provided

sufficient suppression of high frequency noise, without undue distortion of the pressure trace. As the pressure

history was discretized at a constant angular rate (every 0.1CAD), the signal was filtered in the crank angle

domain to avoid having to change fc for different engine speeds. For example, at an engine speed of 700rpm

the crank angle based cutoff frequency corresponds to a time based frequency of 1.17kHz, while at 2000rpm it

corresponds to a frequency of 3.34kHz. In order to remove any phase shift incurred by the filtering process, the

filter was applied in both the forward and reverse directions during postprocessing. Both the experimental and

calculated pressure traces were filtered in the same manner to ensure that the ignition timings were indicative

of the same phenomena.

Results

Each of the calculated pressure traces were compared to the average pressure history of 50 cycles taken

from the CFR engine with the operating conditions outlined in Table 4.4. The individual pressure traces were

averaged every 0.1 CAD to account for slight variations in engine parameters, and hence ignition timing, during

the data acquisition. By assuming that the variation between each cycle is independent, the mean pressure

trace is indeed representative of pressure history. The goal is to gain a pressure history which is representative

of the operation with the conditions given in Table 4.4. Shown in Figure 4.7 is a comparison of the pressure

traces of each of the 50 cycles and the mean pressure trace. The mean pressure trace does not capture the

knock-like pressure fluctuations at the end of combustion, but does capture the overall trend of the pressure

history of each of the individual cycles.

A comparison of the experimental and calculated pressure traces is shown in figures 4.8. 4.9, and 4.10

for 20PRF, 40PRF, and 60PRF, respectively. The ignition timing was predicted to within the experimental

variability for both the 40 and 60PRF cases, while for the 20PRF case the predicted ignition timing was slightly

advanced. The sensitivity of the ignition process to the initial temperature is such that if the specified initial

temperature had been decreased by 2◦, the predicted ignition timing would be within the experimental observed

range. The high sensitivity of the ignition process on the initial conditions implies that any model, including

this one, must be provided with accurate initial conditions in order to predict the pressure history.

In all three cases, the combustion process predicted by the thermokinetic model was considerably faster than

those observed experimentally. As discussed in section 2.3, this is due to the single zone approximation used
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Figure 4.7: Comparison of the individual experimental pressure traces (Atkins 2004) and their mean. Conditions
are outlined in Table 4.4 for the 20PRF case

−150 −100 −50 0 50 100 150
0

1000

2000

3000

4000

5000

6000

7000

C
yl

in
de

r 
P

re
ss

ur
e 

[k
P

a]

Crank Angle [CADaTDC]

Exp. Pressure
Sim. Pressure

Figure 4.8: Comparison of calculated and experimental pressure histories using 20PRF fuel. Experimental
pressure history from Atkins (2004). To,sim = 360K, θign,exp = 1.1±1.7 CAD, θign,sim = −2.3CAD, Twall = 390K

to describe the system. The increased reaction rate also results in the two stage ignition process being more

apparent in the calculated pressure traces than in the experimental pressure traces, as shown in Figure 4.11.

Figure 4.11 shows a comparison of the experimental and calculated heat releases determined using the method

presented by Rassweiler & Withrow (1938). The low temperature ignition process as calculated by the thermoki-

netic model, over-predicts the reaction rate (due to the one zone assumption) and the temperature increases
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Figure 4.9: Comparison of calculated and experimental pressure histories using 40PRF fuel. Experimental
pressure history from Atkins (2004). To,sim = 360K, θign,exp = 0.4± 1.4CAD, θign,sim = 0.5CAD, Twall = 390K
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Figure 4.10: Comparison of calculated and experimental pressure histories using 60PRF fuel. Experimental
pressure history from Atkins (2004). To,sim = 360K, φign,exp = 1.8± 1.9CAD, φign,sim = 1.3CAD, Twall = 390K

much more rapidly than in the experimental case. The rapid temperature increase causes the equilibrium of

R29 (Ṙ + O2 → RȮ2) to shift towards the reactants and causes a cool flame. In the experimental case, the

reaction rates are slower and by the time that the equilibrium of R29 would shift, a substantial concentration

of ṘOOH is present, leading to chain branching and high temperature ignition.
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Figure 4.11: Comparison of the exothermicity during combustion for the experimental and calculated engine
cycles for the 20PRF case.

These results show that the thermokinetic model is capable of predicting the ignition timing in an HCCI

engine, for widely ranging conditions. Each of the three points considered used a different fuel blend requiring

that different EGR rates and equivalence ratios be used to maintain acceptable ignition timing. In all cases the

model was able to predict the qualitative dependance of the ignition delay on the engine operating parameters,

to within experimental uncertainty.

In order to the predict combustion duration or exhaust gas composition using this model, it is necessary to

extend it to use a multi-zone approximation which accounts for the boundary layer and crevice regions.

Summary

So that the thermokinetic model may be used with confidence to further explore the HCCI cycle, its ability

to predict equilibrium thermodynamic state, RCM and shock tube ignition delays, and HCCI ignition timing

was validated. These validations compared both theoretical calculations and experimental measurements from

independent sources to provide confidence that the model does indeed capture the underlying physics. These

comparisons showed that thermokinetic model does achieve the purpose for which it was developed - to predict

the ignition timing in a HCCI engine.

The ability of the thermokinetic model to determine the thermodynamic state of the combustion products

was validated through a comparison with the equilibrium temperature and mixture composition determined

using STANJAN. It was found that, as the temperature and mixture compositions agreed, the thermokinetic
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model described the thermodynamic process adequately, and the chemical kinetic mechanism described the

interaction of the equilibrium species.

To evaluate the ability of the thermokinetic model to predict temporal variations of the thermodynamic state,

experimental ignition delays were compared those calculated using the thermokinetic model. The thermokinetic

model predicted the qualitative effects of the mixture temperature, pressure, and octane number on RCM

ignition delays (from Park & Keck (1990)). However, in the RCM validation, it was found that the ignition

delays of n-heptane were under-predicted by the thermokinetic model and a subsequent shock tube ignition

delay validation was carried out for n-heptane. The thermokinetic model predicted the shock tube ignition

delays (from Fieweger et al. (1997)), including the negative temperature coefficient region.

The pressure histories determined using the thermokinetic model were compared to pressure histories from an

experimental HCCI engine (Atkins 2004). In particular, the ignition timings of three HCCI operation points,

each with different equivalence ratios, EGR rates, and octane numbers, were compared. The thermokinetic

model was able to predict the ignition of all three points, capturing the qualitative effects of the engine pa-

rameters. The thermokinetic model successfully predicted the ignition timing in an HCCI engine, which was

the objective of the model. The model is not suitable for predicting combustion durations and distorts the two

stage ignition phenomena due the single zone approximation. By extending the thermodynamic model to use

a multi-zone approximation and include spatial variations in the thermodynamic state, the model would be

better able to predict combustion duration and exhaust gas compositions.
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Chapter 5

Applications of the Thermokinetic Model

Introduction

Control of the HCCI engine relies largely on the ability to control the ignition timing. Ignition timing is

affected by not only the thermodynamic state at the beginning of compression, but also the engine speed. To

control the ignition timing, insight as to the influences of these factors on the ignition process is required. For

example, if the engine speed is changed, how must the intake temperature be changed to maintain a constant

ignition timing? In order to have the same ignition timing relative to TDC for two different engine speeds,

a different initial thermodynamic state is required such that the time dependent ignition delay is changed

accordingly1.

This chapter focusses on determining the net effect of the various engine parameters on the ignition timing

and how they are interrelated. The thermokinetic model was used to independently vary parameters so that

their effect on the ignition timing may be determined. A dimensional analysis was used to form a functional

relationship between the engine parameters, based on the results of the parameter variations. Using this

functional form, it was possible to determine the conditions required for a given ignition timing.

Parameter Variations

To observe the effects of various parameters on HCCI ignition timing, they were varied independently through

a series of simulations. The initial temperature and pressure, engine speed, EGR rate, and equivalence ratio were

varied over ranges typical of practical HCCI operation and are given in Table 5.1. For each set of conditions,

a simulation was carried out using the thermokinetic model for 180 CAD, starting at IVC. The same engine

configuration was used as in the HCCI ignition timing validation (see Table 4.3). Since each parameter was

varied independently a total of 270 simulations were performed.

The simulations were carried out using the Westgrid High Performance Computing Network to reduce the

computation times. Each simulation was run on a single 400MHz processor and required approximately 20

minutes to complete. As multiple simulations were run simultaneously, the computation times were reduced

1Recall that ignition timing refers to the timing of the ignition relative to some crank angle based reference point. Ignition delay
refers to the absolute time required, for a given thermodynamic state, for the mixture to autoignite. At different engine speeds
different ignition delays are required to ensure a constant ignition timing as the time available for ignition varies with engine speed.
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considerably when compared to running the simulations in serial. The number of simulations that could be run

simultaneously was limited by the number of software licenses available.

Table 5.1: Ranges of the HCCI parameters varied in the simulations carried out using the thermokinetic model.

Parameter Range
Initial Pressure 50, 100 kPa
Initial Temperature 300, 325, 350, 375, 400 K
EGR Rate 0, 25, 50%
Equivalence Ratio 0.5, 0.7, 0.9
Octane Number 0
Engine Speed 1000, 3000, 5000 rpm

The ignition timing for each of the simulations was determined using the third derivative method outlined in

section 4.4.1 with a modified limit:
d3P

dt3
≥ 0.05

[
kPa

CAD3

]
(5.1)

This limit represents the second stage ignition process and the timing of the majority of the exothermicity.

Second stage ignition occurred in only 53 of the 270 simulations.

The individual effects of each of the parameters have been extensively studied in the literature, as discussed

in section 2.2. The effects of the five variables (To, Po, N , EGR, and Φ) on the ignition timing are interrelated,

making it difficult to determine the net effect of each parameter. A dimensional analysis was used to determine

a relationship between the various parameters and correlate the results of the 53 simulations.

Dimensional Analysis

A dimensional analysis provides a combination of selected variables, such that the product is dimensionless. If

the selected variables capture all of the relevant physical processes in a given system, the resulting dimensionless

parameter or parameters may be able to characterize the system. While dimensional analysis does provide a

dimensionally homogeneous equation, it does not guarantee that the resulting equation is representative of

the physical process. A detailed discussion of dimensional analysis is available in either the original paper by

Buckingham (1914) or in texts devoted to subject such as that by Isaacson & Isaacson (1975).

If a system can be described using n physical variables, in a total of r dimensions, the system can be

potentially reduced to n − r dimensionless parameters (Πs). Once the Πs are determined, it is necessary

to determine a relationship between them which describes the characteristic behavior of the system. The

fundamental dimensions (r) used to describe this system are mass [M], length [L], time [T], and temperature

[Θ]. The dimensions of the parameters are represented in terms of these fundamental dimensions. Pressure, for

example, has units of force per unit area which is represented using the fundamental dimensions as [ML−1T−2].

Determining each Π requires solving a system of r equations with r unknowns.
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To use a dimensional analysis, it is necessary to select n variables which are relevant to the problem being

considered. In the case of HCCI autoignition, these variables are the intake temperature and pressure, engine

speed, EGR rate, and equivalence ratio (see, for example, Zhao et al. (2001)). While the octane number and

compression ratio do indeed affect the ignition timing, they were not included in this investigation in order to

simplify the analysis.

These variables often do not directly represent the physical process responsible for the observed behavior.

For example, the equivalence ratio is a measure of the air-fuel ratio relative to the stoichiometric air-fuel ratio.

While this is a widely used tool for characterizing combustion systems, it is difficult to use in a dimensional

analysis as it is already dimensionless. To perform a dimensional analysis, it is not enough to simply identify

the relevant parameters, rather it is also necessary to determine the underlying physical processes by which

they affect the system. Each of the parameters are discussed below with respect to how they affect the ignition

timing and how they are represented in the dimensional analysis.

Initial Pressure

The initial pressure changes the overall concentration of the mixture, thereby increasing the rate of kinetic

activity (equation 3.38). For this investigation, the intake pressure was represented using the cylinder pressure

at IVC, with dimensions of pressure ([ML−1T−2]).

Initial Temperature

The mixture temperature at the Beginning Of Compression (BOC) influences the Arrhenius rate constant and

hence affects the ignition timing. Recall that the reaction rate is proportional to the Arrhenius rate constant:

k = Ae−Ea/RuT (3.34)

The dimensions of which are governed by the pre-exponential constant A, which is not temperature dependant.

Noting that A, Ea, and R are all constants, the rate constant is then only proportional to the exponential of

the inverse of the temperature:

k ∝ e−C/T → k ∝ T (5.2)

where C is a constant with dimensions of [K]. The ignition delay is of the interest in this investigation, not the

reaction rate. The ignition delay is inversely proportional to the reaction rate, which leads to the relationship:

tign ∝ 1
T

(5.3)
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Thus, the effect of the mixture temperature is included in the dimensional analysis using the inverse of the

fundamental dimension of temperature.

The end of compression temperature is more relevant to the ignition process than the BOC temperature, as

the mixture is essentially inert at BOC. The end of compression temperature was estimated from the isentropic

compression relationship:
T2

T1
=

(
v1

v2

)k−1

(5.4)

where T2 and v2 are the end of compression temperature and specific volume, respectively, T1 and v1 are the

BOC temperature and specific volume, respectively, and k is the ratio of specific heats, cp/cv. The compression

temperature, Tc, can be expressed in terms of the geometric compression ratio, CR, as:

Tc = ToCRk−1 (5.5)

To determine the compression temperature, a representative value of k at the beginning of compression was

used (k = 1.36).

Engine Speed

The engine speed changes the time available for the ignition process to take place. At low engine speeds the

mixture is exposed to high temperatures and pressures for longer periods of time than at higher engine speeds.

The ignition delay (in seconds) required in order to maintain a constant ignition timing (in CAD) varies as the

engine speed is changed. Rather than simply representing the engine speed with dimensions of time, the mean

piston speed, S̄p, with units of speed ([LT−1] is used:

S̄p =
LN

30
(5.6)

Where L is the stroke length in centimeters and N is the engine speed in rpm. Not only does this represent

changes in the engine speed, but also accounts for changes in the stroke length.

EGR Rate

EGR affects the ignition timing through predominantly the charge heating and thermal effects, as discussed in

section 2.2.7. The charge heating effect, which is the more substantial of the two, changes the initial temperature

of the mixture when sufficiently hot exhaust gases are used. The lesser, though still significant, thermal effect

changes the specific heat capacity of the mixture and hence changes the thermodynamic behavior of the mixture

during compression and ignition. The charge heating effect is accounted for by the initial temperature as this

temperature represents that of the mixture at IVC, regardless of the EGR rate. This allows the investigation
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of the effects of isothermal EGR, where different EGR rates are considered, but the mixture temperature at

BOC is the same.

In order to represent isothermal EGR in the dimensional analysis, it was necessary to clarify the mechanism by

which it affects the ignition timing. As the isothermal EGR fraction increases, the ratio of specific heats increases

slightly (sample calculations are provided in appendix A.3), leading to higher compression temperatures. Figure

5.1 shows a comparison of motored and fired2 temperature histories for HCCI operation with different EGR

fractions. Indeed, when the chemical kinetic activity is neglected the compression temperatures are higher with

increasing EGR fraction. When the chemical kinetic activity is considered, the ignition timing is retarded, as

seen in the fired temperature histories in Figure 5.1. The retarded ignition timing has been noted in other

investigations both experimentally (Atkins 2004), and numerically (Zhao et al. 2001). Thus there are factors

other than a change in the ratio of specific heats which cause the ignition timing to be retarded.

Table 5.2: A comparison of the effect of the EGR rate on the compression temperatures (for motored operation),
ignition timing (for fired operation), ratio of specific heat capacities (k), and the specific heat capacity (cv).

Tcomp θign k cv

[K] CAD aTDC [-] kJ/kg/K
0% EGR 855 -19.2 1.353 0.789
25% EGR 858 -15.4 1.354 0.792
50% EGR 860 -11.3 1.355 0.795
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Figure 5.1: The effect of EGR addition on the compression temperature for motored operation and ignition
timing for fired operation. Motored temperature histories were determined by setting all reaction rates to zero.
ON=0, N = 1000rpm, To = 400K, Φ = 0.7, Po = 100kPa.

2Motored engine operation refers to when the piston moves up and down without a combustion event occurring. In an SI engine
this is accomplished by not firing the spark plug, while in these HCCI simulations it was achieved by setting all the reaction rates
to zero. Fired operation refers to standard engine operation in which combustion takes place.
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Figure 5.2: The effect of EGR addition on the ignition timing for fired HCCI operation, for mixtures with a
constant specific heat capacity. ON=0, N = 1000rpm, To = 400K, Φ = 0.7, Po = 100kPa.

An increase in the EGR fraction increases both the specific heat capacity and the ratio of specific heats

as shown in Table 5.2. To determine if the change in specific heat capacity is responsible for the retarded

ignition timing, simulations were carried out in which the isothermal EGR rate was varied while setting the

specific heat to be that of the fresh mixture. The results of this variation are shown in Figure 5.2 and indicate

that if the temperature and specific heat capacity of the mixture are constant, the ignition timing does not

change significantly with EGR. The change in ignition timing for different rates of isothermal EGR can thus be

attributed to a change in the specific heat capacity of the mixture. As the EGR rate, and hence specific heat

capacity, increases, the temperature increase prior to ignition is decreased slowing the self-accelerating ignition

process. The change in temperature can be represented by:

∆T =
q

cv
(5.7)

Where q is the energy released by the chemical reactions per unit mass, which is a function of the fuel being

used and remains constant for different EGR rates. An increase in cv causes ∆T to decrease and the ignition to

be retarded. This effect is apparent in Figure 5.1 in which the temperature begin to increase at approximately

-32 CAD aTDC for all EGR rates, but those mixtures with lower EGR rates, and hence specific heat capacities,

have higher rates of temperature rise. The slight retardation of the ignition timing with increasing EGR fraction

seen in Figure 5.2 was attributed to the decreasing O2 concentration with higher EGR rates (the dilution effect).

The effects of EGR are summarized in Figure 5.3. An increase in EGR will increase the mixture temperature,

specific heat capacity, ratio of specific heat capacities, and will decrease the O2 concentration. The increase in
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temperature increases the reaction rates and leads to an advancement of the ignition timing. The increase in

ratio of specific heat capacities leads to slightly higher compression temperatures, but the increase in the heat

capacity itself, reduces the exothermicity. The net effect on the ignition timing by the change in the specific

heat capacity is that the ignition timing is retarded. Finally, the reduction of the O2 concentration reduces the

overall reaction rate and retards the ignition timing.

EGR

Thermal Effect

k increases
Tcomp increases by:

1k
comp oT T CR −= Advance Ignition

cp increases
dT/dt decreases due to

Q mc T= ∆ Retard Ignition

Retard Ignition

Charge Heating Effect

To increases Advance Ignition

Dilution Effect

Reduce [O2] Retard Ignition

Figure 5.3: Schematic of EGR effects on the ignition timing. Note that the chemical effect is not included as
it was found by Zhao et al. (2001) not to affect the ignition timing.

For the dimensional analysis, the effect of isothermal EGR was represented as an increase in the specific heat

capacity due to the addition of EGR:

∆cv,EGR =
∂cv

∂EGR
∝ (1 + EGR)

[
J

kgK

]
(5.8)

A partial derivative is used to determine the effect of only EGR on the specific heat capacity, although it is also

affected by the equivalence ratio.

Equivalence Ratio

The equivalence ratio represents the relative fuel/air quantity (see equation 3.55) and is dimensionless. To

reduce the number of dimensionless parameters for a which a functional form must be determined, it is desirable

to represent the equivalence ratio in a manner such that it has dimensions (Isaacson & Isaacson 1975). Changes

in the equivalence ratio affect the ignition timing by changing the relative number of fuel and air molecules, and

hence the kinetic activity. As the mixture is enriched, there is a greater possibility of the molecules colliding
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and reacting, and the ignition is advanced. To represent the mass of the fuel relative to the mass of the air,

∆m, the following relationship is used:

∆m = mO2 −mfuel (5.9)

where mO2 and mfuel are the mass of oxygen and fuel, respectively. The equivalence ratio was included in the

dimensional analysis using the dimension of [M].

Ignition Delay

The ignition process is governed by the Law of Mass Action (equation 3.38) in the time domain (seconds) and

not in the crank angle domain (CAD). Thus, for the purpose of the dimensional analysis, the ignition timing

is defined as being the time in seconds from the beginning of compression (i.e. IVC) to the time at which the

mixture autoignites. The ignition timing, θign, in CAD after IVC is determined from the time domain ignition

delay using the engine speed, N , in rpm:

θign = 6Ntign (5.10)

where tign is the ignition delay in seconds.

Although this investigation is concerned with the crank angle ignition timing rather than the time based

ignition delay, the kinetics of the ignition process are defined in terms of time. Therefore, the time based

ignition process is considered in the dimensional analysis and is converted later to the CAD domain using

equation 5.10.

Evaluation of Dimensionless Parameters

Using the representations of the engine parameters discussed above, a dimensional analysis was carried out

to determine two dimensionless parameters representing the ignition process. The following parameters were

considered:

tign Ignition time in seconds ([T])

Tc Compression temperature (
[
Θ−1

]
)

Sp Mean piston speed (
[
LT−1

]
)

Po Initial mixture pressure (
[
ML−1T−2

]
)

∆m Relative fuel/air mass ([M])

∆cv Change in specific heat capacity due EGR (
[
L2T−2Θ−1

]
)
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Choosing tign and Sp as the independent variables, the indicial matrix given in equation 5.11 is solved for the

two right hand sides.

M

L

T

Θ




Tc
0

Po
1

∆m
1

∆cv
0

0 −1 0 2

0 −2 0 −2

−1 0 0 −1




=




tign
0

0

1

0




=




Sp
0

1

−1

0




(5.11)

The solution of the two systems gives the two parameters:

Π1 = tign
∆c

1/6
v P

1/3
o

T
1/6
c (∆m)1/3

Π2 = Sp
T

1/2
c

∆c
1/2
v

(5.12)

The first parameter, Π1, is a measure of energy which must be added to the system for a given ignition delay.

The second parameter, Π2, is the rate at which the energy is being added to the system. Values of Π1 and Π2

were calculated for each of the 53 simulations in which combustion took place and are shown in Figure 5.4. The

markers in Figure 5.4 represent the simulation results from the parameter variations given in Table 5.1 using

n-heptane as a fuel, while the line represents a least squares fit of Π2 as a function of Π1.
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Figure 5.4: Relationship between the parameters Π1 Π2, for all fired cases in the parameter variations (see
Table 5.1).

The least squares correlation given in Figure 5.4 can be rearranged such that the ignition delay is given in

terms of the of the mixture state:

tign = 432.4
∆c0.295

v (∆m)1/3

T 0.295
o P

1/3
o S0.924

p

(5.13)
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As the engine speed varies, so too does the ignition delay required for constant ignition timing. For example,

if TDC ignition timing is desired for all engine speeds, the required ignition delay, tTDC , is determined from:

tTDC =
θTDC − θIVC

6N
= 432.4

∆c0.295
v (∆m)1/3

T 0.295
o P

1/3
o S0.924

p

(5.14)

Where θTDC is the ignition angle, in this case TDC (0 CAD aTDC), and θIVC is the IVC crank angle (-146 CAD

aTDC).

The ignition ignition delays required for TDC and ±10 degree (advanced and retarded) ignition timing as

function of engine speed are shown as lines in Figure 5.5, along with the results from the 53 simulations

(markers). For an arbitrary engine speed, tign can be evaluated using equation 5.14 and used to determine

the parameters required to realize the appropriate ignition delay. Figure 5.5 lends insight to the sensitivity of

the ignition process to the engine speed and what the implications are when utilizing equation 5.14. At lower

engine speeds, relatively large variations in the engine parameters, and hence in tign can be tolerated while still

remaining within the ±10 CAD ignition timing interval. At higher engine speeds the engine parameters must

be more accurately controlled to ensure that ignition timing is within the same interval.
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Figure 5.5: A correlation describing the initial conditions required for a given ignition timing at different engine
speeds.

Predicting the Ignition Timing Parametrically

To evaluate the ability of the new correlation to predict the conditions required for ignition, equation 5.14 was

used to predict the engine parameters required for TDC ignition at engine speeds other than those used in the

preceding parameter variations. In particular, the required initial temperature was estimated using equation
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Table 5.3: Summary of the engine parameters used in validating the ignition correlation. Note the estimated
initial temperature refers to that from the ignition correlation, while the actual temperature refers to the
temperature required for TDC ignition as determined using the thermokinetic model.

Engine Speed
2000rpm 4000rpm

Equivalence Ratio 0.7 0.7
EGR Fraction 0 0

Octane Number 0 0
Initial Pressure 100kPa 100kPa

Est. Initial Temp. 416K 454K
Act. Initial Temp. 375K 422K

Difference 11% 7.6%

5.14 for TDC ignition with the operation conditions outlined in Table 5.3. The details of calculation of the

initial temperature using equation 5.14 are given in appendix A.2.

The actual temperature required for TDC ignition timing was determined using the thermokinetic model by

carrying out a temperature sweep from 340K to 430K in steps of 10K, for each of the two engine speeds. The

initial temperature required for TDC ignition was interpolated from the results of the temperature sweep. The

engine configuration was the same as that used in the HCCI validation and parameter variations (see Table

4.3). As shown in Table 5.3, the ignition correlation predicted the required temperature to within 11% of the

actual temperature determined by the thermokinetic model. In this test of the correlation it should be noted

that although the temperature was predicted for the system from which the correlation was developed, the

two engine speeds at which the correlation was tested were not part of the original parameter variations. This

indicates that the correlation is able to interpolate between the data to which it was fitted, illustrating that the

dimensional analysis describes the physics of the ignition process.

Using the ignition correlation determined in the preceding section it is not necessary to carry out com-

plete thermokinetic simulations or experiments to determine the required engine parameters for every engine

load/speed combination. Instead, values of the required conditions can be quickly estimated. This has several

implications in the implementation of the HCCI cycle:

• When performing experimental investigations, it is possible to predict the approximate conditions required

not only to ensure combustion at a given load/speed point, but also to have acceptable ignition timing.

Furthermore, rather than exploring the entire operating regime, it is possible to only investigate several

points, use this data to fit the dimensionless parameters, and subsequently “fill in” the rest of the map using

the parameters.

• For the purpose of engine control in realtime, it is possible estimate the engine conditions required for a given

ignition timing, and then rely on some sort of feedback (such as an ionization sensor (Herweg et al. 2003)) to

finely adjust the ignition timing.
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The ignition correlation determined by the dimensional analysis will certainly not replace standard thermody-

namic or chemical kinetic modelling of the HCCI engine, however it does provide a relatively simple means of

estimating the required engine parameters for a given ignition timing.

Implementing the Ignition Correlation

The ignition correlation presented in equation 5.14 is a least squares fit of the parameters Π1 and Π2, to the

results of the 53 parameter variations obtained using the thermokinetic model. This version of ignition correla-

tion is only suitable for predicting the conditions required for ignition in the virtual engine being approximated

by the thermokinetic model. How well this correlation predicts the ignition timing in a real engine has not yet

been evaluated. To obtain an ignition correlation for a real engine, a similar parameter variation can be carried

out on the real engine so that an engine specific relationship between Π1 and Π2 can be determined.

From this investigation it was determined that, in general, Π1 and Π2 are related through an equation of the

form:

Π2 = aΠ−b
1 (5.15)

where a and b are coefficients which were determined through a least squares fit of the parameters to the

simulation results. Rather than carrying out such a comprehensive variation, future calibrations of the ignition

correlation can be done by considering the operating conditions required for the same ignition timing at various

engine speeds. This is in contrast to independently varying all of the parameters at relatively few engine speeds

as was done in this investigation.

Summary

To implement the HCCI cycle, it is necessary to be able to control the ignition timing. The effects of various

engine parameters on the ignition timing were determined using the thermokinetic model by independently

varying the initial mixture temperature and pressure, EGR rate, equivalence ratio and engine speed. The

results of this parameter variation were used in conjunction with a dimensional analysis to form a correlation

describing the conditions required to achieve a given ignition timing.

To carry out the dimensional analysis, it was necessary to determine how each of the engine parameters

affected the ignition timing and how they should be represented in the dimensional analysis:

Temperature The mixture temperature influences the ignition timing by changing the overall reaction rate.

An increase in the temperature increases the reaction rate, which decreases the ignition delay (i.e. advances

the ignition timing). Therefore, the effect of the temperature was included in the dimensional analysis using

dimensions of the inverse of temperature.
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Pressure The mixture pressure changes the mixture concentration and hence the likelihood of molecular

collisions occurring. This effect was included in the dimensional analysis using units of pressure.

EGR Rate From this investigation it was found that the EGR rate affects the ignition timing through changes

in the specific heat capacity of the mixture. Thus the EGR rate was represented in the dimensional analysis

using the dimensions of specific heat capacity.

Equivalence Ratio The equivalence ratio is a measure of the relative fuel and air quantities and was repre-

sented as the difference in the oxygen and fuel masses.

Engine Speed Different engine speeds change the amount of time during which ignition occurs. To account

for changes in the engine speed and the engine geometry, the engine speed was represented using the mean

piston speed.

Two parameters were determined from the dimensional analysis and were correlated using the results from the

parameter variation. This correlation specified the relative parameter values required for a given ignition timing

and was used to predict the temperatures required to have TDC ignition timing at two different engine speeds.

The ignition correlation was able to predict the required temperatures to within 11% of the temperatures

determined using the thermokinetic model.
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Conclusions and Future Work

Conclusions

The focus of this thesis was to determine the effects of various engine parameters on the ignition timing of an

HCCI engine, with goal of simplifying the development of HCCI control systems. To do this a thermokinetic

model using a new chemical kinetic mechanism was developed and validated. 270 simulations, each with

different engine operating parameters, were carried out using the thermokinetic model to determine the effect

of the parameters on the ignition timing. The results of these simulations were correlated using a dimensional

analysis to describe the net effect of the parameters on the ignition timing. This correlation was used to predict

the required initial conditions for a specified ignition timing at different engine speeds.

The major contributions of this work are the development of a chemical kinetic mechanism capable of de-

scribing both the ignition and combustion of arbitrary PRF blends, and the correlation of engine parameters

to the ignition timing. Each of these contributions are concluded in the following sections.

Thermokinetic Model

A thermokinetic model was developed by coupling a single zone thermodynamic model with a skeletal chemical

kinetic mechanism. The single zone assumption implies that the thermodynamic state of the mixture is spatially

uniform. This work developed a new chemical kinetic mechanism by combining existing sub-mechanisms for

iso-octane and n-heptane ignition, large molecule decomposition, and CO and H2 oxidation from the literature.

The complete mechanism consists of 58 chemical species and 120 reactions and describes the ignition and

combustion of an arbitrary PRF blend. The thermodynamic properties of each of the chemical species were

either taken from existing databases or estimated based on additivity rules.

Simulation results from the thermokinetic model were compared with known results for several different com-

bustion systems to validate the model. Combustion temperatures for an adiabatic, constant volume combustion

event determined using the thermokinetic model were compared with those determined using STANJAN. The

thermokinetic model was able to predict the combustion temperatures to within 8.5% of those calculated using

STANJAN. To validate the ability of the thermokinetic model to predict ignition delays, experimental results
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from a rapid compression machine (Park & Keck 1990) and a shock tube (Fieweger et al. 1997) were com-

pared to those predicted by the thermokinetic model. From these validations, it was shown that the model is

capable of predicting the qualitative effects of the temperature, pressure, and octane number on the ignition

delay. A comparison of pressure traces calculated by the thermokinetic model with pressure traces obtained

experimentally from an HCCI engine (Atkins 2004) was used determine the model’s applicability to HCCI.

Three different engine operating points, each with a different fuel octane number, EGR rate and equivalence

ratio were simulated and compared to the experimental results. The thermokinetic model was able to predict

the ignition timing of each of the points to within 1 CAD of the range observed experimentally.

The thermokinetic model was not capable of predicting the combustion duration and exhaust gas composition

in an HCCI engine due to the single zone approximation which was used. This limitation of the single zone

model has been noted by other researchers (Aceves et al. 1999) and was known at the onset of this work. The

goal of this investigation, which has been accomplished, was to develop a model capable of confidently predicting

the ignition timing in an HCCI engine.

Parameter Variations

While the thermokinetic model is capable of predicting the effect of engine parameters on the ignition timing,

it does not directly indicate what conditions are required to ensure combustion at a given ignition timing. In

order to develop such a criteria, the mixture temperature, pressure, equivalence ratio, EGR rate and engine

speed were varied independently using the thermokinetic model and the effect on the ignition timing was noted.

Two parameters were determined using a dimensional analysis, one representing the rate at which energy is

added to the system, and the other representing the thermodynamic state required for ignition. By determining

a relationship between these two parameters based on the results of the parameter variations, it was possible

to determine a correlation which specifies the conditions required for a given ignition timing.

The applicability of such a correlation was illustrated when it was used to determine the initial temperature

required to maintain a given ignition timing for two engine speeds, given the same equivalence ratio, initial

pressure, EGR rate and fuel composition. The initial temperature predicted using the ignition correlation was

within 11% of the actual temperature as determined using the thermokinetic model. This ignition correlation

can be implemented in a control application and used as a simple model to predict the conditions required

for ignition. Furthermore, it can be used to to expedite experimental investigations. Rather than having to

iteratively determine the conditions required for ignition, the correlation can predict them relatively quickly. It

is not necessary to investigate the entire engine speed/load regime, as it is possible to determine only several

points experimentally and use the relationship between the two dimensionless parameters to determine the

conditions at the interim points.
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Future Work

The thermokinetic model and ignition correlation presented in this work are useful tools in gaining insight to

the HCCI cycle. There are, however, still improvements and further refinements that can be made.

Thermokinetic Model

Extend to Multi-zone Model

The focus of this investigation was the determination of the effects of various parameters on the ignition timing

in an HCCI engine. A single zone model is well suited to this, but by the inclusion of the effects of spatial

variations in temperature and mixture composition, it would also become possible to more accurately predict

the exhaust gas composition and combustion duration. Viable HCCI operation requires not only appropriate

ignition timing, but an acceptable combustion duration as well. Too rapid of a combustion event can damage

the engine and too slow of a combustion event can lead to incomplete combustion. The exhaust gas composition

should also be considered to ensure that excess pollutants, such as CO, NOx, or uHC, are not being formed.

Methods of increasing the number of thermodynamic zones to include spatial variations in the thermodynamic

state are discussed in section 2.3.

Reduce the Chemical Kinetic Mechanism

The number of differential equations requiring solution in a multi-zone model increase linearly with the

number of thermodynamic zones. For example, a two zone model will have twice as many differential equations

to solve than a single zone model. To decrease the number of computations for a multi-zone model, the chemical

kinetic mechanism can be reduced. Reduction methods such as those described in section 2.3.1 can be used to

reduce the chemical kinetic mechanism.

The H2/O2 sub-mechanism in particular could be the focus of such a reduction investigation. A comprehensive

H2/O2 sub-mechanism was included in this investigation as there was a possibility of using hydrogen as a

supplemental fuel. If this is not done, this sub-mechanism could be reduced. For such a reduction analysis, the

ignition timing, combustion duration, and exhaust gas compositions must all be considered in order to ensure

the validity of the resulting mechanism and comparison with experimental data from an HCCI engine would be

required.

Incorporate Thermokinetic Model into a Full Cycle Simulation

This investigation focusses only on the closed portion of the engine cycle (i.e. from IVC to EVO) and

determines the initial mixture composition from a set of general equations. Instead, the thermokinetic model

can be incorporated into a model describing the entire engine cycle, including the gas exchange process (i.e. the
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intake and exhaust strokes). The mixture composition at the beginning of compression can then be determined

based on the inducted charge, which may be a mixture of fresh air, fuel and exhaust gases from the preceding

cycle. Furthermore, it becomes possible to investigate different Variable Valve Train (VVT) applications such as

internal EGR or changes in the effective compression ratio by changing the timing of IVC (Law et al. 2002, Agrell

et al. 2003).

A thermokinetic model describing the complete engine cycle can also be used to investigate different change

over strategies between SI and HCCI. As HCCI is not well suited to high load operation (due to the high rates

of pressure rise), SI operation can be used at higher engine loads. Switching between HCCI and SI operation

requires that engine parameters, such as the EGR rate and equivalence ratio are changed in sequential cycles.

A complete engine simulation could be used to determine what the changes should be, and how to implement

them.

Extend the Ignition Correlation

Currently, the ignition correlation only indicates the conditions required for a given ignition timing, but gives

no insight to the subsequent combustion process. It does not indicate whether or not the combustion duration

is appropriate, or if the exhaust gas composition is acceptable from an emissions standpoint. A multi-zone

thermokinetic model could be used to carry out parameter variations, similar to those in this investigation, to

determine the effect of the engine parameters on the exhaust gas composition and combustion duration. By

incorporating these variables as well, it would be possible to not only determine the conditions required for a

particular ignition timing, but also to achieve an acceptable combustion event from an engine durability and

emissions standpoint. This would then provide an overall HCCI operation criteria, specifying the conditions for

desired ignition timing and appropriate combustion duration and acceptable emissions.
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Sample Calculations

Estimation of the Specific Heat of Iso-Octane

Given that a molecule consists of two or more polyvalent atoms, it can be decomposed into its constituent

groups and the thermodynamic properties can be determined. For example, iso-octane (2,2,4-trimethyl-pentane)

has the structure:

C

C

C

C

C

C

C C

Note that hydrogen atoms are not indicated in this diagram, however their location and number can be deter-

mined from the number of free valences on each carbon atom. This structure can then be decomposed into its

constituent polyvalent atomic groups as follows:

(C-(H)3C)×5 Five groups consisting of one carbon atom singly bonded to one other carbon atom and three

hydrogen atoms.

(C-(C)4)×1 One group consisting of one carbon atom singly bonded to four other carbon atoms.

(C-(C)2(H)2)×1 One group consisting of one carbon atom singly bonded to two carbon atoms and two

hydrogen atoms.

(C-(C)3H)×1 One group consisting of one carbon atom singly bonded to three carbon atoms and one hydrogen

atom.

Each of these groups has a characteristic contribution to specific heat (and hence enthalpy and entropy).

These values are available in tabulated form up to temperatures of 1000 or 1500K in Benson (1976) or Côme

Côme (2001), for example. As iso-octane is an alkane (i.e. has only single bonds) there are no corrections

required for cis and trans isomers. Using the values tabulated in Benson for the above groups, the specific heat

or iso-octane at T = 300K was found to be cp,300 = 45.4cal/mole-K, which agrees within 0.2% of the true value

(Scott 1974).
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Example using the Ignition Correlation

Below is an example of how the ignition correlation given in equation 5.14 can be used to determine the

conditions for a specific ignition timing. In particular, this example will discuss how the initial temperatures

were determined for the discussion in section 5.4

Problem Statement

Given the following engine parameters, determine initial mixture temperature such that ignition will occur

at TDC.

Table A.1: Summary of the engine parameters used in validating the ignition correlation.

Engine Speed
2000rpm 4000rpm

Equivalence Ratio 0.7 0.7
EGR Fraction 0 0

Octane Number 0 0
Compression Ratio 11 11

Piston Stroke 11.4cm 11.4cm
IVC Angle 34 CAD aTDC 34 CAD aTDC

Initial Pressure 100kPa 100kPa
Req. Initial Temp. ? ?

Solution

Using the ignition criteria, equation 5.14:

tTDC =
θTDC − θIVC

6N
=

146◦

6N
=





1.217 ∗ 10−2 At 2000rpm

6.083 ∗ 10−3 At 4000rpm
(A.1)

The required initial conditions can be determined using equation 5.14 and substituting the values specific to

this operation:

tTDC = 1.217 ∗ 10−2 = 432.4
∆c0.295

v (∆m)1/3

T 0.295
o P

1/3
o S0.924

p

(A.2)

The determination of each of the variables on the right hand side is discussed in further detail below.

Relative Fuel Mass

The definition of ∆m from equation 5.9 is:

∆m = mO2 −mfuel (5.9)
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or in molar terms:

∆m = NO2MO2 −NfuelMfuel (A.3)

Where MO2 and Mfuel are the molar masses of oxygen and the fuel being considered, respectively. As the

mixture composition is generally only known in terms of concentration, equation A.3 can be expressed using

the mole fraction, Yi:

∆m = (YO2MO2 − YfuelMfuel) Ntotal (A.4)

The total number of moles, Ntotal can be determined from the ideal gas law, equation 3.58, while the mole

fractions are determined using the the stoichiometric coefficients described in section 3.5.1:

Yi =
βi∑
βi

(A.5)

By combining equations A.4, A.5, and the ideal gas law, the relative fuel mass is defined by:

∆m = (βO2MO2 − βfuelMfuel)
PoVo

RuTo
∑

βi
(A.6)

In the case of this example, the relative fuel mass is then:

∆m =
40.34
To

(A.7)

EGR

The change in the mixture specific heat capacity due to the addition of EGR is represented numerically using:

∆cv = (1 + EGR) (A.8)

Thus for this example, ∆cv has a value of unity.

Initial Pressure

The initial pressure of the mixture is represented using the cylinder pressure at IVC. For this example this

leads to:

Po = 100kPa (A.9)

Mean Piston Speed

The mean piston speed is defined by:

S̄p =
LN

30
(A.10)
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Where L, the piston stroke length, is given in centimeters. The mean piston speed is 762cm/s and 1524cm/s

at 2000rpm and 4000rpm, respectively.

Compression Temperature

The mixture temperature at the end of compression is estimated using the adiabatic compression relationship:

Tc = ToCRk−1 (A.11)

The ratio of specific heat capacities, k, was defined as being 1.36 during the derivation of equation A.2 and the

same value will be used here.

Determining the Required Temperature

The temperature required for TDC ignition timing, given the operating conditions outlined in table A.1, can

be determined be combining equations A.2, A.7, A.8, A.9, A.10, and A.11. The initial temperatures required

for TDC ignition, estimated using the ignition correlation, are:

To = 416K at 2000rpm

To = 454K at 4000rpm
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Calculation Specific Heats

In order to investigate the thermal effect of EGR (see section 2.2.7), the specific heat capacity of a fuel/air

mixture and the corresponding exhaust mixture was calculated. In addition, the ratio of specific heats were

also compared.

Combustion Equation

The mixture composition is described using the balanced combustion equation for a stoichiometric mixture

of iso-octane and air:

C8H18 + 12.5 (O2 + 3.76N2) → 8CO2 + 9H2O + 47N2 (A.12)

The specific heat of mixture, cp,m, can be determined using:

cp,m =
∑

i

mficp,i (A.13)

Where mfi is the mass fraction of the ith specie and cp,i is the specific heat capacity of the ith specie. Using

the following values, the specific heat of the fuel/air mixture at 300K, cp,f/a, was found to be:

mfC8H18 = 0.0623 cp,C8H18 = 1.65
kJ

kgK
from Heywood (1988) (A.14)

mfO2 = 0.219 cp,O2 = 0.918
kJ

kgK
from Glassman (1996) (A.15)

mfN2 = 0.719 cp,N2 = 1.04
kJ

kgK
from Glassman (1996) (A.16)

cp,f/a = 1.05
kJ

kgK
(A.17)

The ratio of specific heat capacities can be determined using:

kf/a =
cp

cp −Rm
(A.18)

Where Rm is the real gas constant of the mixture and is defined by:

Rm =
Ru

Mm
=

Ru
mm
Nm

(A.19)

Then for this example, the ratio of specific heats is:

kf/a =
cp

cp −
Ru

mm/Nm

=
1.05

1.05−
8.31

1830/60.5

= 1.36 (A.20)
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To calculate the specific heat capacity of the exhaust gases, the following values were used:

mfCO2 = 0.192 cp,CO2 = 0.846
kJ

kgK
from Glassman (1996) (A.21)

mfH2O = 0.0885 cp,H2O = 1.87
kJ

kgK
from Glassman (1996) (A.22)

mfN2 = 0.719 cp,N2 = 1.04
kJ

kgK
from Glassman (1996) (A.23)

Resulting in the following values:

cp,EGR = 1.08
kJ

kgK
(A.24)

kEGR = 1.37 (A.25)
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Extrapolated cp Fits

The following figures represent the estimations of the specific heat capacities using the methods presented

in section 3.3. The points in each figure represent the specific heat capacities estimated using the NIST

implementation (Stein & Brown 2003) of the Benson Additivity Rules (Benson 1976). These values were

extrapolated to 5000K using the Wilhoit polynomials (equation3.27) (Burcat 1984), the coefficients of which

are given on each figure.
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Figure B.1: Estimation of the specific heat of C3H7CHO.
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Figure B.2: Estimation of the specific heat of C3H7O2.
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Figure B.3: Estimation of the specific heat of C3H7OOH.
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Figure B.4: Estimation of the specific heat of C7H14O.
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Figure B.5: Estimation of the specific heat of C7H14OOH.
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Figure B.6: Estimation of the specific heat of C7H15OO.
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Figure B.7: Estimation of the specific heat of C7H15OOH.
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Figure B.8: Estimation of the specific heat of C8H16O.

93



APPENDIX B: EXTRAPOLATED CP FITS

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
0.04

0.06

0.08

0.1

0.12

0.14

0.16

Temperature,T [K]

S
pe

ci
fic

 H
ea

t, 
c p [k

ca
l/(

m
ol

 K
)]

C
8
H

16
OOH

 
a

o
 = −4.7193

a
1
 = 19.7736

a
2
 = −30.598

a
3
 = 14.8412

b = 335

Figure B.9: Estimation of the specific heat of C8H16OOH.
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Figure B.10: Estimation of the specific heat of C8H17O.
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Figure B.11: Estimation of the specific heat of C8H17OO.
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Figure B.12: Estimation of the specific heat of C8H17OOH.
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Figure B.13: Estimation of the specific heat of OC7H13O.
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Figure B.14: Estimation of the specific heat of OC7H13OOH.
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Figure B.15: Estimation of the specific heat of OC8H15O.
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Figure B.16: Estimation of the specific heat of OC8H15OOH.
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Figure B.17: Estimation of the specific heat of OOC7H14OOH.
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Figure B.18: Estimation of the specific heat of OOC8H16OOH.
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Appendix C

Computer Programs

The following table briefly describes the major files used during the investigation presented in this thesis.

The files are presented in alphabetical order and classified as to what type of file they are (function, script, or

otherwise) and by how they are called (either by another program or by the user from the Base workspace).
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APPENDIX C: COMPUTER PROGRAMS
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