22 2 System Identification: Conventional Approach
2.6.2 Optimal Prediction
Prediction error is defined by

e(t,0) =y — Ytlt — 1)

where §(t[t — 1) now denotes a prediction of y; given all data up to and
including time ¢ — 1 (i.e., Yr—1, Ut—1, Yt—2, Ut—2, - - ).
Consider the general model structure

Yp = Gp(zfl; O)us + Gi(27 1 0)eq

with the assumption that G,(0;0) = 0. A general linear one-step ahead pre-
dictor is described as [10]:

Gltlt —1) = Li(z7 4 0)ys + La(27 % 0)uy (2.15)

which is a function of past data if the filters L1(271;0) and La(27%;0) are
constrained by

L1(0;0) =0 (2.16)
Ly(0;6) =0 (2.17)

Thus, the prediction error can be further written as

e(t,0) = Gp(z~ 5 0)ur + Gi(z7 " 0)er — Li(27 0y — Loz 0)uy
= Gp(zfl; O us + (Gr(z740) — Dey + e — Ly (27 0)ys — Lo(27 4 0)uy

= (Gp(=7150) — Lao(z7 11 0))ur + (Go(2710) — Dee — Li (2711 0)ye + e

According to the model,
ye = Gp(z™ 15 0)uy + Gi(z75 0)ey
e; can be derived as
e =G (=7 0) (g — G271 O)u)

Using this relation, we can further write the expression of the prediction error
as

e(t,0) = (Gp(z7"50) = La(z~ "5 0))ue + (Gi(27150) — I)
xGl_l(z_l; 0)(ye — Gp(z 715 0)uy) — Li(z7 5 0)ys + e
= (Gp(z750) = La(z™ 10))ue + (I = G (27 10) (ye — Gz 1 0)we)
—Li(z7"0)ye + e
= (Gl_l(zfl;G)Gp(zfl;G) — Lo(z740))uy
HI =G (z750) — Li(z" 55 0))ye + e

A
= W, (275 0)ue + Py (27 0y + e
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Given the conditions G,(0;6) = 0, G;(0;0) = I, L1(0;0) = 0, and L2(0;6) = 0,
it can be verified that
;0)

,(0:0) = 0
0;0)=0

@y (
Namely, both ¥, (z71;0) and ¥,(27!;6) have at least one sample time delay.
Thus, by expanding transfer functions into impulse response functions, we
have
@, (27 0wy = Purt—1 + Yuoti—o + ...
@y (275 0)y = Pyrye—1 + Vo2 + - -

Being a future white-noise disturbance relative to W,(z7!;0)u; and
W, (271 0)ys, e; is independent of both ¥, (z71;0)us and ¥, (271 0)y:. As a
result

Cov(e(t,0)) = Cov[, (2715 0)us + Wy (215 0)ys] + Covley] = Cov(e;)
or as a norm expression
trace[Cov(e(t,0))] > trace[Cov(e)]

Therefore, the minimum is given by Cov(e;), i.e., the covariance of white noise
et, which is X.. Consequently, an optimal one-step predictor should give this
lower bound as its prediction error. This lower bound is achieved if

U, (27460)=0
@, (z710) =0
Solving these two equations gives, respectively,
Ly(z7%0) = G;l(z_l;G)Gp(z_l;H)
Li(z7%0)=1-G;'(=7%0)

As the result, the optimal predictor can be derived.
Let’s start from a simple example to demonstrate how the optimal predic-
tion can be derived. Consider the following ARMAX model:

bzt 1+c¢z7?
= Ut
1+az"1 1+az?

Yt €t

The white noise term e; can be derived from this equation as

1+ azfl( bzt
= - u
1+cz1 Y l+az1"

et ) (2.18)

The following derivation yields optimal one-step prediction:



