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The fundamental big issues

 How are linguistic structures”?
— Acquired
— Represented in the human mind
— Reflected in usage, e.g. corpora
— Linked with categorization
* How are linguistic categories stored and
represented as cognitive structures?

— Prototypes
— Exemplars




(Linguistic/Cognitive) categories —
models of representation

* Prototype theory (e.g. Rosch 1978)
— Storage of highly abstract representations
— Consisting of aggregate properties
« Characteristic of the category
* |Instead of strictly defining/delineating
« Exemplar theory (e.g. Hintzman, 1986;
Nosofsky, 1986)

— Storage of detailed memory traces of all the
individually encountered examples

— Little or no abstraction over instances



Models of representation

* Prototype and exemplar models
— traditionally treated as mutually exclusive

 Alternatively (Verbeemen et al. 2007)
— Opposite ends along a gradient continuum

— Following a usage-based view, prototypes
would emerge from repeated exposure to and
abstraction over exemplars



Our objective

* Primarily: How can these various models
of categorization be observed to be
manifested in corpus data”?

— With the help of synonymy (six Russian near-
synonymous verbs denoting TRY)

— Based upon the results of polytomous logistic
regression — a multivariate statistical method
« Secondarily: Is there support for a
continuum between the two alternative
models?



From extreme exemplars to
most abstract prototypes

Exempar-route — Property-route — odds:
expected probabilities:  |ndividual contextual
Individual example property combinations
sentences > Distinct verb+context
- "Best” exemplars types

(manifesting distinct > Distinct context types
contextual property (disregarding outcome verb)
clusters + high - Aggregates of
probability < properties with (strongly)
many/strongly favorable odds -

favorable odds) (abstract) prototypes?



The model / statistical method

Multivariate analysis: (polytomous) logistic regression

— Looks at outcomes as proportions among all
observations with the same context rather than
individual either-or dichotomies of occurrence vs. non-
occurrence

— Thus: estimates probabilities of occurrence given a
particular context

— Estimates variable parameters for properties which
can be interpreted naturally as odds (Harrell 2001)

« How much does the existence of a variable (i.e. property) in
the context increase (or decrease) the chances of a
particular outcome (i.e. lexeme) to occur, with all the other
explanatory variables being equal?

— Optimizes the fit of the outcome proportions in the
data with the probabilities yielded by the parameters .



One-vs-rest classification
(Rifkin&Klautau, 2004)

Distinguishes each member of the set without
requiring some baseline category (as required in
proper multinomial logistic regression)

Provides directly lexeme-specific odds with
respect to selected variables (representing
linguistic properties)

Selection rule: pick the verb receiving the
highest probability
arg\.,, max[P(Verb|Context)]

Highest estimated probability not necessarily
P>0.5 — can range from slightly over 1/6 2> 1.0



The data

* Divjak: TRY in Russian

— The 6 most frequent verbs that express TRY when
combined with an infinitive
— probovat’
— pytat’sja
— Starat’sja
— Silit’sfa
— norovit’
— poryvat’sja
« Data extracted from corpora
— Amsterdam Russian Corpus
— Russian National Corpus

— (selected) Internet pages

* |In all 1351 occurrences
— Roughly equal proportions for each TRY verb (n=119...250)



Getting the data into the model

Original analysis contains 14 variables amounting to 87 variable categories
(Divjak& Gries 2006)

— haveto befruned,_since (polytomous) logistic regression allows for
qn5a0x/|1rr(1)elllly5)/10 variables per data points of least frequent outcome (i.e.

Selection strategy: variables with a broad dispersion among the 6 TRY verbs

— focuses on the interaction of variables in determining the expected
probability in context

— in contrast to allowing individual distinctive variables, linked to only one of
the verbs, to alone determine the choice

Selection criteria
— overall frequency in the data at least 45
— occurrence at least twice (i.e. not just single chance) with all 6 TRY verbs

Technical restrictions/requirements

— exclusion of one variable for each fully complementary case (e.g. aspect of
verb form)

— exclusion of one of the variables when mutual pairwise association statistic
Uncertainty Co-Efficient UC>0.5 (i.e. one variable accounts for more than 2
of the variance of the other) 0



Variable summary

« Altogether 18 variables [7 structural/11 semantic]
— Clause type: Main (vs. subordinate) [1/2]

— Sentence type: Declarative (vs. other rarer types)
[1/4]

— Finite verb: morphological properties [4/12]
— Infinitive verb: morphological properties [1/2]
— Infinitive verb: degree of control (semantic) [1/3]

— Infinitive verb: semantic characterization
(communication, exchange, motion, metaphorical
motion, etc.) [9/14]

— Syntactic subject: semantic characterization (Animate
human vs. rarer other types) [1/9]
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Model performance

Recall 699/1351 (51.7%)
R,%(TEACH) 0.31

R, 2(TEST) 0.31

lambda (Menard) 0.41

tau (Menard) 0.42

Cf. these results with an over-fitting model with 26 variables (in which only
complementary variables were excluded) which reaches a Recall of 53%
(719/1351 correct choices)?

BEAR IN MIND: we are predicting a 6-way choice between near-synonyms. In a 4-way
choice (between imposed, believed, requested and correlated), the average non-

English US college applicant gets 64.5% correct (Landauer and Dumais 1997).
12



Fitted model — verb-specific property-wise
odds

(Intercept)

CLAUSE.MAIN
FINITE.ASPECT_PERFECTIVE
FINITE.MOOD_GERUND
FINITE.MOOD_INDICATIVE
FINITE.TENSE_PAST
INFINITIVE.ASPECT_IMPERFECTIVE

INFINITIVE.CONTROL_HIGH

INFINITIVE.SEM_COMMUNICATION
INFINITIVE.SEM_EXCHANGE
INFINITIVE.SEM_METAPHORICAL_MOTION
INFINITIVE.SEM_METAPHORICAL_PHYSICAL_EXCHANGE
INFINITIVE.SEM_METAPHORICAL_PHYSICAL_OTHER
INFINITIVE.SEM_MOTION
INFINITIVE.SEM_MOTION_OTHER
INFINITIVE.SEM_PHYSICAL
INFINITIVE.SEM_PHYSICAL_OTHER
SENTENCE.DECLARATIVE
SUBJECT.SEM_ANIMATE_HUMAN

1/22
3.4
29
1/8.3
1/2.8
(1/1)
6.1

(1/1.2)
2.1

(1.4)

(1/5.8)

(1/1)
(1/49253205)
7

(2.1)

2.1

110

1/6.4

(1/1)
111
1/3.7
1/3
(1/1.3)
1/4.5
(1/1.3)
(1.1)
1/2.6
(3.2)
(1/1)
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Fitted model — verb-specific property-wise
odds — cont'd

(Intercept)

CLAUSE.MAIN
FINITE.ASPECT_PERFECTIVE
FINITE.MOOD_GERUND
FINITE.MOOD_INDICATIVE
FINITE.TENSE_PAST
INFINITIVE.ASPECT_IMPERFECTIVE

INFINITIVE.CONTROL_HIGH

INFINITIVE.SEM_COMMUNICATION
INFINITIVE.SEM_EXCHANGE
INFINITIVE.SEM_METAPHORICAL_MOTION
INFINITIVE.SEM_METAPHORICAL_PHYSICAL_EXCHANGE
INFINITIVE.SEM_METAPHORICAL_PHYSICAL_OTHER
INFINITIVE.SEM_MOTION
INFINITIVE.SEM_MOTION_OTHER
INFINITIVE.SEM_PHYSICAL
INFINITIVE.SEM_PHYSICAL_OTHER
SENTENCE.DECLARATIVE
SUBJECT.SEM_ANIMATE_HUMAN

Norovit’

(1/2.2)

(1/1.2)
(1/181239356)
1/6

(1/1.2)

1/3.3

1/2.9

2.6
(1.2)
7.7
6.1
4
2.7
8.1
4.5
6
6.1
(1)
1/4

Poryvat’sja
1/3380
(1/1)
(1/29548257)
(2.8)

(1.8)

3.3

(1)

4.7

8.4

9.1

(1.9)

(4)

(1.3)

19

5.1

(1.6)

3.1

(1.3)

4.1

Pytat'sja
1/12
1/1.6
(1.1)
(1.2)
(1.3)
2.4

1/2.7

3.1

11.9
(1/1.9)
(1)
1/2.6
(1/1.3)
1/4.2
(1/1.5)
1/4.1
(1/1.5)
(1/1.1)
(1.4)
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Fitted model — Sentence-wise

probability estimates

* Poprobuj ujti otsjuda ili otkazat’sja ot
obeshhannogo!
“Try to go away from here or to renounce
what was promised!”

* The context with the third highest probability:
{CLAUSE.MAIN,

FIN
INF
INF

SUBJECT.SEM_ANIMATE_HUMAN;}

TE.ASPECT_PERFECTIVE,
NITIVE.CONTROL_HIGH,
NITIVE.SEM_MOTION,

15



Probability estimates

P(probovat|CONTEXT) =

1:1.9 ~ Intercept +
3.4:1 ~ CLAUSE.MAIN +

29:1 ~ FINITE.ASPECT_PERFECTIVE +
1:1.2 ~ INFINITIVE.CONTROL_HIGH +
1.7:1 ~ INFINITIVE.SEM_MOTION +

1.5:1 ~SUBJECT.SEM_ANIMATE_HUMAN
=0.92
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Probability estimates

All individual sentences can be ranked in terms
of the verb-specific context-based expected
probability

N.B. Estimated probability is the same for each

verb in all similar contexts

— 3 sentences with above context and property
combination — all with probovat’

In all 296 distinct property combination types
(i.e. Contexts)

Overall 660 verb+property combination types
(verb-specific contexts) — 100 for probovat’



Probabilities vs. proportions

E.g. most frequent property combination in the data

— CLAUSE.MAIN+ FINITE.MOOD_INDICATIVE+
FINITE.TENSE_PAST+ INFINITIVE.CONTROL_HIGH+
INFINITIVE.SEM_COMMUNICATION+
SENTENCE.DECLARATIVE+
SUBJECT.SEM_ANIMATE_HUMAN

— N=60
Original frequencies in the data

norovit poryvatsja probovat pytatsja silitsja staratsja
6 17 3 11 18 5

Original proportions of occurrence in the data

norovit poryvatsja probovat pytatsja silitsja staratsja
0.10 0.28 0.05 0.18 0.30 0.08

Estimated probabilities according to the model

norovit poryvatsja probovat pytatsja silitsja staratsja

0.07 0.26 0.05 0.25 0.25 0.11
18



Selecting best/most prototypical
exemplars

* Are the sentences with the highest

probability estimates per each verb their
best/most prototypical exemplars?

* Picking only the most probable sentences
yields ones with similar contexts and
property combinations
— 277 sentences for which P(probovat’|C)>0.5
— Represent 85 distinct property combinations

— What degree of overlap? (have to figure out)
19



Clustering the exemplars
according to their properties

* Hierarchical Agglomerative Clustering
— Internally similar but group-wise distinct clusters

— Number of clusters can be arbitrarily defined and tried
out: 40 (in this study after some trial)

— Distance metric: binary < binary property values
— Clustering algorithm: Ward < compact clusters

« Selecting from each (distinct property cluster)
the verb (and exemplar sentence) with the
highest probability estimate

— Expectation as the best representative for the
property cluster in question 20



Property clustering

* 40 clusters divided unequally among the 6 TRY
verbs:

— Probovat’. 13 exemplary sentences representing
distinct property combinations

— Silit’sja: 12
— Norovit’. 10
— Starat’sja: 3
— Pytat’sja: 1
— Poryvat’sja: 1
* Manifestations of verb-specific property-
wise/contextual diversity?

21



Clustering: probovat’

CLAUSE.MAIN

+ + + - + +
FINITE.ASPECT_PERFECTIVE + + - o+ o+ +

FINITE.MOOD_INDICATIVE . o+ 4+ -+ o+ -
FINITE.TENSE_PAST - - 4+ -+ o+ oo
INFINITIVE.ASPECT_IMPERFECTIVE I I I IR B VU I R
INFINITIVE.CONTROL_HIGH O+ 4+ 4+ o+ o+ o+ -
INFINITIVE.SEM_COMMUNICATION 4 . o o o & - - -

INFINITIVE.SEM_EXCHANGE
INFINITIVE.SEM_MOTION
INFINITIVE.SEM_MOTION_OTHER
INFINITIVE.SEM_PHYSICAL

INFINITIVE.SEM_PHYSICAL_ OTHER . . 4 . . - 4+ - -
SENTENCE.DECLARATIVE o+ - -+ .+ o+ o+
SUBJECT.SEM_ANIMATE_HUMAN o+ 4+ 4+ 4+ o+ o+ 4+ o+

+ + + + +

2F



Corresponding exemplary
exemplars — probovat’

* Cluster 3: P(probovat|{CLAUSE.MAIN +
FINITE.ASPECT_PERFECTIVE + FINITE.MOOD _INFINITIVE +

INFINITIVE.CONTROL_ HIGH +
INFINITIVE.SEM_PHYSICAL _OTHER})=0.771

* Bbl MeHS1 Ha Kpbllle noacTpaxyeTe, S CNyLwyCb B OKHO,
rnonpobyto/poprobuju OTKPbITL ceNd _ Kak? ETo nerasBbiX
He KacaeTcd. [laBan potoannapar.

— Vy menja na kryshe podstrahuete, ja spushhus'v okno,
poprobuju otkryt' sejf _kak? Jeto legavyh ne kasaetsja. Davaj
fotoapparat.

* "You cover me from the roof, I'll go down through the
window, I'll try to open the safe. How? That's none a of
police spy’s business. Give me the camera.”

23



Exemplars — probovat’

* Cluster 4: p(probovat|{CLAUSE.MAIN +

FINITE.MOOD_INDICATIVE + FINITE.TENSE_PAST +
INFITIVE.ASPECT_IMPERFECTIVE +
INFINITIVE.CONTROL_HIGH +
INFINITIVE.SEM_PHYSICAL})=0.63

« KcTtaTu, y Bac U3yMmnTenbHbIN rofioc. Bol
HUKorga He npoboBanu/probovali neTb?
— Kstati, u vas izumitel'nyj golos. Vy nikogda ne probovali pet'?
* "By the way, you have a wonderful voice. Have
you ever tried singing?” [Kukarkin]

24



Exemplars — probovat’

Cluster 6: P(probovat{CLAUSE.MAIN + FINITE.ASPECT_PERFECTIVE +
FINITE.MOOD INDICATIVE + FINITE.TENSE_PAST +
INFINITIVE.ASPECT_IMPERFECTIVE + INFINITIVE.CONTROL_HIGH +
INFINITIVE.SEM_COMMUNICATION})=0.765
A 6eccunbHO OnNycTUNCcs Ha cuaeHwe MalluHbl, NOTOM CHOBA
nonpobosarn/poproboval ronocoBatb — becnones3Ho! LLlocce — gopora Ha
a’pogpomM — cHUTaeTCcHa NpaBUTENLCTBEHHOM TPaccou, 34ecCb WU
OCTaHaBNMBaATbCA Hesb3s, Oaxe ecnu
KTO-HMOYOb 1 MOr Obl OTNINTb MHE CBOM DEH3WH, OH HE CTaHET 3TOro genatb,
3a4eM eMy puUcKoBaTb aBTOMOBOUITbHBIMU NpaBamMmn?

— Ja bessil’no opustilsja na siden'e mashiny, potom snova poproboval golosovat'—

bespolezno! Shosse — doroga na ajerodrom — schitaetsja pravitel'stvennoj trassoj,
zdes'i ostanavlivat'sja ...

"Powerlessly | sank back into the car seat, then | again tried to thumb a
ride — without success. The highway — the road to the airport — is
considered a governmental route, it is not even allowed to stop here,
even if someone could give me some of his gas, he would not do it, why

would he risk his driving license?” [Neznanskij, F.] oe



Fitted model revisited — from favorable odds
to preferred/ing contextual properties

(Intercept) 1/22
CLAUSE.MAIN 3.4
FINITE.ASPECT_PERFECTIVE 29
FINITE.MOOD_GERUND 1/8.3
FINITE.MOOD_INDICATIVE 1/2.8
FINITE.TENSE_PAST (1/1)
INFINITIVE.ASPECT_IMPERFECTIVE 6.1
INFINITIVE.CONTROL_HIGH (1/1.2)
INFINITIVE.SEM_COMMUNICATION 2.1
INFINITIVE.SEM_EXCHANGE (1.4)
INFINITIVE.SEM_METAPHORICAL_MOTION (1.5)
INFINITIVE.SEM_METAPHORICAL_PHYSICAL_EXCHANGE (1/1.3)
INFINITIVE.SEM_METAPHORICAL_PHYSICAL_OTHER (1.3)
INFINITIVE.SEM_MOTION (1.7)
INFINITIVE.SEM_MOTION_OTHER (2.6)
INFINITIVE.SEM_PHYSICAL 3.9
INFINITIVE.SEM_PHYSICAL_OTHER 2.5
SENTENCE.DECLARATIVE 1/2.8

26
SUBJECT.SEM_ANIMATE_HUMAN (1.5)



Practically possible (occurring)

property combinations

« 35/48: CLAUSE.MAIN +
FINITE.ASPECT_PERFECTIVE+
INFINITIVE.ASPECT_PERFECTIVE +
INFINITIVE.SEM_COMMUNICATION

« 10/15: CLAUSE.MAIN + FINITE.ASPECT_PERFECTIVE
+ INFINITIVE.ASPECT_PERFECTIVE +
INFINITIVE.SEM_PHYSICAL

« 21/31: CLAUSE.MAIN + FINITE.ASPECT_PERFECTIVE
+ INFINITIVE.ASPECT_PERFECTIVE +
INFINITIVE.SEM_PHYSICAL_OTHER

27



Fitted model revisited — from favorable
odds to preferred/ing contextual
properties

CLAUSE.MAIN
FINITE.ASPECT_PERFECTIVE
INFINITIVE.ASPECT_IMPERFECTIVE
INFINITIVE.SEM_COMMUNICATION
INFINITIVE.SEM_PHYSICAL
INFINITIVE.SEM_PHYSICAL_OTHER

« Are these properties as a whole manifestations of (the core of) a
prototype for probovat™?

— you tell someone to try (PERFECTIVE) and carry out a physical action,
to manipulate someone or something , or to communicate

(IMPERFECTIVE — without insisting on it being taken to its natural end)
— most frequently used TRY verb in mother-child interaction (Stoll corpus)

— experimental character of the attempt 28



Preferred/ing contextual
properties

FINITE.TENSE_PAST
INFINITIVE.CONTROL_HIGH

FINITE.MOOD_GERUND
INFINITIVE.ASPECT_IMPERFECTIVE
INFINITIVE.CONTROL_HIGH
SUBJECT.SEM_ANIMATE_HUMAN
SENTENCE.DECLARATIVE

FINITE.MOOD_GERUND
FINITE.TENSE_PAST

29



Preferred/ing contextual
properties

FINITE.TENSE_PAST
INFINITIVE.CONTROL_HIGH
SUBJECT.SEM_ANIMATE_HUMAN

[semantic types of inf] physical (other), motion (other), communication,
exchange

INFINITIVE.CONTROL_HIGH

[semantic types of inf] (metaphorical) physical (other), (metaphorical)
motion (other), (metaphorical) exchange

30



Characteristics of the
aggregated prototype

 EITHER: triggers the selection when explicitly evident in
the context of the verb
— Ne vypustit'? Da ja sama ne hochu ehat’, ponjatno? VVy menja

poprobuj te teper' ugovorit’! Mne izdergali nervy, u menja golos
sel, a ja v Amerike’

— "Not let him/her out/leave? | myself don’t want to go, do you get
that? Now you try and convince me. I'm overworked, I've lost my
voice, and I'm in America”

— P(probovat|{CLAUSE.MAIN, FINITE.ASPECT_PERFECTIVE,
INFINITIVE.SEM_COMMUNICATION,
SUBJECT.SEM_ANIMATE_HUMAN})=0.927

* OR: Inherently invoked even when the properties with
strongly favorable odds are not present in the context

31



Unexpected probovat’

P(L|C): norovit’ poryvat'sja probovat’ pytatsja silit'sja starat’sja
#393 0.024 0.050 0.154  0.222 0.039 0.511
Hukonan cHayan npobosan/proboval cmesaTbCcst BMECTE CO BCEMMU,
NOTOM CTas pa3ovyapoBbiBaTbCsA, CKYYHETb, 3aTEM CTpPaLUHO
obuaencs

— Nikolaj snachala proboval smejat'sja vmeste so vsemi, potom stal
razocharovyvat'sja, skuchnet’, zatem strashno obidelsja ...

“First Nikolai tried laughing together with the others, then he started
to get disappointed, bored, and then he took terrible offense ...”

Probovat' used here since laughing with the others is one of the
(PHYSICAL/COMMUNICATIVE?) things the subject experiments
with in order to handle the situation, but it does not work out for him
(ends of own volition? €< PERFECTIVE) and gets disappointed,
bored, then offended.

32



Unexpected probovat’

P(L|C): norovit’ poryvat'sja probovat’ pytat'sja silit'sja starat’sja
#416 0.024 0.050 0.154 0.222 0.039 0.511
ToNbKo BaH IBaHOBMY paboTan ¢ TeEM Xe TparmdeCckum cTapaHuem,
Kak 1 paHblle. CaBenbeB rnpobosarn/proboval ypesoHnts MIBaHa
AiBaHOBMYa BO BpeMSA OHOI0O 13 NEPEKYpPOB.

— Tol'ko Ivan Ivanovich rabotal s tem zhe tragicheskim staraniem, kak i ran'she.
Savel'ev proboval urezonit' lvana Ivanovicha vo vremja odnogo iz perekurov.

“Only Ivan Ivanovich worked with the same tragic diligence as before.
Savel’ev tried to bring Ivan Ivanovich to reason during one of their
smoke breaks.”

Probovat' not expected here, probably because bringing this particular
person to reason is considered a difficult task that requires effort. The
use of probovat’ here seems to signal that this attempt is an
experiment: it is not important whether it succeeds (they just give it a
go during a smoke break), it is just one of the many things they tried.

33



From extreme exemplars to
most abstract prototypes

Exempar-route — Property-route — odds:
expected probabilities: (1351) Individual contextual
(1351) Individual property combinations
example sentences - (660) Distinct

> (40) "Best” exemplars verb+context types
(manifesting distinct - (296) Distinct context
contextual property types (disregarding outcome verb)
Clusters + high - (6) Aggregates of
probability < properties with (strongly)

many/strongly favorable ¢4y 6rable odds - (abstract)
odds) prototypes? *



Next steps

* Application of statistical/computational
methods directly incorporating the different
models of representation of categories

— Exemplar: Memory/exemplar-based learning
— Prototype: Self-Organizing Maps

* Experiments with native language users
on whether their views of prototypicality

correspond with the estimated
probabilities?

35



Conclusions

* A systematic way for

— ldentifying key properties for a linguistic category (i.e.

near-synonyms)
— Extracting a subset of exemplars incorporating these
properties

— Constructing a prototype-core aggregating the
properties in the most exemplary exemplars

 Triggers the selection of the near-synonym when explicitly
evident

* Invoked implicitly when properties not evident

* Operationalization of both the prototype and
exemplar views for the representation of
(linguistic) categories based on corpus data



Thank you for your attention!

Questions?



The issue(s)

» Descriptive: the how & why of lexical

alternations

— In some contexts one alternative is clearly preferred
— In other contexts multiple alternatives are allowed
? are all options equally suited/good/etc

* Methodological: probabilistic lexical semantics
— not replace but explicate and facilitate sound lexicographical work

* Theoretical: exemplar & prototype semantics

— Probabilistic interpretation of linguistic rules/regularities — outcomes
in context

— basis for language acquisition/representation research

38



Model revisited - verb-specific
property-wise odds

(Intercept) (1/1.9) 1/25 1/3.3
CLAUSE.SUBORDINATE 1/3.9 (1.1) (1.3)
FINITE.ASPECT_PERFECTIVE 22 (1/124907469) (1)
FINITE.MOOD_INDICATIVE 1/2.8 1/1.9 (1/1)
FINITE.TENSE_PRESENT 1/4.9 (1/1.4) 1.7
INFINITIVE.ASPECT_PERFECTIVE 1/5.4 8.1 1/3.7
INFINITIVE.CONTROL_LOW (1/3.8) 13 (1/1.8)
INFINITIVE.CONTROL_MEDIUM (1.5) 2.7 (1.2)
INFINITIVE.SEM_COMMUNICATION (1.6) 1.9 11.7
INFINITIVE.SEM_MENTAL (1/1.2) 3 1/2.1
INFINITIVE.SEM_METAPHORICAL_M  (1.1) (1/1.6) (1/1.7)
OTION

INFINITIVE.SEM_METAPHORICAL_PH (1/1.1) (1/1.6) (1/1.1)
YSICAL

INFINITIVE.SEM_MOTION (1.2) 1/2.4 1/3.5
INFINITIVE.SEM_PHYSICAL 3.7 (1.9) 11.9
INFINITIVE.SEM_PHYSICAL_OTHER 2 (1/1.5) 1/2.3

SUBJECT.SEM_ANIMATE_HUMAN (1.3) (1) 2.8 39



The big issue(s)

What is the nature of the relationship between naturally
produced language and the posited underlying language
system that governs such usage?

1) use and choice among lexical and structural alternatives in
language, and

2) underlying explanatory factors, following some theory
representing language as a system

How can this be modeled using multivariate statistical methods

— use of multiple linguistic variables from a range of
categories, instead of only one or two

— use of multivariate statistical methods
How much of actual, real usage can accurately be modeled?

40



The data

 Russian and Finnish datasets
— Arppe: THINK in Finnish

« The 4 most frequent synonyms meaning think, reflect,
ponder, consider
— ajatella, miettia, pohtia, harkita

— Divjak: TRY In Russian
« The 6 most frequent verbs that express try when combined
with an infinitive
— probovat’, pytat’sja, starat’sja, silit’sja, norovit’, poryvat’sja
« Data extracted from corpora
— Arppe: 2 months of newspaper text (Helsingin Sanomat 1995)

and 6 months of Internet newsgroup discussion (SFNET 2002-
2003). In all 3404 occurrences

— Divjak: Amsterdam Russian Corpus, Russian National Corpus,
(selected) Internet pages, in all 1581 occurrences

41



Getting the data into the model

Original analysis contains 14 variables amounting to 87 variable categories
(Divjak& Gries 2006)

— haveto befruned,_since (polytomous) logistic regression allows for
qn5a0x/|1rr(1)elllly5)/10 variables per data points of least frequent outcome (i.e.

Selection strategy: variables with a broad dispersion among the 6 TRY verbs

— focuses on the interaction of variables in determining the expected
probability in context

— in contrast to allowing individual distinctive variables, linked to only one of
the verbs, to alone determine the choice

Selection criteria
— overall frequency in the data at least 45
— occurrence at least twice (i.e. not just single chance) with all 6 TRY verbs

Technical restrictions/requirements

— exclusion of one variable for each fully complementary case (e.g. aspect of
verb form)

— exclusion of one of the variables when mutual pairwise association statistic
Uncertainty Co-Efficient UC>0.5 (i.e. one variable accounts for more than 2
of the variance of the other) 4



Variable summary

« Altogether 18 variables [9/9]

— Clause type: Main (vs. subordinate) [1/2]

— Sentence type: Declarative (vs. other rarer types)
[1/4]

— Finite verb: morphological properties [4/12]
— Infinitive verb: morphological properties [1/2]
— Infinitive verb: degree of control (semantic) [1/3]

— Infinitive verb: semantic characterization
(communication, exchange, motion, metaphorical
motion, etc.) [9/14]

— Syntactic subject: semantic characterization (Animate
human vs. rarer other types) [1/9]

43



Model performance

Recall 699/1351 (51.7%)
R,%(TEACH) 0.31

R, 2(TEST) 0.31

lambda (Menard) 0.41

tau (Menard) 0.42

Cf. these results with an over-fitting model with 26 variables (in which only
complementary variables were excluded) which reaches a Recall of 53%
(719/1351 correct choices)?

BEAR IN MIND: we are predicting a 6-way choice between near-synonyms. In a 4-way
choice (between imposed, believed, requested and correlated), the average non-

English US college applicant gets 64.5% correct (Landauer and Dumais 1997).
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Think (carefully again)

En halua esittaa mielipiteita miettimatta
tarkasti, mita oikeastaan ajattelen.

| do not want the present opinions without
thinking carefully, what | really think [about
them]

46



Don't you try ...

Ho CupoTta Bce ewle cununcs/sililsja 4To-TO CKasaTtb, 1 CHOBa
HEBO3MOXXHO ObIf1I0 MOHATbL HX CrioBa U3 TOro, YTO OH FOBOPUII.
MarnnHMH HakoHeL He BblaepKarn v rnpekpaTtun aty 000aHY MyKy+
Tbl He cTapaucs/starajsja, CupoTta, BCe paBHO S HE MOHMMalO+ Y
TebA poT pasduTbin ... 3BYK M TOMbKO, a rosioca HeT. B rocnutane
NofeXxuLlb - BOCCTAHOBUTCH, a cenyvac He npobyun/probuj, He Myyb
cebq (...) [K. CumoHoB. XKnBble 1 MepTBbI€]

But Sirota was still trying to say something, and again it was
impossible to understand a word of what he was saying. Finally,
Malinin could not take it any longer and put an end to this mutual
torture. “Don’t you try, Sirota, | can’t understand you anyway, your
mouth got smashed .... There is only sound, no voice. You'll be in
hospital for a while — it will heal, but for now don’t try, don’t torture

yourself (...)” [K. Simonov. Zivye i mertvye]
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The model / statistical method

* Multivariate analysis: (polytomous) logistic regression

— Looks at outcomes as proportions among all
observations with the same context rather than
individual either-or dichotomies of occurrence vs. non-
occurrence

— Thus: estimates probabilities of occurrence given a
particular context

— Estimates variable parameters which can be
interpreted naturally as odds (Harrell 2001)

 How much does the existence of a variable (i.e. feature)
In the context increase (or decrease) the chances of a
particular outcome (i.e. lexeme) to occur, with all the
other explanatory variables being equal?
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One-vs-rest classification
(Rifkin&Klautau, 2004)

Distinguishes each member of the set without
requiring some baseline category (as required in
proper multinomial logistic regression)

Provides directly lexeme-specific odds with
respect to selected variables (representing
linguistic properties)

Selection rule: pick the verb receiving the
highest probability
arg\.,, max[P(Verb|Context)]

Highest estimated probability not necessarily
P>0.5 — can range from slightly over 1/6 2> 1.0
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Getting the data into the model

Original analysis contains 14 variables amounting to 87 variable categories
(Divjak& Gries 2006)

— haveto befruned,_since (polytomous) logistic regression allows for
qn5a0x/|1rr(1)elllly5)/10 variables per data points of least frequent outcome (i.e.

Selection strategy: variables with a broad dispersion among the 6 TRY verbs

— focuses on the interaction of variables in determining the expected
probability in context

— in contrast to allowing individual distinctive variables, linked to only one of
the verbs, to alone determine the choice

Selection criteria
— overall frequency in the data at least 45
— occurrence at least twice (i.e. not just single chance) with all 6 TRY verbs

Technical restrictions/requirements

— exclusion of one variable for each fully complementary case (e.g. aspect of
verb form)

— exclusion of one of the variables when mutual pairwise association statistic
Uncertainty Co-Efficient UC>0.5 (i.e. one variable accounts for more than 2
of the variance of the other) 50



Variable summary

« Altogether 18 variables [9/9]

— Clause type: Main (vs. subordinate) [1/2]

— Sentence type: Declarative (vs. other rarer types)
[1/4]

— Finite verb: morphological properties [4/12]
— Infinitive verb: morphological properties [1/2]
— Infinitive verb: degree of control (semantic) [1/3]

— Infinitive verb: semantic characterization
(communication, exchange, motion, metaphorical
motion, etc.) [9/14]

— Syntactic subject: semantic characterization (Animate
human vs. rarer other types) [1/9]
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Model performance

Recall 699/1351 (51.7%)
R,%(TEACH) 0.31

R, 2(TEST) 0.31

lambda (Menard) 0.41

tau (Menard) 0.42

Cf. these results with an over-fitting model with 26 variables (in which only
complementary variables were excluded) which reaches a Recall of 53%
(719/1351 correct choices)?

BEAR IN MIND: we are predicting a 6-way choice between near-synonyms. In a 4-way
choice (between imposed, believed, requested and correlated), the average non-

English US college applicant gets 64.5% correct (Landauer and Dumais 1997).
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Verb-specific odds

(Intercept) (1/1.9) 1/25 1/3.3
CLAUSE.SUBORDINATE 1/3.9 (1.1) (1.3)
FINITE.ASPECT _PERFECTIVE 22 (1/124907469) (1)
FINITE.MOOD INDICATIVE 1/2.8 11.9 (1/1)
FINITE.TENSE PRESENT 1/4.9 (1/1.4) 1.7
INFINITIVE.ASPECT_PERFECTIVE 1/5.4 8.1 1/3.7
INFINITIVE.CONTROL_LOW (1/3.8) 13 (1/1.8)
INFINITIVE.CONTROL_MEDIUM (1.5) 2.7 (1.2)
INFINITIVE.SEM_COMMUNICATION (1.6) 1.9 11.7
INFINITIVE.SEM_MENTAL (1/1.2) 3 1/2.1
INFINITIVE.SEM_METAPHORICAL M  (1.1) (1/1.6) (1/1.7)
OTION

INFINITIVE.SEM_METAPHORICAL PH (1/1.1) (1/1.6) (1/1.1)
YSICAL

INFINITIVE.SEM_MOTION (1.2) 1/2.4 1/3.5
INFINITIVE.SEM_PHYSICAL 3.7 (1.9) 11.9
INFINITIVE.SEM_PHYSICAL OTHER 2 (1/1.5) 1/2.3

SUBJECT.SEM_ANIMATE_HUMAN (1.3) (1) 2.8 53



The odds & probabilities exemplified

MoxHo. A Bac gaxe nokararw Ha Katepe. KctaTtun, y Bac
N3yMUTENbHLIN ronoc. Bl HUKOrOa He
neTb?

P(probovat| CONTEXT)=0.63
Have you (n)ever tried to sing?

CTpallHo. Hy 1 4TO ... C HUM? _ cnpocwur, C Ss' He
BbldaBaTb roJIoCOM CBOEro BOJSIHEHUA, HEKUIN HEBNOUMbIN N3-3a

CMWH, TOPCOB [...]
P(staratsja| CONTEXT)=0.78

Hacuet 6abouku, EMma, kakasa-To epyHa, -- 3aroBopun HUKUTUH
NacMypHO, TWETHO HaNTK HemMeLukKue cnosa. - He
B 9TOM aeno. A, 4epT, a3blk! Hy, Kak xxe Tebe 00bACHUTL?

A
[BoHaapes 0. B.]
P(silitsja| CONTEXT)=0 47



Model performance revisited

* Recall 699/1351 (51.7%)

? What happens when the verb with the highest probability
estimate is not the one that is used in the data

— (polytomous) logistic regression models overall occurrence
proportions in the data, given a context, not individual selections
of outcomes (i.e. verbs)

— when the probability estimates are sustantially dispersed among
two or more of the outcome verbs, that means that in the original
data these outcomes should have corresponding proportions,
given the same context

* This also means that the variables in question cannot
alone distinguish/determine which of the outcomes
should categorically occur

— An extreme example: 6-way equiprobable case
55



Overall sentence-wise probability

Density

1.0

0.8

distributions

l

Maximum
Second-highest
Third-highest
Fourth-highest
Second-lowest
Minimum

Probability

56



60

17
11

6-way synonymous contexts

CLAUSE.MAIN+ FINITE.MOOD_INDICATIVE+
FINITE.TENSE_PAST+ INFINITIVE.CONTROL_HIGH+
INFINITIVE.SEM_COMMUNICATION+
SENTENCE.DECLARATIVE+
SUBJECT.SEM_ANIMATE_HUMAN

same but INFINITIVE.SEM_MOTION_OTHER

same but
INFINITIVE.SEM_METAPHORICAL_PHYSICAL EXCHANGE

CLAUSE.MAIN+ FINITE.MOOD_INDICATIVE+
INFINITIVE.CONTROL_HIGH+
INFINITIVE.SEM_COMMUNICATION+
SENTENCE.DECLARATIVE+
SUBJECT.SEM_ANIMATE_HUMAN

FINITE.MOOD_INDICATIVE+ INFINITIVE.CONTROL_HIGH+
INFINITIVE.SEM_COMMUNICATION+
SENTENCE.DECLARATIVE+
SUBJECT.SEM_ANIMATE_HUMAN of



Probabilities vs. proportions

Original frequencies in the data

norovit poryvatsja probovat pytatsja silitsja staratsja
6 17 3 11 18 5

Original proportions of occurrence in the data

norovit poryvatsja probovat pytatsja silitsja staratsja
0.10 0.28 0.05 0.18 0.30 0.08

Estimated probabilities according to the model

norovit poryvatsja probovat pytatsja silitsja staratsja
0.07 0.26 0.05 0.25 0.25 0.11

Three verbs [poryvat'sja, pytat'sja and silit'sja] virtually
interchangeable in this context

-> Look at a few sentences that contain precisely this
combination of properties
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MapBun4 He ncnbiTbiBas 3nobbl K NeBUY U NO3ITOMY 3Har, YTO NpourpaerT.
OH Bbl3BaTb 31100y, HO OHa He nogaBnsanacbk. [AKCEHOB]

Mbl HETEPNENMBO XOanu, XxpaHa MonyaHue, n Tonbko Kanavg
YTO-TO cKa3aTb U wunen. [Ctpyraukne]

OHa aBHO YTO-TO CKa3aTb, HO BMECTO CJIOB B CbIpOM
BO34yxe noasemMerbsa pasfgaBanoch NLb Kakoe-To wwuneHue. [ pomMos
Baauwm]

UyTb He KaXxgoe yTpo OHa MHEe MO3BOHUTb — U
BCe BpeMeHU He xBaTtano. [Muxaun bytos. CBoboaa // «Hosbin Mup»,
No.1-2, 1999]

HecTtop 3arnesaTb, HO €ro He noaaepXxuBanu, Ha
Hero BoobOLle Kak-TO He obpallanu BHuMmaHusa. [BaneHTuH PacnyTuH.
Kuneu n nomumn (1974)]

A a3unart, XX1BLLUNI B CTaNMHCKOMN ayLle, oOMaHyTb
cBoboay, XUTpun ¢ Hen, oT4yasBLINCL A40bUTL ee A0 KoHua. [T poccmaH]
OH cmoTpen Ha Knpbky onanstowmm B3rnsgom, YTO-

TO cKasaTtb. Bowen goktop n 6pocuncs Kk oonsHomy. [LLUyKLWnH]
CTenaHa cnywanu ¢ UHTEPECOM, HEMHOXKO YOAUBNSNUCL, FOBOPUNU

7 1]

“xM”, “Tbl rnagun’, camu 4YTO-TO pacckasaTb, HO Apyipe
3agaBarnm HoBble BoNpockl, 1 CTtenaH cHoBa pacckasbiBar. [LUyKwunH]



Why do we get such similar estimates?

Main (0.9)
clause

Indicative  (0.8)
TRY

Past TRY 0.3
High 3
infinitive

control

Infinitive (1)
communic

ation
Declarative (1)
sentence
Human 0.3

subject

(1)
(2)

3

5

(1)

0.6

(0.9)
(2)

0.5

2

(0.6)

(1)
(2)

2

0.2
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Interim conclusion (1)

* The recall rate seems to reach a ceiling at
around 52%, and appears indifferent to whether
some individual variables are left out - pretty
robust

* Did we miss something? Difficult to identify

— any additional contextual properties or new property clusters

— pertaining to current, conventional models of morphology, syntax
and semantics, and

— applicable within the immediate sentential context
— that are not incorporated in the current analysis to some extent

« BUT need more data to model ALL properties
reliably

— Include optional elements such as adverbs, etc. 6



"More™ examples

OH YTO-TO CKa3aTb, HO Y HEro HNYEro He
Nosy4arnoch: NLLb »Karnkoe Mbl4aHne JOHOCUIOCh CKBO3b
CTUCHYTble 3yObl Aa Ny3blpMnachk B yronkax pra nexa.

EMy elle He xBaTano Bo3ayxa, pa3vHyTbiN POT YEpPHEn
ObIpon, arnble rybbl 00BUCNU, @ OH YTO-TO
NPOroBOPMUT.

Mbl npuLLnN Korga y»xe gaBHO cuaenu 3a CToroM. byTbinku
Ha TPETb ObINM ONOPOXHEHBI, MY>XYNHbBI CHAINW MUOXKaKU U
KTO-TO YyXXe 3aneTtb. Ho 6naronenue
NpasgHUYHOro cTosa He BblfIo OKOHYaTENbHO pa3pyLUeHo (...)

bymaxky ¢ Homepom TenedoHa A 400 XpaHWn, HECKONbLKO
pas NO3BOHUTb PabunHy, HO cCMyLLEHME
He NO3BOJINMNO MHE, K CHaCTblO, 3TOro caenartb.

HaBepHoOe, KOHYMNOChb MbINI0? [1aTb BaM YNCTOE NOSIOTEHLE?
MaTb 3agaBana HaBodsiLMe BONpocCkl. HacTon4mBo
BbIHyOUTb ApYyra K rMrmeHe.
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Interim conclusion (2)

e Less is more and more is less
— More context, less interchangeable

— Less context, more interchangeable

* The choices in equiprobable cases cannot be explained
on the basis of observed property preferences

— need to look at properties observed in entire data

» Lexemes present a different window on the situation
— the semantic differences between any of the TRY lexemes
» are embedded and manifested in the lexemes
» would not necessarily have/require explicit manifestation

~ prototypes
? what are they made up of
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Exemplary exemplars (1)

Ho Takne pebsayeckue xenaHms MOorfnu nokasaTbCa cepbe3HbIM
noasam cmewHbiMn. Onacasacb 3TOro, OH BCEMU cunamm
He BblaaBaTb cebsa. Ho aTo He coBcem
yaaBasriocb. TpyaHoO ObINO eMY CKPbITb CBOE CHACTbe
ropﬂqM]ﬁ PYMSIHELL OTYETNMBO NPOCTYyNan Ha CMYrIbIX KPEnKuUx
LLeKaX.

MoxHo. A Bac gaxe nokararw Ha KaTtepe. KctaTtun, y Bac
N3yMUTENbHLIN ronoc. Bbl HUKOrOa He
neTb?

CTpallHo. Hy 1 4TO ... C HUM? _ cnpocwur, He
Bbl4aBaTb rOJI0OCOM CBOEro BOJSIHEHUA, HEKUN HEBUOAUMUNN N3-
3a CMWH, TOPCOB |[...]

HacueT 6aboukn, EMmMa, Kakaa-1o epyHaa, -- 3aroBopur
HWKNTUH nacMypHO, TLETHO HaUTU HEMeLUKue
crnoBa. - He B atom geno. A, 4epT, a3bIk! Hy, Kak xe Tebe
OOBACHUTBL?
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Exemplary exemplars (2)

Xopowo. OH y4nTca BO BTOPYIO CMEHY, C AXXeHaauaTu
no cemun. K BocbMu Beyepa oH byaet 3gecbk. Hacts
oTnpasBunachk Kk cebe, c TpyaoMm yaepXmsas

BbICKONb3HYTb U3 PYK
nanku n ¢ yauBrieHWemM gymas o ToM, NoYyemy aT1o
OHa TaK CMOKOWHO no3BonseT 3aTo4YHOMY
pacrnoproXaTbCcsl ee BPEMEHEM. ]

[ToTOM MHe paccka3sbiBanu YTO U paHblLUe OH
HEeCKOmbKO pas3 YATU N3

ceMbun. HO BO-NepBbIX YNTW OLINO HEKYAA a KO-
BTOPbIX XXeHa npuxoguna xanoBaTbCA.

65



Preferred/ing contextual
properties

CLAUSE.MAIN
FINITE.ASPECT_PERFECTIVE
INFINITIVE.ASPECT_IMPERFECTIVE
INFINITIVE.SEM_COMMUNICATION
INFINITIVE.SEM_PHYSICAL
INFINITIVE.SEM_PHYSICAL_OTHER

« Are these properties as a whole manifestations of (the core of) a
prototype for probovat™?

— you tell someone to try (pf) and carry out a physical action, to
manipulate someone or something , or to communicate (impf — without
insisting on it being taken to its natural end)

— most frequently used TRY verb in mother-child interaction (Stoll corpus)
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Preferred/ing contextual
properties

FINITE.TENSE_PAST
INFINITIVE.CONTROL_HIGH

FINITE.MOOD_GERUND
INFINITIVE.ASPECT_IMPERFECTIVE
INFINITIVE.CONTROL_HIGH
SUBJECT.SEM_ANIMATE_HUMAN
SENTENCE.DECLARATIVE

FINITE.MOOD_GERUND
FINITE.TENSE_PAST
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Preferred/ing contextual
properties

FINITE.TENSE_PAST
INFINITIVE.CONTROL_HIGH
SUBJECT.SEM_ANIMATE_HUMAN

[semantic types of inf] physical (other), motion (other), communication,
exchange

INFINITIVE.CONTROL_HIGH

[semantic types of inf] (metaphorical) physical (other), (metaphorical)
motion (other), (metaphorical) exchange
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Conclusion

Analysis of exemplars

— reveals key properties and the combinations in which they can occur
together

— lets us stipulate a prototype-core represented by the aggregate of the
exemplars

Creation of a prototype

— one or more exemplary examples instantiating (parts of) an (idealized)

property configuration occurring significantly more frequently with one
lexeme than with others

— property configuration triggers lexeme explicitly or accompanies it
implicitly
— BUT does not *directly* predict which verb is favored in less typical
contexts: assessment of (dis)similarity needed
 choice for less favored lexeme may be deliberate

? how to compute the cut-off level and model the way in which permissible
changes are computed
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